
Ancient Character Recognition: A Novel Image
Dataset of Shui Manuscript Characters and

Classification Model
TANG Minli1,2,3, XIE Shaomin1,3, and LIU Xiangrong1,3

(1. Department of Computer Science and Technology, School of Informatics, Xiamen University,
Xiamen 361005, China)

(2. School of Big Data Engineering, KaiLi University, KaiLi 556011, China)
(3. Key Laboratory of Digital Protection and Intelligent Processing of Intangible Cultural Heritage of Fujian and Taiwan,

Ministry of Culture and Tourism, Xiamen University, Xiamen 361005, China)
 
   Abstract — Shui manuscripts are part of the nation-
al intangible cultural heritage of China. Owing to the par-
ticularity of text reading, the level of informatization and
intelligence in the protection of Shui manuscript culture is
not  adequate.  To  address  this  issue,  this  study  created
Shuishu_C, the largest image dataset of Shui manuscript
characters that has been reported. Furthermore, after ex-
tensive  experimental  validation,  we  proposed  ShuiNet-A,
a lightweight artificial neural network model based on the
attention mechanism,  which  combines  channel  and  spa-
tial dimensions  to  extract  key features  and finally  recog-
nize  Shui  manuscript  characters.  The  effectiveness  and
stability of ShuiNet-A were verified through multiple sets
of  experiments.  Our  results  showed  that,  on  the  Shui
manuscript  dataset  with  113  categories,  the  accuracy  of
ShuiNet-A was 99.8%, which is 1.5% higher than those of
similar  studies.  The  proposed  model  could  contribute  to
the classification accuracy and protection of ancient Shui
manuscript characters.

   Key words — Shui  manuscript  characters, ShuiNet-

A, Artificial  neural  network, Handwritten character  re-

cognition.

 I. Introduction
Approximately 500,000  people  in  China  and  Viet-

nam  have  Shui  nationality.  Shui  manuscripts  are  the
ancient texts and books of Shui nationality. They con-
tain ancient  written symbols  similar  to  oracle  bone in-
scriptions  that  depict  cultural  information  on  ancient
astronomy, folklore, ethics, and law of Shui nationality.
In 2006, Shui manuscripts were included in the first in-

tangible  cultural  heritage  protection  list  of  China.
However, Shui  manuscripts  are  known  only  to  hun-
dreds because  of  the  unique  way  of  inheritance.  Re-
cently, Shui manuscripts have attracted the attention of
the  linguistic  community  owing  to  their  unique  charm
and high  research  value.  However,  although  local  gov-
ernments  have  focused  on  the  inheritance  of  Shui
manuscripts,  conservation  efforts  have  been  limited.
Fig.1 shows  the “ fish  and  phoenix” totem  bronze  coin
with  Shui  manuscript  characters  that  was  cast  by  the
ancient Shui people. In the last decades, advancements
in the field of computer vision have facilitated the study
of ancient writing systems, especially the automatic re-
cognition  of  characters.  At  present,  the  digitization  of
information has  become  an  essential  means  of  protect-
ing cultural  heritage;  in  particular,  artificial  intelli-
gence (AI) can lead the way in preserving our distinct
cultural  heritage  for  the  next  generation.  The  use  of
deep  learning  techniques,  specifically  the  convolutional
neural  networks  (CNNs)  for  the  digital  transformation
of cultural heritage, is gradually gaining popularity.
 

 
Fig. 1. The “fish and phoenix” totem bronze coin. 
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In recent years, deep learning has made great pro-
gress  in  handwritten  character  recognition  tasks,  but
the  studies  on  recognizing  Shui  manuscript  characters
are few. Moreover, the datasets presented in these stud-
ies  are  small,  i.e.,  few  samples  and  categories.  Such  a
dataset cannot meet the data size requirements of mod-
ern deep  learning.  Data,  computing  power,  and  al-
gorithms  are  the  three  major  elements  of  AI  research.
Large-scale datasets help to improve the accuracy of al-
gorithms. Approximately  500  Shui  manuscript  charac-
ters  have  been  deciphered  by  experts  until  now,  but
there are no publicly available datasets. Therefore, two
questions arise: Can more categories of Shui manuscript
characters be classified? Can the classification accuracy
of Shui manuscript characters be improved?

Our  study  aimed  to  answer  these  questions.  The
main contributions of our study are:

1)  In  response  to  the  lack  of  a  publicly  available
dataset  of  Shui  manuscript  characters,  we  created
Shuishu_C,  a  novel  image  dataset  of  Shui  manuscript
characters. “Shuishu” is derived from the spelling of the
Chinese  word “水书,”  and “C” stands  for “character”;
this represents  that  each  image  contained  in  the  data-
set  is  a  Shui  manuscript  character.  This  dataset  was
larger  and  contained  more  samples  than  the  existing
counterparts.

2)  We  proposed  ShuiNet-A,  an  attention-based
model for the recognition of ancient characters in Shui
manuscripts,  in  which “A” stands  for “attention.”  The
model combined the channel and spatial  dimensions to
extract the key features of target samples. Experiments
verified  that  the  obtained  classification  accuracy  was
higher than those of similar studies.

 II. Related Works
Handwritten character  recognition  has  been  re-

searched  for  many  years.  Before  2011,  the  traditional
handwritten  character  recognition  method  was  quite
complicated; it  required  preprocessing,  feature  extrac-
tion, feature dimension reduction, and classifier design.
Over the last decade, deep learning methods have been
applied  to  numerous  fields,  especially  convolutional
neural  network-based  methods,  which  have  been  very
successful in bioinformatics, medical big data, etc. [1]–[4].
Meanwhile,  convolutional  neural  networks (CNN) have
been considerably influential in overcoming many chal-
lenges related  to  computer  vision  and  pattern  recogni-
tion,  and  has  been  successfully  applied  in  handwrit-
ten character recognition in different languages. The au-
thors  in  [5]–[9]  presented  studies  on  the  recognition  of
Tamil  characters  using  CNN The difference  lies  in  the
improvement  of  the  CNN  structure.  The  authors  in
[10]–[12] presented studies on Arabic character recogni-

tion, which mainly use CNNs to combine feature selec-
tion methods in machine learning, and obtain satisfact-
ory results for Arabic character recognition. In [13]–[15],
the authors combined deep learning methods with tradi-
tional methods  of  feature  extraction  or  some  prepro-
cessing methods to improve the recognition accuracy of
handwritten  Persian  characters.  In  [16],  [17], the  au-
thors used deep neural networks to recognize handwrit-
ten Devanagari characters and have demonstrated that
deep  neural  networks  are  capable  of  achieving  the
highest  level  of  accuracy  in  the  recognition  of
Devanagari  characters.  The  authors  in  [18]  proposed  a
novel  radical  analysis  network  with  densely  connected
architecture  to  analyze  Chinese  character  radicals  and
its two-dimensional  structures  simultaneously.  Evalu-
ated on  ICDAR-2013  competition  database,  the  pro-
posed  approach  significantly  outperforms  the  whole-
character  modeling  approach  with  a  relative  character
error rate reduction of 18.54%. The authors in [19] pro-
posed an  end-to-end  neural  network  model  for  uncon-
strained text recognition. The architecture of the mod-
el is  a  fully  convolutional  network  without  any  recur-
rent connections trained with the connectionist tempor-
al  classification  loss  function.  The  model  has  won  the
ICFHR2018 Competition on Automated Text Recogni-
tion on a READ dataset. The authors in [20] proposed
a new  architecture  of  a  deep  CNN  with  high  recogni-
tion performance  that  is  capable  of  learning  deep  fea-
tures  for  visualization.  According  to  the  evaluation  on
the ICDAR-2013 offline HCCR competition dataset, the
model has  a  relative  0.83%  error  reduction  while  hav-
ing 49% fewer parameters and the same computational
cost compared to the current state-of-the-art single-net-
work  method  trained  only  on  handwritten  data.  The
authors in [21] proposed a four-layer CNN for the recog-
nition  of  handwritten  characters  in  two  Indic  scripts,
Bangla  and  Meitei  Mayek.  In  addition,  they  validated
the  proposed  Manipuri  character  dataset,  called
“Mayek27,” with  the  same  model.  The  authors  in  [22]
identified handwritten  Farsi  digits  written  with  differ-
ent  handwritten  styles  by  using  a  new  combination  of
CNN layers.

Most of the studies on the recognition of other eth-
nic minority scripts in China predate the studies on the
recognition of  Shui  manuscripts.  For  example,  relat-
ively  well-developed  datasets  have  been  established  for
Tibetan, Mongolian,  and  Yi  scripts.  In  2008,  the  au-
thors in [23] conducted domestic research on the recog-
nition of  offline handwritten Tibetan script,  and hand-
written  Tibetan  script  datasets  were  established.  On
December  3,  2018,  Jushen  AI  Technology,  a  team  of
college students from Central University for Nationalit-
ies,  released  the  world’s first  set  of  Tibetan  handwrit-
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ten  digital  dataset  TibetanMNIST.  In  [24], Zhu  re-
searched  the  offline  recognition  of  handwritten  Yi
scripts in China in 2010 and established an offline hand-
written  Yi  script  dataset.  In  2014,  the  authors  in  [25]
researched  the  recognition  of  Mongolian  scripts  in
China.  In  2018,  the  authors  in  [26]  proposed  MHW,  a
Mongolian  offline  handwritten  dataset.  Compared  to
the aforementioned research on the script recognition of
ethnic  minorities,  the  research  on  the  recognition  of
Shui manuscripts started late. The authors in [27] pro-
posed a  neural  network with four  convolutional  layers,
which  has  a  dataset  of  50,000  images  of  Shui
manuscript  characters.  They  achieved  a  classification
accuracy  of  93.3%.  In  [28],  Xia  proposed  an  11-layer
CNN with a dataset of 60,000 samples from 80 categor-
ies  for  the  recognition  of  Shui  manuscript  characters
and achieved a classification accuracy of 98.3%. The au-
thors  in  [29]  focused  on  three  key  technologies  for  the
recognition  of  Shui  manuscript  characters  in  ancient
books in  China:  super-resolution  image  generation,  im-
age category labeling, and handwritten character recog-
nition. They  used  the  feedback  from  the  CNN  to  de-
termine  the  algorithmic  model  of  the  hyperparameters
for cluster labeling and conducted experiments on their
own  dataset  of  6,230  samples.  Although  the  algorithm
mentioned in their paper can play a role in the recogni-
tion of ancient characters, there are a certain number of
errors  originating  from the  automatic  labeling.  In  [30],
Ding implemented  a  feature  extraction  and  classifica-
tion  algorithm  based  on  multilayer  perceptron  and
CNN  models  in  the  MATLAB  platform  for  Shui
manuscript  characters.  A  total  of  1,800  samples  from
six categories  were input into a three-layer neural  net-
work,  and  a  classification  accuracy  of  90.4%  was
achieved. In addition, 8,500 samples from 17 categories
were  input  into  a  one-layer  CNN,  and  a  classification
accuracy  of  93.74%  was  achieved.  The  authors  in  [31]
proposed a  method  based  on  adaptive  image  enhance-
ment and region detection and segmentation, and they
applied  it  to  images  of  Shui  manuscript  characters,
eventually  extracting  relatively  complete  Shui
manuscript characters.

The above-mentioned  studies  report  on  the  pro-
gress  of  text  recognition  work,  and  they  rely  on  CNN
methods  for  text  recognition.  Furthermore,  studies  on
the automatic  recognition  of  Shui  manuscript  charac-
ters by AI techniques are rare. Hence, our work contrib-
utes  to the intelligent development of  Shui  manuscript
culture.

 III. Materials and Methods
 1. Data preparation
To the best of our knowledge, there is no publicly

available dataset  of  Shui  manuscript  characters.  In  re-
sponse  to  this,  we  developed  such  a  dataset. Fig.2
shows the detailed construction process. First, images of
Shui manuscripts were collected and then preprocessed,
mainly by alignment, noise removal, and character seg-
mentation. Subsequently, the objects in the images were
manually  labeled.  In  the  case  of  imbalanced  datasets,
data augmentation  was  performed.  After  these  opera-
tions, the dataset of Shui manuscript characters was fi-
nally constructed.
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Fig. 2. Method of dataset construction.

 

Because the ancient books of Shui manuscripts are
very precious,  most  of  them  are  collected  and  main-
tained by  government  agencies.  During  the  image  col-
lection,  we  visited  the  city  that  was  inhabited  by  the
Shui  people;  we visited the  local  library,  museum, and
Research Institute of Shui manuscripts and gathered in-
formation  from experts.  In  the  end,  we  collected  1,789
Shui manuscript images and preprocessed them mainly
by filtering,  correction,  binarization,  and  noise  reduc-
tion.  Thereafter,  we  stored  them  in  JPG format,  with
an  average  resolution  of  1,943×2,924.  The  Shui
manuscript images  were  manually  labeled,  and  an  ex-
ample of the label dictionary is shown in Table 1.

Finally, we obtained 1,789 labeled images that con-
tained  113  categories  and  91,336  characters.  Statistics
on the labeled images of Shui manuscripts showed that
the number  of  samples  across  different  categories  var-
ied  enormously,  as  shown  in Fig.3 .  In  particular,  the
category with the smallest number of samples was “ ,”
with only one sample, and the category with the largest
number of samples was “ ,” with 7,524 samples, there
were 33 categories with a sample size of less than 100,
accounting for 29%, 32 categories with a sample size of
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100  to  500,  accounting  for  28%,  17  categories  with  a
sample size of 500 to 1,000, accounting for 15%, and 31
categories with more than 1,000 samples, accounting for
28%.

Every  national  script  contains  not  only  commonly
used but  also  rare  characters;  thus,  imbalanced  data-
sets are a common problem. In the recognition of Shui
manuscript  characters,  the  character  samples  are  too
few to support  model  training,  and data augmentation
is  required  for  categories  with  few  samples.  Therefore,
we performed data augmentation on the categories with

less than 500 samples. With the help of 20 volunteers, 20,
487 character samples were created by handwriting and
added in 65 categories. Fig.4 shows the augmented im-
ages of Shui manuscripts.
 

 
Fig. 4. Shui manuscripts text image added by handwriting.

 

The key to creating an image of a Shui manuscript
character  is  to crop the target character  from the text
image. In  this  study,  the  character  cropping  was  com-
pleted  by segmenting  the  labeled  images.  Each labeled
image  had  a  corresponding  file  in  XML  format;  the
pixels in the corresponding range were extracted, result-
ing in  111,614  images  of  the  Shui  manuscript  charac-
ters using the lower left and upper right coordinates of
each character recorded in the XML file.  To deal  with
complex recognition scenarios and improve the general-
ization  capability  of  the  model,  113  categories  of  Shui
manuscript characters were subjected to data augment-
ation to increase the diversity of the samples by scaling,
rotating, flipping, and adding noise. Ultimately, the ori-
ginal Shui  manuscript  dataset  was  increased  signific-
antly. To balance the data size, we made additions and
deletions so that each category contained 2,000 samples.

Finally,  Shuishu_C  contained  113  categories  with
226,000  labeled  images  of  Shui  manuscript  characters
with an average resolution of 124×117 (Fig.5).

 

 
Fig. 5. The sample images of Shui manuscripts characters.

 

The characteristics of Shuishu_C are as follows:
1) Increased number of categories and dataset of a

larger  scale.  It  was  found  that  Shuishu_C  was  larger

and  had  more  categories  than  similar  datasets,  as
shown in Table 2.

2)  Image  diversity.  The  sample  images  in

   
Table 1. Example of Shui manuscripts characters la-

beling dictionary

Category Glyph
structure Meaning Category Glyph

structure Meaning

ba eight ceng floor

daos knife or
kill bix star

deng wait chuang window

di land chunt spring

dif place gsui cereals

hu tiger hua flower
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Fig. 3. Statistical analysis of sample size.
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Shuishu_C  contained  a  variety  of  scenes. Fig.6  shows
the  diversity  of  character “ ,” with  samples  covering
different character  orientations  and  various  noises  ad-
ded. The diversity of the data was ensured to improve
the robustness of the model and avoid overfitting. Fig.7
shows  the  visualization  results  of  the  data  distribution
before and after data augmentation for the character “ ,”

and “ ,” with the original data on the left and the “ori-
ginal  data  +  augmented  data” on  the  right,  i.e.,  the
sum of the samples of that category obtained after data
augmentation,  showing  that  data  augmentation  could
compensate for whitespace in sample style transitions.
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Fig. 6. Examples of image diversity.
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Fig. 7. Visualisation of data distribution before and after augmentation. (a) The visualization results of the original data distribu-

tion; (b) The visualization results of the data distribution after data augmentation.
 

3) Balanced sample size. Shuishu_C contained 113
categories with 2,000 labeled images of characters and a
balanced sample size. The increase in the categories and
sample  sizes  of  Shui  manuscript  will  be  studied  in  the
future.

 2. CNN
A CNN is  an  artificial  neural  network  comprising

multiple hidden layers, is extremely powerful in extract-
ing information, and is used in a wide range of applica-
tions. The input layer is used to pass the incoming in-

formation; the convolutional, pooling, and fully connec-
ted  layers  are  collectively  called  the  hidden layers  and
are responsible  for  processing  and  handling  the  incom-
ing information; the output layer is used to output the
result. Fig.8 shows the typical structure of a CNN. The
most common CNNs are LeNet [32], AlexNet [33], VGG
[34], and ResNet [35].

 3. Attention mechanism
The  attention  mechanism  has  been  proposed  by

Bahdanau et  al.  [36].  Because  of  its  success  in  solving

   
Table 2. Comparison with other Shui manuscripts char-

acters recognition results

Dataset Number of categories Sample size
Y. Weng and C. Xia [27] Unknown 60,000

H. Zhao et al. [29] Unknown 6230
Q. Ding [30] 17 8500
Shuishu_C 113 226,000
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Fig. 8. Typical CNN architecture.
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machine  translation  problems,  it  has  been  widely  used
in  various  fields,  such  as  natural  language  processing
and  computer  vision.  The  core  idea  of  the  attention
mechanism  is  to  allow  the  neural  network  to  select
some information as input. It pays attention only to the
critical information of the input so that the efficiency of
the neural network can be improved and more complex
models  can  be  fitted.  The  calculations  involved  in  the
attention mechanism are as follows:
 

ti = tanh (W × hi−1 + b) (1)
 

αi =
exp (ti)∑T

i=1
exp (ti)

(2)

 

c =
∑T

i=1
αihi (3)

W hi−1

b T
c

hi

αi

where  denotes  the  vector  of  weights,  the out-
put of the previous layer,  the bias term,  the length
of the output of the previous layer, and  the final vec-
tor  obtained  after  the  weighted  combination  of  and

.
In  recent  years,  there  have  been  many  improved

attention  mechanism  models  for  classification  tasks,
such as  convolutional  block attention module  (CBAM)
[37],  SE  attention  [38],  SK  attention  [39],  Coordinate
attention  [40],  Triplet  attention  [41],  Swin  transformer
[42], etc. These are all excellent methods proposed in in-
ternational  top  conference  on  computer  vision,  hence,
we  have  embedded  these  attention  modules  into  the
model  for  the  classification  of  Shuishu  handwritten
characters, and introduce the experimental details later
in  Section V.  After  comparison,  we found that  CBAM
is  the  most  suitable  for  the  classification  task  of
Shuishu handwritten characters. As a result, we will in-
troduce CBAM in more detail.

 4. Convolutional block attention module

n

1× 1× n

n

w × h

The CBAM was proposed in 2018 by Woo et al. as
an attention mechanism that combines the channel and
spatial dimensions. As shown in Fig.9, the CBAM con-
sists of two independent submodules, the channel atten-
tion  module  (CAM)  and  the  spatial  attention  module
(SAM). CAM and  SAM are  combined  in  series  to  ex-
tract  the  key  information  on  the  channel  and  space.
The  CAM  first  performs  both  global  maxpooling  and
global  average  pooling  on  the  feature  map  and  then
combines the output into a single-pixel feature map of 
channels  through  a  two-layer  fully  connected  network;
subsequently,  it  extracts  the  focused  features  through
the  activation  function  to  obtain  a  output.
Thereafter, SAM takes the output of CAM as its input.
After global maxpooling and global average pooling, the
features of  channels are obtained as two single-chan-
nel  outputs  of  size . Then,  the  two  output  fea-

w × h× 1

tures are  combined,  a  convolution  operation  is  per-
formed,  and  the  activation  function  is  used  to  get  the
output of size . Finally, the output of the fea-
tures from the two modules is multiplied to obtain the
final feature.
 

Input Output

Channel

attention

module

Spatial

attention

module

 
Fig. 9. Structure of CBAM.

 

CBAM  combines  a  channel  attention  mechanism
with a spatial attention mechanism, which reduces com-
putational overhead compared to other attention mech-
anisms and allows for better concentration of attention
regions around glyphs,  resulting in better extraction of
features  of  glyphs  and  improved  recognition  accuracy.
We therefore incorporate CBAM into the design of the
Shui manuscript character recognition model.

 5. Evaluation indicators
In  this  study,  some  useful  statistical  metrics  were

used to evaluate the classification model, including Ac-
curacy, Precision, Recall, and F1-score, which were cal-
culated as follows:
 

Accuracy =
TP + TN

TP + FN + FP + TN
(4)

 

Precision =
TP

TP + FP
(5)

 

Recall =
TP

TP + FN
(6)

 

F1-score =
2× Precision× Recall
Precision+ Recall

(7)

TP

TN

FP

FN

where  indicates  actual  positive  samples  and model
predictions  are  positive;  indicates  actual  negative
samples and model predictions are negative;  indic-
ates actual  negative samples but model predictions are
positive; and  indicates actual positive samples but
model predictions are negative.

 IV. ShuiNet-A
 1. Structure of ShuiNet-A
ShuiNet-A  consists  of  a  convolutional  layer,  four

blocks, and a fully connected layer. Each block is used
as  a  reference  for  the  structure  of  a  residual  block,
CBAM is added to the input of each block. Each resid-
ual  block  contains  three  convolutional  layers  and  a
pooling  layer.  Because  the  text  in  Shui  manuscript  is
mainly composed of line strokes, only line features need
to  be  extracted.  Moreover,  the  pixel  point  with  the
largest value represents the adjacent feature; thus, max-
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pooling is used in ShuiNet-A.
In  a  previous  study,  we  compared  networks  with

depths of 17, 26, 35, 44, and 53 hidden layers and found
that the networks with a depth of 17 hidden layers had
the  best  results;  hence,  such  a  structure  was  used  for
ShuiNet-A.  We  also  found  that,  among  the  sigmoid,
tanh,  ReLU,  leaky  ReLU,  RReLU,  PReLU,  and  ELU
functions, the best results were obtained by using leaky
ReLU  as  the  activation  function.  For  this  reason,  we
used leaky  ReLU  and  batch  normalization  (BN)  regu-
larization after each convolution in ShuiNet. Using BN
ensures that the input value of each layer is the stand-
ard normal distribution.

For the consideration of input sizes, we used 32×32,
64×64,  124×117,  144×137,  140×140,  and  160×160  as
the  input  sizes  for  the  preliminary  experiments,  where
the sizes 124×117 and 144×137 were the average width
and height values for a single category of 1,000 or 2,000
images, respectively.

Table 3 shows the structure details of ShuiNet-A.
  

Table 3. Structure details of ShuiNet-A

Name Size-out Layer
Input 128×128×3

conv_1 64×64×32
Kernel: 7×7, 32, stride = 1, padding = 3

MaxPooling 3×3, stride = 2

block_1 32×32×64

CBAM: channel = 32, reduction = 16,
3×3

Kernel: 1×1, 16
Kernel: 5×5, 16, padding = 2

Kernel: 1×1, 64
MaxPooling 3×3, stride = 2

block_2 16×16×128

CBAM: channel = 64, reduction = 16,
3×3

Kernel: 1×1, 32
Kernel: 5×5, 32, padding = 2

Kernel: 1×1, 128
MaxPooling 3×3, stride = 2

block_3 8×8×256

CBAM: channel = 128, reduction = 16,
3×3

Kernel: 1×1, 64
Kernel: 5×5, 64, padding = 2

Kernel: 1×1, 256
MaxPooling 3×3, stride = 2

block_4 4×4×512

CBAM: channel = 256, reduction = 16,
3×3

Kernel: 1×1, 128
Kernel: 5×5, 128, padding = 2

Kernel: 1×1, 512
MaxPooling 3×3, stride = 2

block_5 2×2×1024

CBAM: channel = 512, reduction = 16,
3×3

Kernel: 1×1, 256
Kernel: 5×5, 256, padding = 2

Kernel: 1×1, 1024
MaxPooling 3×3, stride = 2

Classification
MaxPooling 2×2, stride = 1

Fully connected

 2. Feature extraction strategy
In this section, the feature extraction strategy will

be thoroughly described from the input phase, focusing
on the structure of block_1 as an example. The image
has a size of 128×128 and three channels, and thus the
input  size  is  128×128×3.  First,  32  convolution  kernels
of size 7×7 were used in the first layer to convolve the
input  image  with  a  stride  of  two  and  a  padding  of
three. Next,  a  3×3  maxpooling  was  performed  to  ob-
tain an output of  size 64×64×32. Five residual  blocks,
block_1 to  block_5,  were  connected  thereupon. Fig.10
shows the overall structure of ShuiNet-A and its resid-
ual  block.  In  block_1,  the  feature  map  obtained  from
the previous layer passes through the CBAM and enters
the CAM to extract the key feature information in the
channel dimension, setting the number of channels to 32
and the reduction to 16. Subsequently, the output fea-
ture map enters the SAM, where the size of the convo-
lution kernel is 3×3, to extract the key feature informa-
tion  in  the  spatial  dimension  of  the  feature  map.  The
SAM has a convolution kernel size of 3×3 and extracts
key  feature  information  in  the  spatial  dimension.  The
output  is  then  subjected  to  a  three-layer  convolution
operation  with  kernels  of  1×1,  5×5,  and  1×1  in  the
three convolutional layers, and it is finally subjected to
a maxpooling operation to obtain the input of the next
block.  The  above  operation  is  repeated  for  block_2  to
block_5 with different numbers of  convolution kernels,
and the output feature maps are 16×16×128, 8×8×256,
4×4×512, and 2×2×1024. After maxpooling with a ker-
nel  of  2×2 and a stride of one,  a fully connected layer
and softmax activation are  finally  performed to  obtain
the classification result

 V. Method Comparison Experiments
 1. Experimental environment
Experiments  and  evaluations  were  performed  in  a

deep  learning  environment  using  Pytorch  as  the
backend, on a GPU with two NVIDIA GeForce GTX 1080
Ti graphics cards. The experimental codes were all writ-
ten in Python and the same environment was used for
all of the experiments.

 2. Experimental settings
In  the  experimental  part,  we  carried  out  several

sets of  comparative experiments,  the details  are as fol-
lows:

1) The first set of experiments, we applied CBAM
to  different  positions  for  ablation  experiments.  Used
Shuishu_C as input.

2)  The  second  set  of  experiments,  we  embeded
CBAM, SE attention,  SK attention,  Coordinate  atten-
tion,  Triplet  attention  and  Swin  transformer  into  the
model respectively for classification experiments on the
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Shuishu_C dataset.
3)  The  third  set  of  experiments,  which  aimed  to

find  the  best  experimental  parameters,  adopted
ShuiNet-A  and  Shuishu_C.  We  set  different  learning
rates  and  different  batch  sizes  to  find  the  parameter
combination  with  the  highest  recognition  accuracy
through comparative analysis.

4)  The  purpose  of  the  fourth  set  of  experiments
was  to  compare  ShuiNet-A  with  other  CNNs,  such  as
LeNet,  AlexNet,  VGG,  and  ResNet,  all  of  which  use
Shuishu_C as input.

We  have  an  ample  amount  of  data,  with  2,000
samples for each class of characters, for a total of 226,000
samples. In our preliminary experiments, we found that

more  than  1,000  samples  were  sufficient  for  the  shui
character recognition task to converge. We wanted the
trained model  to have better performance on unknown
data,  hence,  in  each  set  of  experiments,  we  divided
Shuishu_C  into  a  training  set,  a  validation  set  and  a
test set in the ratio of 6:2:2.

 3. Results and discussion
In  the  first  set  of  experiments,  we  applied  CBAM

to different positions for ablation experiments,  and the
results are shown in Table 4. The results show that the
highest accuracy can be obtained when CBAM is placed
at the position proposed in this paper.

In  the  second  set  of  experiments,  to  compare  the
effects  with other  attention methods  on the  model.  we
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Fig. 10. Overall structure of ShuiNet-A and its residual block.

 

   
Table 4. Comparison results of CBAM in different locations

CBAM location Reasoning time (s) Accuracy (%) F1-score
In front of convolution 2 in each block 0.009 99.77 0.9977
In front of convolution 3 in each block 0.009 99.57 0.9957

In front of block1 0.006 99.75 0.9975
In front of block2 0.007 99.47 0.9947
In front of block3 0.007 97.66 0.9766
In front of block4 0.007 99.55 0.9955
In front of block5 0.007 99.76 0.9976

Behind block5 0.005 99.76 0.9976
In front of convolution 1 in each block (The location of our model) 0.009 99.78 0.9978
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embedded CBAM, SE attention, SK attention, Coordin-
ate  attention,  Triplet  attention,  and  Swin  transformer
into the model respectively, for the Shuishu_C dataset
classification  experiment.  The  experimental  results  are
shown  in Table 5 .  It  exhibits  that  the  model  using
CBAM  achieves  the  highest  accuracy,  demonstrating
that CBAM is  best  suited for  the classification task of
Shuishu handwritten characters.
  

Table 5. Comparing the results with other attention
methods on Shuishu_C dataset

Method Reasoning
time (s) Accuracy (%) F1-score

CBAM 0.009 99.78 0.9978
SE attention 0.007 99.73 0.9973
SK attention 0.013 99.75 0.9975

Coordinate attention 0.010 99.73 0.9973
Triplet attention 0.012 99.53 0.9953
Swin transformer 0.011 96.80 0.9081

 
 

In  the  third  set  of  experiments,  the  learning  rate
was set to 0.01 and 0.001, and the batch size was set to
4, 8, 16, 32, and 64. According to the results shown in
Table 6, the highest recognition accuracy was obtained
when the learning rate was set to 0.001 and the batch
size was set to 8.
  
Table 6. Comparison results of different parameters of

ShuiNet-A

Batch_size
Accuracy

Learning rate=0.01 Learning rate=0.001
4 0.9970 0.9976
8 0.9975 0.9978
16 0.9974 0.9974
32 0.9977 0.9970
64 0.9974 0.9966

 
 

In  the  fourth  set  of  experiments,  Shuishu_C  was
input into classic CNN models, such as LeNet, AlexNet,
VGG, ResNet,  and DenseNet,  for  training and testing.
In addition, ShuiNet-A without CBAM is referred to as
ShuiNet, and ShuiNet is also included in the comparat-
ive experiment.  The SGD optimizer was used, the mo-
mentum value was set to 0.9, and the cross-entropy loss
function was  used.  According  to  the  experimental  res-
ults  shown  in Table 7 , all  models  had  good  classifica-
tion results on the dataset, and the classification accur-
acy of  each model  was  slightly  different.  The accuracy
of the abbreviation ShuiNet was 0.03 percentage points
lower than that of ShuiNet-A, indicating that the addi-
tion  of  CBAM  helped  to  improve  the  performance  of
the model. The classification accuracy of ShuiNet-A was
99.78%,  which  was  higher  than  those  of  LeNet  and
AlexNet, comparable to that of Vgg16BN, and slightly
lower than that of ResNet101. However, ShuiNet-A per-

formed better  when factors  such as  the model  size,  in-
ference time,  and  classification  accuracy  were  con-
sidered.  Our  goal  is  to  develop  Apps  or  applets  that
drive the spread of this culture, therefore the model to
be  deployed  must  be  lightweight,  efficient,  and  should
provide a high level of accuracy. The ShuiNet-A model
meets these requirements.
  

Table 7. Comparing the results with other CNNs on
Shuishu_C dataset

Method Size (M) Reasoning
time (s) Accuracy (%) F1-score

ResNet101 163.61 0.072 99.84 0.9984
AlexNet 219.22 0.004 99.72 0.9972
Vgg16BN 514.02 0.006 99.78 0.9978

LeNet 0.279 0.001 95.82 0.9582
ShuiNet (ours) 13.42 0.005 99.75 0.9975

ShuiNet-A (ours) 13.74 0.009 99.78 0.9978
 
 

 VI. Dataset Validation Experiment
 1. Experimental environment
Experiments  and  evaluations  were  performed  in  a

deep  learning  environment  using  Pytorch  as  the
backend, on a GPU with two NVIDIA GeForce GTX 1080
Ti graphics cards. The experimental codes were all writ-
ten in Python and the same environment was used for
all of the experiments.

 2. Experimental settings
We conducted  several  sets  of  comparative  experi-

ments, the details are as follows:
1) The purpose of the first set of experiments was

to verify the effect of data augmentation on the recogni-
tion  performance  of  the  model.  Two  sets  of  Shuishu
handwritten  single-character  image  datasets  were  used
as the input of ShuiNet-A: the original dataset without
data  augmentation  and  Shuishu_C  with  a  balanced
sample size.

2)  The  purpose  of  the  second  set  of  experiments
was to verify the stability of ShuiNet-A by adding oth-
er  types  of  handwritten  character  datasets  as  input.
The  datasets  used  in  the  experiment  were  Letters,
HWDB1, and MNIST. Letters is a dataset of handwrit-
ten  English  letters  that  contains  18,726  samples  of
handwritten images of ten English letters from A to J;
HWDB1 is a dataset of handwritten Chinese characters
that  contains  30,074  samples  from  101  categories;
MNIST is a dataset of handwritten digits that contains
70,000 samples of ten digits, from 0 to 9.

We  also  divided  Shuishu_C into  a  training  set,  a
validation set and a test set in the ratio of 6:2:2.

 3. Results and discussion
In the first set of experiments, we set the learning

rate  to  0.001,  used  the  stochastic  gradient  descent
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(SGD) optimizer, set the momentum value to 0.9, used
the cross-entropy loss function, set the batch size to 128,
and the number of training epochs to 120. According to
the  experimental  results  shown  in Fig.11 ,  the  model
trained with the  original  dataset  had high training ac-

curacy but  low  testing  accuracy  and  frequent  oscilla-
tions,  which  is  an  apparent  overfitting  phenomenon.
The model  trained  with  Shuishu_C,  which  had  a  bal-
anced sample size, had a good fit and the model could
converge quickly.
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Fig. 11. Comparison of training and testing result. (a) The accuracy of imbalanced data; (b) The accuracy of balanced data; (c)

The loss of imbalanced data; (d) The loss of balanced data.
 

Table 8 shows  the  comparison  of  precision,  recall,
and  F1-score  obtained  in  the  first  set  of  experiments.
According to the experimental results, a dataset with a
balanced  sample  size  obtained  higher  accuracy  on
ShuiNet-A  than  on  the  original  dataset,  and  thus  the
data augmentation method proved necessary and effect-
ive in this study.
  

Table 8. Comparison results of balanced and unbal-
anced datasets on ShuiNet-A

Dataset Precision Recall F1-score
Imbalanced dataset 0.9277 0.9049 0.9130
Balanced dataset 0.9953 0.9953 0.9953

 
 

In  the  fourth  set  of  experiments,  each  dataset  of
handwritten  characters  was  trained  and  tested  with
ShuiNet-A  and  compared  with  the  results  of
Shuishu_C.  Under  the  same  environment  settings,  the
datasets  of  handwritten  Chinese  characters  on  the  one
hand,  and  the  digital  datasets  Letters,  HWDB1,  and
MNIST on the other  hand,  were  input into ShuiNet-A
for training and testing. The training loss of each data-
set  in  ShuiNet-A  can  quickly  converge  and  finally
achieve a  high  classification  accuracy.  The  classifica-

tion accuracy of the handwritten characters in the wa-
ter  script  is  still  the  highest,  as  shown  in Table 9 .  A
possible reason could be that ShuiNet-A was originally
built  to  recognize  handwritten  characters  in  Shui
manuscripts  and the parameter  settings  were  based on
the requirements of the handwritten characters dataset
in  Shui  manuscripts;  thus,  the  classification  accuracy
obtained  by  Shuishu_C  was  highest.  In  addition,  the
samples in Letters, HWDB1, and MNIST were less than
those in Shuishu_C to varying degrees,  which also led
to  a  slightly  lower  classification  accuracy  than  that  of
the Shui manuscript character dataset.

The  comparison  of  the  experimental  results  of
   

Table 9. Comparison results of different datasets on
ShuiNet-A

Dataset Size Precision Recall Accuracy (%)

Letters 18,726 samples in
10 classes 0.9457 0.9454 94.5

HWDB1 30,074 samples in
101 classes 0.9609 0.9592 95.9

MNIST 70,000 samples in
10 classes 0.9936 0.9934 99.4

Shuishu_C 226,000 samples in
113 classes 0.9978 0.9978 99.8
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ShuiNet-A with those of other Shui manuscript charac-
ter recognition studies is  shown in Table 10. The com-
parison  results  show  that  the  accuracy  of  ShuiNet-A
surpasses other similar studies.
  

Table 10. Comparing ShuiNet-A with the results of
known Shui manuscripts characters recognition studies

Method Dataset size Accuracy (%)
Y. Weng and C. Xia [27] 50000 samples 93.3

C. L. Xia [28] 60,000 samples in
80 classes 98.3

Q. Ding [30] 8,500 samples in
17 classes 93.7

ShuiNet-A (ours) 226,000 samples in
113 classes 99.8

 VII. Conclusions
At present, the degree of informatization and intel-

ligence  in  the  inheritance  and  protection  of  the  Shui
manuscript  culture  is  not  high,  and  the  achievements
are scarce.  To  address  this  problem,  this  study  con-
structed Shuishu_C, a dataset of Shui manuscript char-
acters,  introduced  the  attention  mechanism  into  the
Shui  manuscript  recognition,  designed  ShuiNet-A,  a
lightweight network  model,  and  finally  verified  the  ef-
fectiveness of  the  model  through  experiments.  The  ex-
perimental results  revealed  that  the  training  and  test-
ing of Shuishu_C by using ShuiNet-A achieved a classi-
fication accuracy of 99.8% on the Shui manuscript data-
set  with  113  categories,  which  is  higher  than  that  of
other models. We believe that this study is of great sig-
nificance  because  it  enhances  the  preservation  and
transmission  of  Shui  manuscript  culture  and  further
promotes  the  research  on  Shui  Shu.  In  the  future,  we
will investigate speech recognition and machine transla-
tion pertaining to Shui manuscripts.
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