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Abstract—This study aims to realize self-position estimation for indoor robots using only a single acoustic channel.
When a single omnidirectional transmitter/receiver is used as an object detection sensor, detected objects are identified
on concentric circles with the transmitter/receiver as the center point. Self-position estimation method using this sensor
cannot use the directional information of the detected object. This fact makes it impossible to specify the robot’s turning
angle using environmental information. In this article, we propose a self-position estimation method using a single
omnidirectional transmitter/receiver that can consider the direction of the reflected object by estimating the direction
of the reflected wave from the Doppler effect generated during the robot’s movement. The self-position estimation was
implemented by using echo images of the direction of arrival of sound waves estimated from the Doppler effect and the
distance of arrival of sound waves estimated from the impulse response and matching them with a previously generated
map image. The accuracy of the proposed method was evaluated by simulation and experiment. In the simulation, an
average position estimation error of 0.042 m was achieved; in the experiment, it was 0.051 m. Furthermore, experimental
and simulation results show that using the Doppler effect contributes to self-position estimation accuracy.

Index Terms—Acoustic ranging sensor, Doppler effect, impulse response, indoor positioning, particle filter.

I. INTRODUCTION

MOBILE robots have already been introduced into indoor
environments, such as construction sites and factories.

Such robots need to measure their position to plan their path.
Two methods have been proposed to measure self-position: one
involves beacons [1], [2], [3], [4], [5], and the other, ranging
sensors. Both methods have been studied, but the ranging sensor
plays a vital role for mobile robots because it does not require
the installation of a base station and can be used to detect actual
obstacles.

Light detection and ranging (LiDAR), millimeter-wave radio
detection and ranging (millimeter-wave radar), and ultrasonic
sensors have been proposed as typical object detection sensors.
LiDAR measures the distance to an object by measuring the
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arrival time of a laser beam [6], [7], [8], [9], [10]. Time to digital
converter (TDC) is used to measure the arrival time, and the
resolution of TDC is several tens of picoseconds, which is on
the order of centimeters in terms of distance. Angular scanning
is achieved by changing the direction of the laser beam using
mirrors. This mechanism enables LiDAR to achieve high angular
resolution and a wide angular range. However, false detection
is likely to occur in the presence of optical scatterers, such as
fog or dust. They cannot be detected when optically transparent
objects, such as glass, are used in indoor structures. Furthermore,
since TDC measures the time difference of short pulses, it is not
easy to distinguish them from pulses irradiated by other LiDARs.

Millimeter-wave radar is a ranging method that uses high-
frequency, broadband radio waves to achieve high-distance
resolution [11]. When millimeter-wave radar uses a 4-GHz
bandwidth at a frequency of 79 GHz, the distance resolution
is on the order of centimeters. On the other hand, the range-
finding method using radio waves is subject to restrictions on
frequency band and radio wave strength according to national
laws. In addition, millimeter-wave radars require high-frequency
circuits and high-performance analog-to-digital converter with
high sampling frequencies to be built into the equipment.

Ultrasonic sensors use sound waves to measure distances [10],
[12], [13]. The slow propagation time of sound waves makes it
easy to achieve high-distance resolution. For example, a band-
width of 10 kHz is sufficient to achieve the same level of distance
resolution as LiDAR or millimeter-wave radar. This bandwidth
can be achieved with an inexpensive audio interface. In recent
years, high-resolution audio has become popular, and it is pos-
sible to achieve even higher accuracy in distance measurement
with consumer devices. The phase modulation technique can be

© 2024 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see
https://creativecommons.org/licenses/by/4.0/

https://orcid.org/0009-0004-5444-6910
https://orcid.org/0000-0002-3889-8915
https://orcid.org/0000-0001-5457-6783
https://orcid.org/0000-0003-2339-5298
https://orcid.org/0000-0001-5789-5392
mailto:tsuchiya@aclab.esys.tsukuba.ac.jp
mailto:wakatuki@iit.tsukuba.ac.jp
mailto:ebihara@iit.tsukuba.ac.jp
mailto:ebihara@iit.tsukuba.ac.jp
mailto:zempo@iit.tsukuba.ac.jp
mailto:mizutani@iit.tsukuba.ac.jp
https://doi.org/10.1109/JISPIN.2024.3403519


194 IEEE JOURNAL OF INDOOR AND SEAMLESS POSITIONING AND NAVIGATION, VOL. 2, 2024

used to prevent interference between other devices. In addition,
many objects have very different acoustic impedances from air,
so reflected waves can be obtained from many structures in the
real world. On the other hand, sound waves take a long time to
arrive, which increases the measurement time when measuring
multiple points by angular scanning. Furthermore, it is difficult
to achieve high angular resolution with sound waves because
it is difficult to achieve sharp directivity like a laser. Thus,
each sensor has its weak points. Therefore, in recent years,
these sensors have often been combined to realize navigation for
automatic robots, and it is essential to achieve high-ranging and
position estimation accuracy with each elemental technology.
In addition, the method of using sound waves is effective as a
low-cost method to achieve highly accurate distance resolution,
and it is an elemental technology that enhances the usability of
navigation technology.

Self-position estimation methods and obstacle avoidance
using ultrasonic sensors have long been studied in mobile
robotics [12], [13], [14], [15], [16], [17], [18]. The arrival time
of reflected waves obtained from ultrasonic sensors is registered
in a cell on a map as a probability distribution of objects, and
the self-position is estimated by matching the distribution [13],
[16], [17]. However, it is generally difficult to achieve sufficient
accuracy with a single ultrasonic sensor because it is difficult
to sharpen the directivity of ultrasonic sensors and perform
high-speed angular scanning. Since LiDAR has excellent direc-
tivity and is capable of high-speed angular scanning, it has been
introduced as an alternative to ultrasonic sensors. Microphone
arrays and parametric speakers have been proposed to solve
directivity problems in ultrasonic sensors. The microphone array
estimates the direction of arrival (DoA) of sound waves by
processing the signals using a large number of microphones
arranged in a cylindrical or linear shape [16], [18], [19], [20],
[21], [22], [23], [24]. The parametric speaker achieves high
directivity and long-distance propagation by self-demodulating
ultrasonic waves from many ultrasonic transducers [25], [26].
These methods require a large number of time-synchronized
audio interfaces. Furthermore, these methods require the place-
ment of many microphones and loudspeakers, which signifi-
cantly impairs the usability of ultrasonic sensors, which can be
realized with simple configuration and low cost.

In recent years, methods have been proposed that use the
impulse response of indoor spaces for all directions and not the
arrival time of sound waves for a particular direction [27], [28],
[29], [30], [31]. These methods can realize self-position estima-
tion with a simple configuration of only a single loudspeaker
and a microphone. However, they cannot correct the horizontal
attitude angle of self-position because they are unable to identify
the direction of reflected objects. In addition, the indoor envi-
ronment generates numerous multipaths, which interfere with
reflected waves. Therefore, different reflected waves arriving at
the same time cannot be detected individually [32].

We therefore proposed a method for estimating object direc-
tion based on the Doppler effect using only a single loudspeaker
and microphone [33], [34]. When a ranging sensor moves, the
sound waves transmitted and received by that sensor generate
the Doppler effect, determined by the sending and receiving

Fig. 1. Schematic diagram of mapping and positioning methods.

angles of the sound waves relative to the direction of movement.
By measuring the magnitude of this Doppler effect, the DoA
of each reflected wave can be determined. In addition, since
this method can measure multiple reflected waves separately for
each direction, it has robust performance against interference
between reflected waves.

In this article, we propose a self-position estimation method
using the DoA of reflected waves measured based on the
Doppler effect and the time of arrival (ToA) measured based
on the impulse response. The method consists of two phases:
a mapping phase and a self-positioning phase. The mapping
and self-positioning phases are shown in Fig. 1. The mobile
robot has a wheel encoder to measure the linear and horizontal
angular velocity, and a single loudspeaker and microphone to
measure the reflected wave signals. The mapping phase uses
a motion-tracking system to measure the absolute position of
the mobile robot. Using the time-synchronized linear velocity,
horizontal angular velocity, reflected wave signals, and absolute
position, it generates a map for self-position estimation [34].
In the self-positioning phase, the motion tracking system is re-
moved, and the self-position is estimated using only the sensors
mounted on the mobile robot. In this phase, the map created in
the mapping phase is used for self-position estimation.

Many acoustic ranging methods acquire DoA information
with high angular resolution by applying control or signal
processing to many acoustic channels to achieve self-position
estimation. In contrast, our method uses the Doppler effect to
obtain DoA information using only a single acoustic channel.
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Fig. 2. Schematic diagram of the signal processing.

The Doppler effect cannot achieve the same level of angular res-
olution as the beam-forming method. In addition, it is impossible
to determine the DoA of the reflected wave uniquely, because
the Doppler effect occurs axisymmetrically around the direction
of movement. It is therefore challenging to achieve stable self-
position estimation without sufficient information on the DoA,
which is the novelty of this research. In addition to the previously
reported evaluation of the accuracy of self-position estimation in
simulations [35], this article evaluates the estimation accuracy
of self-position estimation in experiments.

II. PROPOSED METHODS

A. Method for Measuring ToA and DoA of Reflected
Waves

Here, we describe a method for measuring the DoA of re-
flected waves based on the Doppler effect and the ToA based on
the impulse response. This function is common to the mapping
and self-localization phases described below. Fig. 2 contains a
schematic diagram of the signal processing. The transmission
signal generator produces a phase-modulated signal s(k) using
M-sequence codes. The carrier frequency is fc, chip rate is 1/Tc,
sampling frequency is fs, and code length of the M-sequence
code is L. The transmit signal generator repeats this signal,
and transmits it to the loudspeaker. The receiving signal pro-
cessor records the signal received by the microphone for each
block. Let r(nt)(k) denote this finite-length signal. nt is the
subscript of the #ntth received signal block measured. Crucially,
the signal length of one block is LTcfsM , and the recording
period is LTcfs seconds. This setup ensures an overlap time of
LTcfs(M − 1) seconds between the currently recorded block
and the block recorded in the previous step. M is the number of
iterations of the M-sequence code.

When the transmitter and receiver move, a Doppler effect oc-
curs in the received acoustic signal. This reduces the correlation
strength to the transmitted signal, because the signal is stretched

or compressed in the time direction. The correlation strength is
therefore increased by performing up/down conversion to cancel
the Doppler effect. The magnitude of the Doppler shift can thus
be estimated by comparing the correlation strength after the
up/down conversion. These processes are denoted by

h(nt)(nτ , nθ) =

M−1∑
k1=0

Ls−1∑
k2=0

r̃(nt)(k1Ls + k2, nθ)s(nτ + k2)

(nτ =0, 1, . . . , LsM − 1, nθ = 0, 1, . . . , Nθ)
(1)

r̃(nt)(k̃, nθ) = C[r(nt)(k), β(nt)(nθ)] (2)

β(nt)(nθ) =
ca − v(nt) cos (πnθ/Nθ)

ca + v(nt) cos (πnθ/Nθ)
(3)

where Ls is LTcfs, C[r(k), β] is the up/down conversion with
β as the sampling ratio, ca is the speed of sound, and v(nt) is the
current speed in the direction of motion. The result of the parallel
envelope estimation for each nθ in h(nt)(nτ , nθ) is denoted by
H(nt)(nτ , nθ). The Hilbert transform was used to estimate the
envelope.

B. Mapping Method

We now present a method for generating a map of global
coordinates using the H measured in Section II-A. [34] First,
we calculate the intensity of reflected waves at discrete positions
(mx, my) in Cartesian coordinates with the robot position as the
origin using H . This process is denoted by

Ĥ(nt)(mx,my) = H(nt)(n̂τ (mx,my), n̂θ(mx,my)) (4)

n̂τ (mx,my) = round

(
2fs
ca

√
(mxΔxm)2 + (myΔym)2

)
(5)
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Fig. 3. Schematic diagram of self-positioning methods.

n̂θ(mx,my)=round

(
Nθ

π

∣∣∣∣arctan
(
myΔym
mxΔxm

)
−φ(nt)

p

∣∣∣∣
)

(6)

where Δxm and Δym are the grid widths of the Cartesian
coordinates, φ(nt)

p is the horizontal angle of the mobile robot
obtained from the tracking system, and round() is the conversion
function to the nearest-neighbor integer. Henceforth, the 2-D
array Ĥ is called an echo image. The pixel values are added
after converting the elements of the echo image Ĥ measured at
each time step to global coordinates. This process is denoted by

G(mxg
,myg

) =

Nt∑
nt=0

Ĥ(nt)(mxg
−m(nt)

xp
,myg

−m(nt)
yp

)

(7)

where m
(nt)
xp is round (x

(nt)
p /Δxm) and m

(nt)
yp is

round (y
(nt)
p /Δym), and x

(nt)
p and y

(nt)
p are the global

coordinates of the robot obtained from the tracking system.
Henceforth, the 2-D array G is called a map image.

C. Self-Localization Method

We can now describe the self-location estimation method
using the H measured in Section II-A and the map G created
in Section II-B. Fig. 3 presents a schematic diagram of the self-
position estimation method. The proposed method is a particle
filter-based location estimation method. The particle filter gen-
erates candidate states based on probabilities and updates them
sequentially to obtain estimates. Candidate states are updated
by state transitions, likelihood calculation, posterior probability
distribution calculation, and resampling. The state transitions
are defined using a kinematic model of a two-wheel drive

mobile robot. This kinematic model is denoted by

α
(nt+1)
i =

⎡
⎢⎣
x
(nt+1)
i

y
(nt+1)
i

φ
(nt+1)
i

⎤
⎥⎦ =

⎡
⎢⎣
x
(nt)
i + (v(nt) + wv)Δt cosφ

(nt)
i

y
(nt)
i + (v(nt) + wv)Δt sinφ

(nt)
i

φ
(nt)
i + (ω(nt) + wω)Δt

⎤
⎥⎦

(8)

where x(nt) and y(nt) are the position coordinates of the mobile
robot, φ is the horizontal angle, v(nt) and ω(nt) are the linear ve-
locity and horizontal angular velocity of the robot, respectively,
and Δt is the step time for position estimation. wv and wω are
defined by wv ∼ N (0, σ2

v) and wω ∼ N (0, σ2
ω), respectively,

as noise terms that follow a normal distribution. This function
generates a candidate self-position after one step.

The likelihood function is defined by the mutual information
between the echo image and candidate images cropped from the
map image. This process is represented by

I
(nt)
i =

K∑
k1=0

K∑
k2=0

P
(nt)
WH,i(k1, k2)log

(
P

(nt)
WH,i(k1, k2)

P
(nt)
W,i (k1)P

(nt)
H,i (k2)

)

(9)

P
(nt)
W,i (k) = P (W

(nt)
i (mx,my) = k) (10)

P
(nt)
H,i (k) = P (H̃

(nt)
i (mx,my) = k) (11)

P
(nt)
WH,i(k1, k2)

= P (W
(nt)
i (mx,my) = k1, H̃

(nt)
i (mx,my) = k2)

(12)

where P is the probability of satisfying the condition in paren-
theses, and K is the number of bins for calculating probabilities.
W

(nt)
i is a square, cut from the map image G centered on the
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position of the mobile robot, represented by

W
(nt)
i (mx,my) =

⌊
K

max (G
(nt)
α,i )

G
(nt)
α,i

⌋

G
(nt)
α,i = G(m

(nt)
xα,i +mx,m

(nt)
yα,i +my)

(mx = −NW,−NW + 1, . . . , NW − 1, NW,

my = −NW,−NW + 1, . . . , NW − 1, NW) (13)

where m
(nt)
xα,i is round(x

(nt)
i /Δxm) and m

(nt)
yα,i is

round(y
(nt)
i /Δym). H̃

(nt)
i is the echo image, represented

by

H̃
(nt)
i (mx,my) =

⌊
K

max (H
(nt)
c,i )

H
(nt)
c,i

⌋

H
(nt)
c,i = H(nt)(ñτ (mx,my), ñθ,i(mx,my))

(mx = −NW,−NW + 1, . . . , NW − 1, NW,

my = −NW,−NW + 1, . . . , NW − 1, NW) (14)

ñτ (mx,my) = round

(
2fs
ca

√
(mxΔxm)2 + (myΔym)2

)
(15)

ñθ,i(mx,my) = round

(
Nθ

π

∣∣∣∣arctan
(
myΔym
mxΔxm

)
− φ

(nt)
i

∣∣∣∣
)
.

(16)

W
(nt)
i and H̃

(nt)
i generate the same number of copies as the

number of candidate states.
The posterior probability distribution of self-location can be

calculated from the mutual information content I(nt)
i and the

prior probability distribution of self-location p(α
(n−1)
i ), which

is represented by

p(α
(nt)
i |H(nt)) =

p(α
(nt−1)
i )I

(nt)
i∑Ns

i p(α
(nt−1)
i )I

(nt)
i

(17)

whereNs is the number of candidate states, and p is the probabil-
ity density function. The estimated self-position is represented
by

α̂(nt) =

Ns∑
i

p(α
(nt)
i |H(nt))α

(nt)
i . (18)

The equation is the expected location state. The resampling
process randomly extracts candidates for the next state according
to the posterior probability distribution. These processes are
computed sequentially to update the candidate states.

III. SIMULATION

A. Simulation Setup

We now turn to the verification of the proposed method by
simulation. The simulation used a 2-D finite difference time
domain (FDTD) method. The wave propagation of acoustic
signals emitted from the transmitting point was calculated, and

TABLE I
SIGNAL PROCESSING PARAMETERS

TABLE II
FDTD METHOD PARAMETERS

the acoustic signals arriving at the receiving point were recorded.
The moving transmitting and receiving points were implemented
using the direct method [36], [37], [38]. The acoustic signals
recorded at the receiving point were used for mapping and
self-position estimation. Table I lists the parameters of the signal
processing. The sampling frequency fs was 40 kHz, the code
lengthL of the M-sequence code was 1023, the carrier frequency
fc was 10 kHz, and the chip rate 1/Tc was 10 kHz. The number
of angular divisions Nθ was 29. The grid widths of the map
and echo images, Δxm and Δym, respectively, were 100 mm.
The number of particles Ns was 100, the variance of the speed
error in the direction of movement σv was 0.0004m/s, and the
horizontal angular velocity error σω was 0.09 rad/s.

Table II shows the parameters of the FDTD method: the grid
widths, Δx and Δy, were 5 mm. The time step width Δtsim was
8.333 μs. The number of cells in space was 1000 × 1000, the
speed of sound in the air was 340 m/s, and the density of air ρ0

was 1.293 kg/m3. The boundary condition at the edge of the
simulation was a perfectly matched layer [39].

Fig. 4(a) shows the wall locations created within the simula-
tion. The acoustic impedance of the wall surface was infinite.
Fig. 4(b) shows the movement trajectory during map generation.
Artifacts are reduced when the movement vector during map
generation is oriented in various directions relative to the angle
of the wall surfaces [34]. Therefore, a circular trajectory-based
movement trajectory is used. Fig. 4(c) presents the generated
map image. Fig. 5(a) indicates the linear velocity assumed to
be measured by the wheel encoder on the mobile robot, and
Fig. 5(b) indicates the horizontal angular velocity assumed to
be measured by the same. Assuming that slippage on the floor
occurred on one wheel, the horizontal angular velocity measured
from the wheel encoder was set to the actual horizontal angular
velocity plus a steady-state error of 0.01 rad/s. Ten trials were
performed using different random seed values to check the
variation of the estimation error due to random numbers in the
particle filter.
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Fig. 4. (a) Wall locations created within the simulation and movement
trajectory during localization. (b) Movement trajectory during map gen-
eration. (c) Map image generated by the mapping phase.

Fig. 5. Moving speed of the robot assumed to be measured by a wheel
encoder. (a) Linear velocity. (b) Horizontal angular velocity.

B. Simulation Results and Discussion

Fig. 6(a) presents the results of the self-position estimation im-
plemented within the simulation. The blue dashed line indicates
the results of position estimation using wheel odometry. Wheel
odometry estimated self-position by integrating the moving
speed of the mobile robot, calculated using the number of wheel
revolutions. In this simulation, a steady-state error of 0.01 rad/s
was intentionally generated in the horizontal angular velocity
of the mobile robot, resulting in a large position estimation
error due to the integral calculation. On the other hand, the
proposed method using the Doppler effect for DoA estimation
compensated for the error in horizontal angular velocity using
reflected wave measurements, and obtained an estimation re-
sult close to the actual value. Fig. 6(b) shows the cumulative

Fig. 6. (a) Estimated positions of simulation results: Using wheel
odometry (blue dotted line), DoA based on the Doppler effect and ToA
based on impulse response (red dashed line), and ToA only (orange
dot-dash line). (b) Cumulative density of position estimation errors. The
image cropping range NWΔxm was 4 m. (Δxm = Δym).

Fig. 7. (a) Simulation results showing the relationship between image
cropping range, NWΔxm, and MAE of position. (b) Enlarged view
(Δxm = Δym).

density of the error of the proposed method and the error of
the position-estimation method using only ToA based on the
impulse response. The ToA-only method used echo images in
which the reflected wave intensity was concentrically distributed
to estimate the position. This method cannot obtain the DoA of
sound waves. The proposed method has a larger percentage of
smaller errors than the method using ToA only. Therefore, use
of the Doppler effect for self-position estimation is effective. An
average position estimation error of 0.042 m was achieved.

Fig. 7(a) and (b) shows the relationship between the size
NWΔxm of W (nt)

i and H̃
(nt)
i used to calculate the likelihood

during position estimation and the mean absolute errors (MAEs)
of position. Here, the length of NWΔxm is related to the arrival
distance of the reflected wave used to calculate the likelihood.
Fig. 7(b) shows that the MAEs of position become small when
NWΔxm ranges from 4 to 5 m. This graph suggests that an
optimal size exists for the image size used in the likelihood
calculation.

In the proposed method, the DoA of the reflected wave is
estimated from the magnitude of the Doppler shift using (3).
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Fig. 8. (a) Normalized reflected wave intensity in simulation results;
the horizontal axis is the distance converted from the ToA of the reflected
wave. (b) Distance of single and double reflection paths calculated using
sound ray theory.

However, (3) is valid only when the angle between the direction
of the sound wave emitted from the transmitter and that of
the sound wave arriving at the receiver is π rad. Since the
single reflection from a wall and corner reflection are sufficient
conditions for (3) to be applicable, the Doppler shift can be
converted to the DoA using (3) with certainty. On the other hand,
other reflected waves do not satisfy the conditions for applying
(3) in most cases, and such reflected waves negatively affect the
accuracy of position estimation.

Fig. 8(a) shows the reflected wave intensity time course
measured in the simulation. The value of this graph is∑Nθ

nθ
H(nt)(nτ , nθ). The horizontal axis is the ToA of the

reflected wave converted to distance, assuming a speed of sound
of 340 m/s. The vertical axis shows the time elapsed since
the mobile robot began moving. Fig. 8(b) reveals the distance
of the reflection path calculated using sound ray theory from
the location of the wall, as shown in Fig. 4(a). The maximum
number of sound wave reflections is two. Corner reflections are
calculated as a double reflection. Thus, the red lines in Fig. 8(b)
indicate reflected waves to which (3) can be applied, and their
maximum round-trip distance is about 8 m. Since the one-way
distance is 4 m, many reflected waves can be effectively utilized
by cropping the image size to include that range. If the image
size is too large, the position estimation error also becomes large
because it includes many reflected waves to which (3) cannot be
applied. Therefore, it is possible to explain the value ofNWΔxm

at which the position estimation error becomes small using the
maximum round-trip distance of single and corner reflection.

Fig. 9 shows the relationship between the signal-to-noise ratio
(SNR) and the MAE of the position. For this verification, it is
assumed that the received signal can be represented by

r(k) = rD(k) + rR(k) + εadd(k) (19)

where r(k) is the continuously acquired received signal before
dividing it into finite sample blocks, rD(k) is the signal prop-
agated directly from the loudspeaker to the microphone (the
signal component unaffected by the wall structure), rR(k) is the

Fig. 9. Simulation results showing the relationship between SNR and
MAEs of position.

signal propagated by the reflection path, and εadd(k) is the white
noise signal intentionally added to the microphone signal. Here,
the signal rR(k) reflected by the wall structure is considered
the desired signal. Therefore, the power of the desired signal is
defined by

Ps =
1
Nr

Nr∑
k=1

(r(k)− r̄D(k)− εadd(k))
2 (20)

where Nr is the number of samples of r(k) from the start to
the end of the measurement, and r̄D is the estimated signal of
the direct wave simulated in a nonreflective environment. The
power of the noise signal is defined by

Pn =
1
Nr

Nr∑
k=1

εadd(k)
2. (21)

The magnitude ofPn controls SNR. The analysis was performed
with six trials, changing the seed value to generate εadd(k). The
proposed method has a larger position estimation error when
the SNR decreases. The proposed method can achieve a position
estimation error of less than 0.05 m when the SNR exceeds 3 dB.

IV. EXPERIMENT

A. Experimental Setup

We here describe the experimental apparatus and environ-
ment. Fig. 10(a) shows the mobile robot created for the ex-
periment. Two drive wheels operate the robot, each equipped
with a magnetic rotary encoder. The mobile robot uses these
encoders to measure the number of wheel rotations and to
calculate the linear and horizontal angular velocity. The transmit
signal generated by the computer is converted to an analog signal
by an A–D/D–A converter (USB-6212, National Instruments),
amplified by a power amplifier (AP05, FOSTEX), and emitted
from the loudspeaker (PT20 K, FOSTEX). The loudspeaker
had a baffle and reflector with a 0.1 m radius. A microphone
(WM61 A, Panasonic) was placed on the reflector. Fig. 10(b)
shows the appearance of the experimental site. A tracking
system (Optitrack Prime 13X, Optitrack) was used to measure
the position of the mobile robot, which was used as ground
truth. An infrared reflective marker was positioned on top of
the robot to measure its position using the tracking system. The
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Fig. 10. (a) Overall view of the mobile robot. (b) Appearance of the
experimental site.

signal processing parameters were the same as in the simulation
except for the sampling frequency, which was 50 kHz in the
experiment. Fig. 11(a) shows the location of the wall at the
experimental site. Fig. 11(b) shows the movement trajectory
during map generation, and Fig. 11(c) shows the generated map
image. Fig. 12 shows the linear velocity and horizontal angular
velocity calculated from the wheel speeds when the vehicle
was driven. Ten trials were performed using different random
seed values to check the variation of the estimation error due to
random numbers in the particle filter.

B. Experiment Results and Discussion

Fig. 13(a) presents the experimental results of self-position
estimation. The wheel odometry position estimation resulted
in a significant deviation from the actual value. The moving
velocity measured using the wheel encoder is subject to error
due to slippage between the wheel and the floor surface. Since
integral calculations accumulate this error, self-position estima-
tion using wheel odometry alone is generally difficult. On the
other hand, the proposed method obtained estimation results
that were as close to the actual value as the simulation results.
Fig. 13(b) shows the cumulative density of position estimation
errors. Similar to the simulation results, the proposed method
had a larger percentage of smaller errors than the method using

Fig. 11. (a) Location of the wall at the experimental site. (b) Move-
ment trajectory during map generation. (c) Map image generated by the
mapping phase.

Fig. 12. Moving speed of the robot calculated from the wheel speeds
when the vehicle was driven. (a) Linear velocity. (b) Horizontal angular
velocity.

ToA alone. Therefore, the experiments also showed that using
the Doppler effect is effective for self-position estimation. An
average position estimation error of 0.051 m was achieved.

Fig. 14(a) and (b) indicates the relationship between the size
NWΔxm of W (nt)

i and H̃
(nt)
i used to calculate the likelihood

during position estimation and the MAEs of position. As may
be seen in Fig. 14(b), the MAEs of position become small when
NWΔxm ranges from 3 to 5 m. This graph suggests that an
optimal size exists for the image size used in the likelihood
calculation.

Fig. 15(a) shows the time course of the reflected wave intensity
measured in the experiment. The horizontal axis of this graph
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Fig. 13. (a) Estimated positions of experimental results: Using wheel
odometry (blue dotted line), DoA based on the Doppler effect and ToA
based on impulse response (red dashed line), and ToA only (orange
dot-dash line). (b) Cumulative density of position estimation errors. The
image cropping range NWΔxm was 4 m (Δxm = Δym).

Fig. 14. (a) Experiment results showing the relationship between im-
age cropping range NWΔxm and MAE of position. (b) Enlarged view
(Δxm = Δym).

Fig. 15. (a) Normalized reflected wave intensity in experiment results;
the horizontal axis is the distance converted from the ToA of the reflected
wave. (b) Distance of single and double reflection paths calculated using
sound ray theory.

Fig. 16. Experimental results showing the relationship between SNR
and MAEs of position.

is the arrival time of the reflected wave converted into the
distance, assuming the speed of sound to be 340 m/s. The vertical
axis indicates the time elapsed since the mobile robot started
moving. Fig. 15(b) shows the distance of the reflection path
calculated using sound ray theory from the location of the wall,
as shown in Fig. 11(a). The red line in Fig. 15(b) indicates a
reflected wave to which (3) can be applied, and its maximum
round-trip distance is about 6 m. Since the one-way distance is
3 m, it is possible to effectively utilize many reflected waves by
cropping the image size to include that range. Therefore, in the
experiment, as in the simulation, the value of NWΔxm at which
the position estimation error becomes small can be explained
by the maximum round-trip distance for a single reflection and
corner reflection.

Fig. 16 shows the relationship between the SNR and the
MAE of the position. For this verification, it is assumed that
the received signal can be represented by

r(k) = rD(k) + rR(k) + ε(k) + εadd(k) (22)

where ε(k) represents the signal that includes noise generated
by the microphone circuit and environmental and motion noise
generated during the measurement. The equation assumed in this
experiment is the same as the equation used in the simulation
(19) with the addition of ε(k). The power of the desired signal
is defined by

Ps =
1
Nr

Nr∑
k=1

(r(k)− r̄D(k)− εadd(k))
2 (23)

where r̄D(k) is the estimated direct wave signal measured in an
anechoic chamber. Recordings in the anechoic chamber were
made with the transmitter and receiver mounted on the robot. It
is important to note that in real-world experiments, Ps includes
noise from the microphone circuitry and environmental and
motion sounds generated during the measurement. The power
of the noise signal is defined by

Pn =
1
Nr

Nr∑
k=1

εadd(k)
2 (24)

and its magnitude controls SNR. Six trials of this experi-
ment were conducted under the same conditions. The proposed
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Fig. 17. (a) Computational time of the algorithm shown in Fig. 2.
(b) Relationship between the computational time for one loop of the
algorithm shown in Fig. 3 and the image cropping range NWΔxm.

method has a larger position estimation error when the SNR
decreases. The proposed method can achieve a position esti-
mation error of less than 0.1 m when the SNR exceeds 3 dB.
These results suggest that controlling the transmission power
according to the noise level of the environment can suppress
large estimation errors even in noisy environments. In the ex-
periment, the actual noise intensity is larger than the set noise
intensity because Ps includes the power of ε(k). As a result,
the experiment degraded the accuracy of position estimation
compared with the simulation.

Fig. 17 shows the computation time of the proposed method.
The computational environment was a consumer laptop com-
puter (CPU: AMD Ryzen 7 PRO-5850 U; memory: 16 GB;
Operating System: Microsoft Windows 11). The algorithm exe-
cution environment was MATLAB R2023a. Fig. 17(a) shows the
computational time of the algorithm, as shown in Fig. 2. This
algorithm calculates ToA and DoA from the received signal.
The median computational time of this algorithm is 0.032 s.
Fig. 17(b) shows the relationship between the computational
time for one loop of the algorithm, as shown in Fig. 3, and the
image size used for the likelihood calculation. As the image size
for the likelihood calculation is increased, the computation time
increases accordingly. From Fig. 14, the NWΔxm at which the
position estimation error is minimized is 3 m, and the median
computation time in this case is 0.057 s. The algorithms in Figs. 2
and 3 can be executed sequentially on the same computer or com-
puted independently using different computers. Either method
can be used with a computation time less than the proposed
method’s position estimation step time (Δt = 0.1023 s). These
results show the feasibility of the proposed method for real-time
operation.

V. CONCLUSION

This study aimed to realize self-position estimation using only
a single omnidirectional acoustic channel. The horizontal angle
of the mobile robot could not be corrected using conventional
measurement methods because the DoA of sound waves could
not be obtained. Therefore, this article proposed a self-position
estimation method that uses the DoA of reflected waves mea-
sured based on the Doppler effect and the arrival time based

on impulse response measurements. This method estimates the
self-position using a map image generated in the mapping phase
as a reference. Echo images are obtained based on the magni-
tude of the Doppler effect generated during the mobile robot’s
movement as the DoA and the impulse response time as the
wall distance. The self-position estimation is implemented by
matching the echo and map images based on the particle filter
algorithm.

The accuracy of the proposed method was evaluated by simu-
lation and experiment using the FDTD method. Both simulations
and experiments showed that the proposed method could correct
the position even if there were a steady-state error in the hori-
zontal angular velocity. An average position estimation error of
0.042 m was achieved in the simulation; in the experiment, it
was 0.051 m. Both simulation and experiment also confirmed
that there is an optimal size setting for the matched image in
the particle filter likelihood calculation. The results of this study
show that using Doppler effect-based DoA measurements for
self-position estimation is effective and can function as a highly
accurate self-position estimator in a real environment.
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