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Abstract—Ultra wideband (UWB) signals are a promising choice for indoor positioning applications, since they are able
to penetrate walls to a certain extent. Nevertheless, signal reflections and non-line-of-sight propagation cause bias in
the measured range. This ranging error can be corrected with machine learning (ML) methods, such as convolutional
neural networks (CNNs). However, these ML models often generalize poorly between different environments. In this work
we present an instance-based transfer learning (TL) approach, that enables generalizing a CNN-based ranging error
mitigation approach to a new situation with only a few unlabeled training samples. The performance of the UWB error
correction approach is demonstrated in a real-life infrastructure-free cooperative positioning setting.

Index Terms—Cooperative positioning, infrastructure-free navigation, transfer learning (TL), ultra wideband (UWB).

I. INTRODUCTION

U LTRA wideband (UWB) positioning has become popular
during the recent years. UWB systems transmit extremely

short pulses in a way that radio power is spread over the en-
tire spectrum yielding very low power spectral density. UWB
operates at frequencies ranging from 3.1 to 10.6 GHz [1]. One
of the main benefits of UWB in ranging is that the received
power does not undergo fading in multipath environments, such
as indoor spaces. Instead, the multipath propagation scenario
follows the log-distance law [2]. Thus, UWB is an intriguing
choice for a ranging signal in indoor positioning, as it is capable
to penetrate walls and other structures. However, when the sig-
nal passes through an obstacle [non-line-of-sight (NLOS)], the
time-of-arrival (TOA) estimates are distorted. Some problems
encountered with UWB pulse propagation are reverberation and
multipath cancellation [3]. For instance in in-building UWB
pulse reception, the initial line-of-sight (LOS) response is not
always the dominant one. Due to multipath effect, there can be
several return signals stronger in amplitude than the LOS signal.
This results in bias in the measured range, which is problematic
from position estimation perspective.

Generally, there are three different options for mitigating
the effect of the bias [4]. First option is to discern the NLOS
measurements from LOS measurements, and simply exclude the
NLOS measurements from position estimation. NLOS detection
(as well as mitigation) may be achieved based on statistics
derived from channel impulse response (CIR) [5], [6], [7],
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[8], [9], [10], or using CIR directly as an input to a neural
network [11], [12], [13]. CIR is a representation of the radio
environment as received by the UWB sensor [14]. In the analysis,
either full channel-state information (CSI) or UWB waveforms
can be utilized. Second option is to utilize estimation methods
that are robust to outliers in measurements. Robustness may be
achieved with certain algorithm choices [15], [16], [17], [18],
[19], [20] or combining UWB with other sensors (typically
inertial measurements) [21], [22], [23], [24], or both. Third
option is to estimate the bias in the UWB measurement, and
to remove that before using it in the positioning algorithm.
Often NLOS detection and mitigation are treated as separate
problems, in which NLOS detection must be solved first [25],
[26], [27], [28], [29], but that is not always necessary [30],
[31], [32], [33].

Exclusion of the NLOS signals is a suitable approach for
computationally constrained devices, that have limited resources
for complex bias correction approaches or complicated estima-
tion methods. However, in that case, depending on the envi-
ronment there may be too few LOS measurements available
for positioning. Bias correction approaches make it possible to
use all available range measurements. However, they typically
require a large amount of training data or characterization of
the environment, which makes generalization of the models
difficult. Furthermore, especially neural networks using full CIR
can require a large number of parameters, which may be prob-
lematic in memory constrained devices. Location estimation
methods that are robust to NLOS measurements or other outliers
may be somewhat computationally complex, but require less
information of the navigation environment.

UWB ranging error mitigation approaches do not generalize
well from one environment to the other [13], [25]. One po-
tential solution may be transfer learning (TL) [34], a branch
of machine learning (ML) research that aims for transferring
knowledge from a source domain to a target domain. In the
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context of this article, source domain would be the environment
or situation where the UWB data has been gathered, and target
domain the environment or situation where the knowledge is
applied.

To the best of the authors’ knowledge, only model-based TL,
which aims for adapting an existing trained model to a new target
domain, has been applied in UWB localization context. Park
et al. [13] applied model-based TL for LOS/NLOS detection.
Morawska et al. [35] generate a map of location corrections and
utilize model-based TL in generalizing the corrections into new
environment. Yin et al. [32] applied TL with shared-hidden-layer
autoencoder-type neural network in training a model for ranging
error mitigation usable in different environments.

The problem with model-based TL is that it requires labeled
samples from the target domain. However, collecting labeled
samples is typically time consuming and may not be feasible
in all applications. Therefore in this work we apply instance-
based TL, which requires only unlabeled samples from the target
domain.

Our objective in this work is to find an efficient and generaliz-
able way for correcting the bias in UWB ranging. The proposed
method will be demonstrated in practice in a infrastructure-
free cooperative positioning scenario. In tactical and rescue
operations the location of the team members is a critical part
of situational awareness. However, in such situations localiza-
tion methods based on external infrastructure (for example,
Global Navigation Satellite Systems) may not be available.
Infrastructure-free navigation methods, that are based on carry-
on sensors, such as inertial measurement units (IMUs), enable
standalone position estimation with self-contained systems [36],
[37], [38]. The positioning performance may be enhanced with
cooperative approaches, where the team members measure dis-
tances to one another [37], [39]. UWB signal is well suited to
this purpose.

The main contributions of this work are as follows.
1) We propose a CNN-based method for estimating the bias

caused by NLOS and multipath conditions to UWB range
measurements. The method does not require explicit
knowledge of the LOS/NLOS status.

2) We show an effective TL approach for overcoming
the problem of poor generalization of ML models be-
tween environments. Contrary to existing research, TL is
achieved without labeled samples from the target envi-
ronment.

3) We demonstrate the effect of different ranging error
mitigation approaches on cooperative infrastructure-free
positioning in a real world measurement campaign.

The rest of this article is organized as follows. Section II gives
an overview of instance-based TL. Section III summarizes the
methods used in this work and Section IV discusses the tests
and test results. Finally, Section V concludes this article and
discusses future research on this topic.

II. INSTANCE-BASED TL

This section gives an overview of instance-based noninduc-
tive TL. The derivation is done following Yang et al. [34].

A. Problem Formulation

In instance-based TL the objective is to use labeled data from
a source domain to accomplish a task in target domain. Formally,
a feature space X and marginal probability distribution PX =
P (x|x ∈ X ) together form a domain D. A task contains a label
space Y and predictive function f(x). In probabilistic terms,
f(x) may be expressed as PY |X = P (y|x ∈ X ).

Source domain is then DS = {XS ,PX
S } and similarly target

domain is DT = {XT ,PX
T }. Source domain labeled data are

noted asDS = {(xSi
, ySi

)}nS
i=1, wherexSi

∈ XS and ySi
∈ YS .

Similarly target domain unlabeled data are DT = {(xTi
)}nT

i=1
with xTi

∈ XT . The number of instances in source and target
domains are nS and nT , respectively. The goal of TL is to learn
the target domain task TT = {YT , fT (·)}.

B. Instance-Based Noninductive TL

In instance-based noninductive TL it is assumed that the
difference between source domain DS and target domain DT

results only from the difference between the marginal distribu-
tions, formally PX

S �= PX
T . Notably, it is assumed that PY |X

S =

PY |X
T . Now the objective is to learn the target domain task TT ,

specifically the task predictive function fT (·) in terms of its
parameters θT . The optimal solution can be achieved by solving
the optimization problem

θ∗T = arg min
θT∈Θ

E(x,y)∼PX,Y
T

[�(x, y, θT )] (1)

where �(x, y, θT ) is loss function in terms of parameters θT .
Without target domain labeled data the optimization problem
in (1) cannot be solved directly. With Bayes’ rule and definition
of expectation it can be shown that (1) becomes

θ∗T = arg min
θT∈Θ

E(x,y)∼PX,Y
S

[
PT (x,y)
PS(x,y) �(x, y, θT )]

]
. (2)

Using the assumption PY |X
S = PY |X

T , the likelihood ratio in (2)
becomes

PT (x, y)

PS(x, y)
=

PT (y|x)PT (x)

PS(y|x)PS(x)
=

PT (x)

PS(x)
.

Now the optimization problem in (2) can be solved without
label information using the empirical approximation

θ∗T = arg min
θT∈Θ

nS∑
i=1

PT (xSi
)

PS(xSi
)
�(xSi

, ySi
, θT ). (3)

The density ratio PT (x)
PS(x) can be estimated with a rejection

sampling based approach, for example [40]. Other potential
approaches include function approximation and Kernel mean
matching [34].

In rejection sampling a binary random variable δ ∈ {0, 1} is
utilized as a selection variable such that δ = 0 denotes the target
distribution PT and δ = 1 the source distribution PS . Using this
notation the target marginal distribution can be expressed as
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Fig. 1. Illustration of the instance-based TL process for UWB ranging
error mitigation.

PT (x) = P (x|δ = 0), and similarly source marginal distribu-
tion PS(x) = P (x|δ = 1). Now based on Bayes’ rule

PT (x)

PS(x)
=

P (x|δ = 0)
P (x|δ = 1)

=

P (δ=0|x)P (x)
P (δ=0)

P (δ=1|x)P (x)
P (δ=1)

=
P (δ = 1)P (δ = 0|x)
P (δ = 0)P (δ = 1|x)

=
P (δ = 1)(1 − P (δ = 1|x))

P (δ = 0)P (δ = 1|x)

=
P (δ = 1)
P (δ = 0)

(
1

P (δ = 1|x) − 1

)
.

(4)

Thus, the density ratio can be estimated as
PT (xSi

)

PS(xSi
) ∝

1
P (δ=1|xSi

) . A binary classifier, that distinguishes between the
source and target domain instances, can be used to estimate prob-
ability P (δ = 1|xSi

). The density ratio estimates can be used
for reweighting the source domain instances or for importance
sampling. In this work we use reweighting.

III. METHODS

This section summarizes the details of applying TL for UWB
ranging error mitigation in infrastructure-free pedestrian navi-
gation. The process is illustrated in Fig. 1.

A. UWB Signals

We can describe CIR of an UWB system by the general
equation for impulse responseh(t) of a fading multipath channel

h(t) =

i=0∑
N

aiδ0(t− τi). (5)

The h(t) in (5) depicts the signal propagation paths N in a
reflective environment between the transmitter and receiver [1].
Attenuation between the transmitter and receiver on path i is
denoted by ai and propagation delay at time t by τi, and δ0 is
the Dirac delta function

y(t) = x(t) ∗ h(t) + n(t). (6)

Fig. 2. Examples of received UWB waveforms in different environ-
ments. The transmitted pulse is shown in green.

If x(t) is the UWB pulse sent by the transmitter, the total
received signal in (6) is a superposition of the received signal
echoes. Convolution is denoted by ∗.

Additive white Gaussian noise n(t) accounts for noise com-
ponents other than those on the propagation path, such as sensor
noise. In this work we use the received signal y(t) as an input for
the neural network. In case where all transmitters are of same
type, i.e., transmit the same signal x(t), deconvolution of the
signal to obtain CIR may be omitted to preserve computational
power. However, if a mixture of different transmitters is used, the
method proposed in this article may be applied also to the CIR.
Example of received UWB waveforms in different environments
is shown in Fig. 2.

B. Transfer Learning

Both UWB waveforms and CSI derived from CIR have
already been applied as CNN input for environment recogni-
tion [41], [42]. These works show that environments can be
differentiated based on the UWB waveform or CIR. Thus, it
is justified to use a similar approach for training the binary
classifier, that in instance-based TL estimates the probability
P (δ = 1|xSi

). In this work we apply convolutional neural
networks (CNNs) for both instance weighting and regression
tasks [43]. CNNs learn convolutional kernels during training
process, and thus are well suited for images and other spa-
tially dependent data. They usually have fewer parameters
compared to fully connected neural networks. For weighting
the distance training samples, we first train a simple CNN for
binary classification between the static distance measurements
(source domain) and the measurements made while moving
(target domain). The CNN hyperparameters, that were chosen
experimentally, are listed in Table I. Explanation of the different
terms may be found from [43], for example. The weights used in
instance-based TL will be computed based on the neural network
output corresponding to the source domain class.

C. Ranging Error Mitigation

We train another CNN for estimating the bias in the UWB
range measurement. The training target is the measurement bias,
more precisely the difference between the distance reported by
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TABLE I
NEURAL NETWORK HYPERPARAMETERS

the radio and the true distance between the radios. For this task
we need a more complex CNN, which hyperparameters are listed
in Table I.

In instance-based TL the loss of each individual sample will
be weighted according to (3). Those source domain training sam-
ples that are more similar to the target domain, will have a larger
effect when updating the neural network weights. However, in
practice the weights are often unevenly distributed such that a
small number of the sample weights have a very large value,
whereas the rest are relatively small. In this case instance-based
TL approaches may yield poor results despite theoretically
correct weighting [44]. As a practical observation, for example
neural network optimizers perform better with roughly evenly
distributed weights.

For this reason we transform the weights before using them in
training. First, we apply hyperbolic tangent, which is a sigmoid-
type function, to spread the weights more evenly. The resulting
values range from −1 to 1, so we scale the values back to the
original range such that the minimum and maximum weight
remain the same. This way the relative order of the weights and
the scale of the values are preserved, and the CNN training works
better.

D. Infrastructure-Free Cooperative Positioning

IMUs measure acceleration and rotation, and can provide
relative localization independent of any external signals. The
IMU may be mounted on the body or on the foot of a pedestrian.
While walking or running, the foot of the pedestrian will be
momentarily stationary at each step. When placing the IMU
on the pedestrians foot, this fact can be utilized to reduce the
heading drift by applying Zero-Velocity Updates (ZUPTs) in
the navigation filter [45]. This is called footmounted pedestrian
dead reckoning (PDR) [46].

In this work, we combine an independent PDR position solu-
tion with cooperative UWB ranging for a team of two pedestri-
ans. This is done using an extended Kalman filter (EKF) [47],
which processes PDR-based location increments aiming to com-
pensate for heading drift typical for inertial navigation. The
EKF is fully decentralized, meaning that the position solutions

of the team members are computed independent of each other.
The state is modeled as m = [x y z θ]T , where x, y, and z are
the 3-D coordinates and θ is the heading offset. The state and
measurement model, f and h, respectively, are similar to our
previous publication [48]. State model is

f(mt−1) = mt−1 +

[
R(θt−1)xincr,t

0

]
(7)

where xincr denotes the difference between consecutive PDR
location estimates and R(θ) is a rotation matrix on xy-plane.
The measurement model is

h(mt) =

∥∥∥∥∥∥∥
⎡
⎢⎣xt

yt

zt

⎤
⎥⎦− xcol

∥∥∥∥∥∥∥ = rUWB,t (8)

where rUWB,t refers to the range measurement. To account for
the uncertainty in the location of the collaborating team member,
xcol, their location uncertainty is scaled along the direct line
between the location estimates using σ2

col,t = uT
t cov(xcol)ut,

where ut is the unit vector pointing from one team member to
the other [49]. Noise termσ2

col,t is then added to the measurement
covariance at each update. The team members location and
location uncertainty are assumed to be transmitted alongside
the ranging signal.

IV. TESTS AND TEST RESULTS

This section describes the tests and summarizes the test results
in order to verify the presented approach.

A. Data Collection

The UWB devices used in this work are TimeDomain PulsOn
440 radios (P440), which have been used both in ranging data
collection and navigation tests. The collected waveforms con-
sists of 1632 datapoints depicting the magnitude of the received
UWB pulse. The radios report also the two-way TOA-based
range measurement.

1) Range Data Collection: The training data for ranging er-
ror mitigation has been collected at two different locations. First
environment is Finnish Geospatial Research Institute’s (FGI)
former office in Kirkkonummi, Finland, consisting of regular
office rooms and hallways in three floors. Second data collection
site is a regular apartment in a multifloor apartment building.

At FGI office there are several reference points marked on
floor that have been located precisely with a total station. At
the apartment a grid of reference points at 0.5 m × 0.5 m was
measured and marked on the floor. The UWB radios were placed
on a number of distinct reference points with a known distance
between them. The training data contains both LOS and NLOS
measurements.

At the office a total of 166 700, and at the apartment total
of 170 681 training samples was collected. A histogram of
the different reference distances is shown in Fig. 3, and the
histogram of the residual ranging errors (for part of the data)
in Fig. 4.
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Fig. 3. Number of measured training data at different distances in
office and apartment environments.

Fig. 4. Distribution of ranging errors without correction.

2) Navigation Test Setup: In navigation test there are two
persons operating as a team. Both are equipped with the P440
radios carried approximately at shoulder level. For footmounted
PDR wireless XSens Awinda IMUs are placed on the foot of
each team member. The reference system is carried by one of
the pedestrians, and consists of NovAtel Propak6 receiver and
Honeywell HG1700-AG58 IMU mounted on a backpack with
metal frame.

The navigation test was conducted at FGI, where also part
of the ranging data has been collected. The pedestrians start
the route from outdoors, enter the building at ground level
(approximately at (−19, 38) in Figs. 8–10) and climb stairs to
the third floor. At third floor they visit few office rooms before
exiting the building again at ground level through different doors
and returning to the starting point.

B. Ranging Error Mitigation

For determining the appropriate weights for the collected
source domain data samples, we train a binary CNN classifier
as explained in Section III. We use Python and Tensorflow for
training all neural networks. As target domain samples, we use
all of the range measurements obtained during the navigation
test, 631 in total. Since the amount of source domain samples,
337 381, is considerably larger than target domain samples,
the training data needs to be balanced. We randomly choose

Fig. 5. Distribution of residual ranging errors after correction using
model trained without TL. Calculated for independent test set not used
during CNN training.

Fig. 6. Distribution of residual ranging errors after correction using
model trained with TL. Calculated for independent test set not used
during CNN training.

a number of samples matching the amount from navigation
tests from both office and apartment environments, so the total
amount of training data for the classifier is 1893 samples. We use
randomly chosen 20 % of those samples as validation set during
training. With this classifier, 94.8 % of all available 337 381
source domain samples would have been correctly classified.

In order to compare the effect of ranging error mitigation
with and without instance-based TL, we train two CNNs. The
structure and other training conditions of both neural networks
are the same as detailed in Table I. We randomly choose 80 %
of the training samples for training the neural network, 5% for
validation during the training phase, and 15% as separate test
set.

The residual ranging errors of the test set are shown in Fig. 5
for unweighted CNN and in Fig. 6 for weighted CNN. We can
see that the distribution of residual ranging error for the weighted
and unweighted CNNs are very close to each other, even though
for weighted case the standard deviation is slightly smaller. The
numerical values are given in Table II. However, it should be
noted that these results do not directly correspond to the target
domain case where we do not have reference for the distance
measurements. From target domain, Fig. 7 shows the estimated
range biases for the two different CNNs. The unweighted CNN
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TABLE II
MEAN AND COVARIANCE OF RESIDUAL RANGING ERRORS

Fig. 7. Estimated range biases for Person 1 with and without TL. NLOS
measurements are reported by the P440 UWB radio.

marked in red makes somewhat larger corrections especially at
the end of the test, where the team members are outdoors.

C. Navigation Results

Indoors, it is near impossible to obtain a reliable reference
of the distance between two UWB radios while they are carried
by pedestrians moving at a fast pace. Therefore, we evaluate
the performance of instance-based TL via positioning accuracy
in realistic navigation test. The proposed approach is evaluated
against uncorrected UWB ranges, uncorrected UWB ranges with
NLOS exclusion (based on inbuildt detection method of the P440
device), uncorrected UWB ranges combined with normalized
EKF innovation-based outlier test [50], and CNN-based correc-
tion that has been trained without instance weighting.

In order to isolate the effect of ranging error mitigation from
other design choices, certain simplifications have been made.
The heading estimate has been artificially initialized to the
heading matching the reference solution at the beginning of the
test. Poor initialization of the heading would affect navigation
performance considerably during such a short test taking only 6
min. However, determining an initialization procedure is beyond
the scope of this work. For UWB measurements, in EKF we use
the mean and covariance values presented in Table II for each
test case.

During the test only Person 2 carries the reference system that
enables computing positioning errors throughout the whole test.
Nevertheless, utilizing the fact that both team members start
and end the test at the same position, we can compute the so
called loop closure error. It represents the difference between
the expected and estimated location at the end of the test.

The standalone PDR solutions are illustrated in Fig. 8, and
the positioning errors are given in Table III for Person 1 and

Fig. 8. Standalone PDR results for Person 1 and Person 2.

TABLE III
LOOP CLOSURE ERROR FOR PERSON 1

TABLE IV
POSITIONING ERRORS FOR PERSON 2

Fig. 9. Cooperative navigation solution for both team members.

in Table IV for Person 2 carrying the reference. From the
illustrations it can be seen that the heading of the PDR solutions
drifts considerably.

Fig. 9 shows the cooperative positioning results when TL-
based UWB ranging error mitigation has been applied. It can
be seen from the figure, as well as from Tables III and IV,
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Fig. 10. Navigation results with different methods for Person 2.

that especially in horizontal plane the error has been reduced
considerably.

Fig. 10 shows the results for Person 2 with standalone PDR
and the different ranging options. Based on the illustration, as
well as the numerical results in Tables III and IV it is plain that the
TL-based ranging error mitigation yields the best performance.
However, in vertical direction the improvement is not as evi-
dent. Nevertheless, the results show that correcting the ranges
with poorly adapted CNN may even degrade the positioning
performance compared with the uncorrected case. In addition,
excluding NLOS measurements (15 out of 132 for Person 1 and
5 out of 146 for Person 2) or outliers based on EKF innovation
(18 for Person 1 and 23 for Person 2) seems to degrade the
navigation performance. This is related to the Kalman filter state
formulation. If the heading offset estimate has not converged,
in absence of measurements the PDR-based track continues to
wrong direction.

In terms of loop closure error the uncorrected case yields
numerically best results. This is due to a sudden jump in the
position estimates toward the end of the track, shown in Fig. 10
approximately at (−5, 25), resulting from the other team mem-
ber emerging from inside the building after a pause in UWB
measurement updates. Considering the positioning errors for the
whole track in Table IV, the loop closure result for the uncor-
rected case seems somewhat coincidental. Out of the different
mitigation approaches, the TL-based corrections yield best loop
closure errors for both team members.

D. Discussion

We have shown that the UWB ranging error can be miti-
gated with a CNN-based approach. Compared with uncorrected
ranging error, both CNN approaches yield close to zero-mean
residual error distribution. Furthermore, the distributions are not
skewed or strongly heavytailed. This is beneficial especially
from Kalman filtering point of view. The distributions from
CNNs trained with and without TL are relatively close to each
other. However, there is a difference resulting from how individ-
ual samples are corrected. The results show that without TL the

CNN tends to apply larger corrections. From practical point of
view, direct evaluation of the error mitigation performance is not
possible for pedestrians moving indoors at fast pace. Therefore,
we evaluate the performance through positioning results.

The navigation test results show that TL-based UWB rang-
ing error mitigation performs best compared with uncorrected
ranging or even using corrected ranges without adaptation to the
situation and environment. The performance improvements are
especially evident in horizontal direction, whereas in vertical
direction there is little to no improvement. The poor navigation
accuracy in vertical direction is typical to PDR, where the height
solution generally tends to drift upward. Including other sensors
to the fusion, such as barometer, enables more accurate height
estimation [22], [51].

The obvious drawback of the presented approach is having
to train several neural networks. This might not be feasible
in tactical operations. Initializing the network with pretrained
weights may speed up the training process. Nevertheless, for
the weight generation in instance-based TL only a few, notably
unlabeled, samples are needed. For model-based TL applied in
existing research (discussed in Section I) labeled samples are a
necessity, which makes model-based TL even less applicable in
tactical scenarios. It is expected that the progress in CPU and
GPU development, as well as in quantum computing, will make
training the networks sufficiently fast even for tactical and rescue
missions.

V. CONCLUSIONS AND FUTURE WORK

In this work, we have demonstrated an instance-based TL
approach that solves the problem of poor generalization of
ML models over different environments in indoor navigation.
The CNN-based approach corrects UWB ranging errors, and
is easily generalized to different environments and situations
with only a small number of unlabeled training samples. The
performance of the presented approach is validated in real-world
infrastructure-free cooperative positioning test. In addition to
cooperative localization, this UWB ranging error mitigation
method is well suitable also to other applications besides sensor-
based navigation.

Future work will include computationally efficient methods
for CNN training and means for mitigating the effect of corre-
lated estimation errors in cooperative positioning.
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