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ABSTRACT: With the increasing level of automation of autonomous vehicles, it is important to conduct comprehensive and
extensive  testing  before  releasing  autonomous  vehicles  into  the  market.  Traditional  public  road  and  closed-field  testing
failed to  meet  the requirements  of  high testing efficiency and scenario  coverage.  Therefore,  scenario-based autonomous
vehicle  simulation  testing  has  emerged.  Many  scenarios  form  the  basis  of  simulation  testing.  Generating  additional
scenarios from an existing scenario library is a significant problem. Taking the scenarios of a proceeding vehicle cutting into
an adjacent  lane on highways as an example,  based on an autoencoder  and a generative adversarial  network  (GAN),  a
method that combines Transformer to capture the features of a long-time series, called SceGAN, is proposed to model and
generate scenarios of autonomous vehicles on highways. An evaluation system is established to analyze the reliability of
SceGAN  using  discriminative  and  predictive  scores  and  further  evaluate  the  effect  of  scenario  generation  in  terms  of
similarity  and  coverage.  Experiments  showed  that  compared  with  TimeGAN  and  AEGAN,  SceGAN  is  superior  in  data
fidelity  and  availability,  and  their  similarity  increased  by  27.22% and  21.39%,  respectively.  The  coverage  increased  from
79.84%  to  93.98%  as  generated  scenarios  increased  from  2,547  to  50,000,  indicating  that  the  proposed  method  has  a
strong  generalization  capability  for  generating  multiple  trajectories,  providing  a  basis  for  generating  test  scenarios  and
promoting autonomous vehicle testing.
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1    Introduction
Intelligent  transportation  system  (ITS)  with  its  powerful
communications, networks, and sensor devices, makes human life
convenient,  especially  in  path planning,  ride  demand forecasting,
intelligent  perception,  etc.  (Liu et  al.,  2022a, 2022b, 2023; Zong et
al., 2022b). Before releasing autonomous vehicles into the market,
they  must  undergo  extensive  testing  to  ensure  their  safety.
Traditional  public  road  testing  is  time-consuming  and  unsafe,
whereas  closed-field  testing  has  a  limited  scope,  and  exhaustive
testing is difficult to achieve. Scenario-based simulation testing has
become the most effective supplementary solution in autonomous
vehicles’ the  development  and  validation  stages,  accounting  for
more than 90% of autonomous vehicle testing. Approximately 108

test  scenarios  are  required  to  simulate  driving  in  the  simulation
environment.  Therefore,  producing  repeatable  scenarios  under
conditions  similar  to  those  in  a  real  environment  is  crucial  for
simulation testing.

A  scenario  is  a  dynamic  process  in  which  multiple  traffic
participants  interact  in  a  certain  traffic  environment  over  time
(Ulbrich et al., 2015). One of the important sources of scenarios is
to  extract  data  from  natural  driving  datasets  and  generate  more
data  using  scenario-generation  methods  to  build  diverse  and
complex  scenario  libraries.  These  scenarios  can  be  inserted  into
simulation  platforms  to  validate  the  safety  of  the  autonomous

vehicles.
Current  methods  for  scenario  generation  can  be  divided  into

random sampling, parameter combination, and machine learning.
Random  sampling  generates  high-authenticity  data  but  is  less
suitable  for  large-scale  scenario  generation.  Parameter
combination  considers  various  elements  that  display  traffic
scenarios  but  is  prone  to  generating  scenarios  that  are
unreasonable  and require  extremely high manual  intervention or
robust  post-processing.  The  machine-learning-based  approach
can automatically generate a substantial number of test scenarios,
but  it  requires  a  significant  volume  of  original  scenario  data  for
model training. Although different methods have their advantages
and  disadvantages,  machine  learning-based  methods  remain  the
most mainstream methods; especially the generation of time-series
data  by  GAN,  is  a  key  research  topic  for  promoting  the
development  of  ITS  and  solving  the  problem  of  insufficient
scenarios (Lin et al., 2023). Cut-in scenarios, which are among the
most  risk-prone  pre-collision  scenarios,  must  be  addressed
urgently for safety testing.

However, there are certain challenges in this research. First, the
generation of long-time trajectory under cut-in scenario is easy to
lead  to  a  zigzag  problem.  Moreover,  the  generation  process  is
often  uncontrolled.  Second,  to  fully  verify  the  safety  of
autonomous  vehicles,  multiple  scenarios  must  be  generated.
However,  generating more data from a small  amount may result
in a poor generalization of the time-series model, making scenario
generation  less  scalable.  Therefore,  it  is  necessary  to  design  a
model  that  can  generate  smooth  trajectories  and  has  a  great
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generalization ability.
Based  on  existing  research,  this  study’s  primary  contributions

are as follows:
1)  In  the  vehicle  kinematics  model,  we  considered  several

variables,  such  as  initial  position  and  instantaneous  speed,  to
extract the highway cut-in behaviors.

2)  We  introduced  a  scenario  generation  method  called
SceGAN, which combines  an autoencoder,  generative  adversarial
network  (GAN),  and  Transformer,  to  enable  the  automatic
generation of virtual test scenarios.

3)  We established an evaluation system to prove the reliability
of  the  SceGAN  and  the  similarity  and  coverage  of  the  generated
scenarios.

2    Related works
As  mentioned  in  Section  1,  there  are  three  main  methods  for
scenario generation research. Random sampling methods generate
typical or critical scenarios using random or importance sampling.
Zhu et  al.  (2022) used Markov chain and Monte Carlo sampling
to generate many lane-changing scenarios with high coverage and
similarity;  however,  the  smoothness  of  the  generated  trajectories
was  poor. Xu  et  al.  (2018) combined  a  genetic  algorithm  and
importance  sampling  to  generate  risky  cut-in  scenarios  based  on
the driving characteristics in China. Yang et al. (2021) used Gibbs
sampling  to  generate  20,000  cut-in  scenarios  and  evaluated
comfort. Zhou  et  al.  (2021) combined  the  Monte  Carlo  method
with  importance  sampling  to  generate  test  cases  for  cut-in
scenarios, thereby increasing the number and proportion of high-
risk  scenarios. Feng  et  al.  (2022) used  the  Latin  hypercube
sampling method to initialize particles when searching for critical
scenarios.  Sampling  methods  must  consider  the  number  and
location of the sampling points, which may lead to limitations and
insufficiencies in the generated scenarios.

The  parameter  combination  method  combines  scenario
elements by designing rules and often uses an ontology to analyze
scenarios. Shu  et  al.  (2019) considered  the  possible  driving
behaviors  of  traffic  participants  interacting  with  autonomous
vehicles  and generates  many combined scenario groups. Duan et
al.  (2022) added  a  test  matrix  to  a  combination  testing  method,
considering  the  scenario  complexity  and  testing  cost.
Subsequently,  they  implemented  scenario  generation  for  a  lane
departure  warning  system. Li  et  al.  (2020) used  ontology  to
describe  the  environment  of  autonomous  vehicles  and
transformed it  into  testing  scenarios  using  a  combination  testing
method. Hu  et  al.  (2022) generated  scenarios  by  combining
parameters  from  classifications  based  on  road  types  and  driving
tasks  and  designed  a  constraint  set  algorithm  to  solve  the
unreasonable  scenarios  problem. Rocklage  et  al.  (2017) used  a
combination  of  interaction  testing  and  trajectory  planners  to
generate an efficient test set for regression testing of autonomous
vehicle  systems.  However,  despite  its  high  controllability  and
predictability  of  diversity,  combination-based  methods  are
susceptible to artificial limitations.

Machine  learning  methods  can  automate  the  learning  process
of  intrinsic  patterns  and  features  through  large  iterations  of  the
training data, which can be used to build high-fidelity libraries in
diverse test scenarios owing to its strong generalization capability.
Jenkins et al. (2018) considered the traffic signal status and used a
recurrent  neural  network  (RNN)  to  generate  accident  scenarios.
Tan  et  al.  (2021) used  a  neural  autoregressive  model  to  generate
intersection scenarios considering pedestrians and various vehicles

types. Demetriou et al. (2023) generated cut-in scenarios using two
types  of  GAN.  The  scenarios  generated  by  recurrent  condition
GAN have poor performance,  while autoencoder GAN performs
well.  To  enhance  the  interpretability  of  the  deep-learning-based
scenario  generation  method, Krajewski  et  al.  (2018a) used  Info-
GAN  and  beta-VAE  to  generate  lane-changing  trajectories  from
latent  variables. Hoseini  et  al.  (2021) proposed  a  recurrent
autoencoder GAN to generate additional cut-in scenarios for data
augmentation  during  clustering. Feng  et  al.  (2021) presented  a
deep knowledge of reinforcement learning methods by proposing
an  adaptive  scenario  generation  framework  to  construct  libraries
for various critical test scenarios. Moreover, they used augmented
reality  environments  that  combined  background  vehicles,  road
infrastructure, and autonomous vehicles to test tracks on highways
and  in  urban  areas  (Feng  et  al.,  2023).  The  machine-learning-
based approach has a high degree of automation in the process but
requires large data to support the training of the model.

To realize the automatic generation of test  scenarios for cut-in
behavior,  this  study  proposes  SceGAN,  which  combines
Transformer, autoencoder, and GAN, then generates many cut-in
scenarios to improve coverage while ensuring high similarity.

3    Methodology
In  this  section,  we  mainly  describe  the  definition  and
representation  of  cut-in  scenarios,  the  generation  process  in
SceGAN and the concrete network structure of SceGAN in detail.

3.1    Scenario representation

S = {f, a}

f = {f1, f2, . . . , fT} ∈ RT × n T
ft = {f 1t , . . . , f nt } ∈ Rn t

a ∈ Rk k

As shown in Fig. 1, a cut-in scenario is defined as a situation on a
highway  where  a  lane-changing  vehicle  (i.e.,  a  cut-in  vehicle,
denoted  as  CV  hereafter)  interacts  with  an  autonomous  vehicle
(i.e., an ego vehicle, denoted as EV hereafter) driving behind it in
the target lane. Let  be the instance of an input scenario.
Because  the  scenario  positions,  accelerations,  and  other
characteristics change over time, these elements can be considered
as  features ,  where  represents  the
total time step , and  at time step , which
is  a  vector  with  dimension n.  Elements,  such  as  the  inherent
properties  of  the  vehicles  that  do  not  change  with  time,  can  be
represented as , where  is the dimension of attributes.
  

AV

CV

CV

y

x

Fig. 1    Cut-in scenario on highways.
 

3.2    Architecture

X
XNorm

Fig.  2 depicts  the  architecture  of  SceGAN,  which  is  based  on
RTSGAN  (Pei  et  al.,  2021).  The  automated  generation  of  cut-in
scenarios  is  accomplished  using  an  autoencoder  and  a  GAN
combined  with  Transformer  modules.  Before  training  and
generation,  we  normalize  all  data from  the  extracted  cut-in
scenarios to .

XNorm =
X− Xmin

Xmax − Xmin
(1)

Xmin Xmaxwhere  and  are the minimum value and maximum value
of X.
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st = [ft, a] t
hn
t N
n

The  trans-AE  encoder  establishes  a  mapping  relationship
between  time-series  instances  (i.e.,  scenario  data)  and  fixed-
dimensional  latent  vectors,  and  its  module  consists  of  an
autoencoder  (AE-encoder)  and  a  Transformer  encoder  (TR-
encoder)  (Vaswani  et  al.,  2017).  The  features  and  attributes  are
associated with complete scenarios  at time step  in the
AE-encoder,  and  the  hidden  states  are  obtained  using  an -
layer gated recurrent unit (GRU) at layer .

The  model  is  expected  to  learn  temporal  information  globally
and  generate  trajectories  with  high  continuity  and  smoothness.
However,  AE-encoder  is  not  suitable  for  handling  temporal
information.  A  TR-encoder  is  introduced  to  improve  the  model
and is used thrice, as shown in Fig. 2.

First,  key  information  in  is  extracted  using  the  maximum
pooling  layer  and  average  pooling  layer,  and  a  fully  connected
(FC)  neural  network  is  used  to  aggregate  the  processed  pooling
results.

u = FC
(
maxpool

(
hN
t
)
, avgpool

(
hN
t
))

, t ∈ (1,T) (2)

hN
t

t
where  is  hidden  states  from  the  last  layer  of  GRUs  at  time
step .

The TR-encoder module contains multiple encoder layers. Each
layer receives hidden information from the output of the last layer
and  consists  of  multi-head  attention  and  a  fully  connected
feedforward  neural  network,  which  can  encode  long-term
sequence data with strong temporal modeling capability. The self-
attention is calculated as Eq. (3):

Attention(q, k, v) = Softmax
(
qkT√
dk

)
v (3)

v

u dk

where q, k,  and  are  the  query,  key,  and  value  matrices,
respectively, obtained by the linear transformation of the received
input .  is  the  dimension  of  the  key  matrix.  The  softmax
activation function is used to calculate the attention weight.

Multi-head  attention  is  a  combination  of  multiple  self-

ut

attentions, capturing the contextual information at other locations
in the time series and weighing the information to obtain a richer
representation. Let  be multi-head attention:

ut = concat(head1, . . . , headL)Wo (4)

t WO

headi i
where  denotes  the  time  step  of  the  input  sequence,  is  the
output weight matrix, and  is the -th head:

headi = Attention
(
qt ·Wq

i , kt ·Wk
i , vt ·Wv

i
)
, i ∈ (1, L) (5)

Wq
i Wk

i Wv
iwhere , ,  and  are  weight  matrices  for  linear

transformations.
u utThe  inputs  and  outputs  of  the  multi-head  attention

mechanism are added to focus on the information at the current
time  step.  Layer  normalization  (LN)  is  used  to  accelerate  the
convergence of the network.

x = LN (u+ ut) (6)

The feed-forward network (FFN) converts  the encoded results
into  a  two-layer  fully  connected  layer  using  a  nonlinear
transformation.  Moreover,  the  add  and  layer  normalization
operations are performed again to obtain the latent representation
of the entire encoder.

FFN (x) = max (0,W1x+ b1)W2 + b2 (7)

y1 = LN (x+ FFN (x)) (8)

y1 = TR-encoder (u) (9)

W1 b1 W2 b2 y1where , , and ,  are learnable weights and biases, and 
is  the  final  latent  representation  of  the  first  TR-encoder.  From
Eq.  (3)  to  (8),  the  encoding  process  of  the  TR-encoder  is
completed, which is summed up in Eq. (9).

hN
T

y1
Second, the TR-encoder is applied to the last layer of GRUs ,

and  is concatenated to the hidden layer:

 

Trans-AE encoder

Transformer encoder

M

Noise

z~p(z)

Generator Real

Fake

Discriminator

Decoder

C

C

a

f1,f2…fn

Autoencoder encoder

Fake latent
representation

Transformer layer Sigmoid LeakyReLu Max pooling Average pooling GRU Feature FC Sum Concat Layer normalization

â
Latent

representation

x

Multi-head
attention

Add & norm

Add & norm

Feed forward
network

C

Generated scenario

Real scenario

Fig. 2    Architecture of SceGAN.
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hN
T = TR-encoder

(
hN
T
)

(10)

y2 =
[
y1, hN

T
]

(11)

y2 hN
Twhere  is new latent representation of the hidden layer, and  is

hidden state at last time step.
Finally, to ensure that both the position and speed information

are  relatively  compressed  completely,  a  TR-encoder  is  used  to
extract a rich feature representation.

r = TR-encoder (y2) (12)

rwhere  output  represents  a  latent  representation  of  the  entire
encoding phase.

Lre

The decoding process is the inverse of the AE-encoder process.
It  decomposes  the  time  series  from  the  generated  latent  vectors
with  a  distribution like  the  original  features.  We first  reconstruct
static  attributes  from  the  latent  representation,  and  dynamic
features  based  on  these  values.  Attribute  reconstruction  is
primarily  realized  through  a  fully  connected  layer.  Feature
reconstruction is performed using the GRU, which is derived from
the last hidden layer. The reconstruction loss during encoding and
decoding is represented as , as shown in Eq. (13):

Lre =
da

df + da
MSELoss (â, a) + df

df + da
MSELoss

(̂
f, f
)

(13)

â f̂where  and  are reconstructed attributes and features.
After  training  the  encoder  and  decoder  modules,  Wasserstein

GAN  (WGAN)  (Gulrajani  et  al.,  2017)  is  trained  to  generate
vectors  and  the  generator  is  trained  by  minimizing  the
1-Wasserstein  distance  between  the  distributions  of  the  real  and
synthetic  data.  A  1-Lipschitz  discriminator  was  used  to  optimize
the objective function of the WGAN.

min
G

max
D

Er∼encoder(f,a) [D (r)]− Ez∼p(z) [D (G (z))] (14)

zwhere  represents  the  noise. G and D are  the  generator  and
discriminator, respectively. Using the WGAN and the 1-Lipschitz
discriminator,  the  GAN  can  be  optimized  more  consistently
during training to generate more realistic data.

4    Evaluation metrics
The  evaluation  system  included  reliability,  similarity,  and
coverage. Reliability is primarily used to compare the data fidelity
and  availability  of  the  method.  Similarity  and  coverage  are
evaluated for the generated scenarios when generating an equally
proportional  number  of  scenarios  and  multiples  of  scenarios,
respectively. In addition, considering other factors in the scenario
elements  such  as  roads  and  weather,  complexity  is  also  a
significant evaluation method (Li et al., 2022).

The current metrics for time-series data generation are mainly
fidelity  and  availability,  as  proposed  by  TimeGAN  (Yoon  et  al.,
2019),  and are  expressed  by  discriminative  and predictive  scores.
The  discriminative  score  is  used  to  distinguish  the  real  dataset
from the generated dataset by training a two-layer long short-term
memory  (LSTM)  network  (Hochreiter  and  Schmidhuber,  1997),
and a lower score indicates higher fidelity of the generated dataset.
The predictive score predicts the state of the time series at the next
time  step  by  training  the  two-layer  LSTM  under  the “train  on
synthetic,  test  on  real” (TSTR)  setting.  The  predictive  score
characterizes the continuity and smoothness of the sequences to a
certain extent and describes the feasibility of the trajectory data for
prediction.

Similarity analyzes the distance between generated and original
scenarios  from  the  perspectives  of  data  distribution  and
visualization  when  generating  proportional  data.  The
Jensen–Shannon  divergence  (JS  divergence)  is  suitable  for
comparing  the  distributions  of  two  datasets  of  the  same  shape.
This  is  a  variation  in  the  Kullback–Leibler  divergence  (KL
divergence).  Because  JS  divergence  solves  the  problem  of
asymmetric KL divergence, it is more universal (Barz et al., 2019).

DJS

(
Ŝ
∥∥∥S) =

1
2DKL

(
Ŝ
∥∥∥ Ŝ+ S

2

)
+

1
2DKL

(
S
∥∥∥ Ŝ+ S

2

)
(15)

DKL

(
Ŝ
∥∥∥S) =

∑n

i=1
Ŝlog ŜS (16)

Ŝ Swhere  and  denote  the  generated  and  original  data,
respectively.

O
(
n2
)

The  coverage  metric  characterizes  the  ability  of  SceGAN  to
learn  the  data  distribution  and  generalize  it.  Dynamic  time
warping  (DTW)  is  used  to  evaluate  the  generated  scenarios
(Demetriou  et  al.,  2023).  DTW  uses  dynamic  programming  to
calculate  coverage  and  matching.  However,  this  method  requires
traversing  the  data  to  find  scenarios  with  the  closest  DTW
distance, which has a time complexity of .

Intersection over  union (IOU) (Yu et  al.,  2016)  is  an accuracy
measure  for  detecting  corresponding  objects  in  a  specific  dataset
in  the  field  of  target  detection.  It  is  calculated  by  computing  the
ratio  of  the  areas  of  the  intersection  and  union  sets  of  the  two
boxes.  This  study  introduces  the  IOU  as  a  coverage  evaluation
metric  by  first  downscaling  each  scenario  into  two-dimensional
data points using t-distributed stochastic neighbor embedding (t-
SNE) (Maaten and Hinton, 2008) and then calculating the IOU.

IOU =
sum

(
pi in P and pi in P̂

)
sum

(
pi in P or pi in P̂

) (i = 1, 2, ..., n) (17)

P P̂where  and  are  point  sets  of  downscaled  original  and
generated scenarios, respectively.

To verify that the generated scenarios have significant coverage
in  each  risk  interval,  a  risk  assessment  method  needs  to  be
introduced.  The  risk  of  a  cut-in  scenario  often  arises  from  the
short car-following process of neighboring vehicles after changing
lanes (Zong et al., 2022a). The standard collision risk (SCR) can be
used  when  potential  risk  of  braking  behavior  is  considered  (He
et al., 2023). Since the deceleration of lane-changing vehicles is not
obvious, this study refers to the grading method (Essa and Sayed,
2019)  for  time  to  collision  (TTC)  to  measure  the  risk  of  the
scenarios. Accordingly, we establish four risk levels as in Eq. (18):

risk level =



highrisk, 1
tTTC

≥ 1

mediumrisk, 0.5 ≤ 1
tTTC

< 1

low risk, 0 ≤ 1
tTTC

< 0.5

safe, others

(18)

5    Experiments and results
The  experiments  were  performed  on  an  equipment  with  a  CPU
(i9-12900KF),  GPU  (RTX  3090),  and  64  GB  memory.  The
baseline  methods  for  this  study  were  TimeGAN  (Yoon  et  al.,
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2019)  and  AEGAN  (Demetriou  et  al.,  2023),  and  the  data  were
2,547  lane-change  scenarios  explicitly  extracted  from  highD
(Krajewski  et  al.,  2018b).  We  set  all  the  extracted  lane-changing
positions as the origin, intercepted the 6 s before and after the lane-
change points, and obtained the data with a uniform length of 150-
time  steps  to  better  visualize  these  trajectories. Table  1 lists  the
experimental parameters and their corresponding values. The two
learning  rates  originated  from  the  autoencoder  and  WGAN,
whereas  the  two  batch  sizes  were  determined  using  the
autoencoder and WGAN. Under our experimental conditions and
parameter  settings,  the  training  and  generation  of  scenarios
typically require approximately 1.45 h.
 
 

Table 1    Parameters and values

Parameter Value
Epoch 1,000

Learning rate1 0.001
Learning rate2 0.0001

Gradient penalty term 10
Iteration 15,000

Batch size1 128
Batch size2 256
Hidden dim 75
Noise dim 300
Dropout 0.2

Head 4
Layer 2

 

5.1    Reliability
To  verify  the  reliability  of  SceGAN  in  terms  of  data  generation
fidelity  and availability,  discriminative  and predictive  scores  were
evaluated  five  times  and  their  average  values  were  recorded.  As
Table 2 shows, SceGAN had the lowest scores. The fidelity of the
data generated by SceGAN increased by 72.62% and 55.30%, and
the availability increased by 52.58% and 10.64%, respectively.
 
 

Table 2    Methods performance and ablation experiment (lower the better)

Method Discriminative Predictive
AEGAN 0.2076 0.0329

1st TR-encoder only 0.1675 0.0321
2nd TR-encoder only 0.1924 0.0296
3rd TR-encoder only 0.1125 0.0299

1st and 2nd TR-encoders 0.1049 0.0292
1st and 3rd TR-encoders 0.0970 0.0297
2nd and 3rd TR-encoders 0.0983 0.0295

SceGAN 0.0928 0.0294
TimeGAN 0.3390 0.0620

 

In  reality,  the  training  time  increases  with  the  number  of
modules.  Therefore,  if  there  is  a  strong  emphasis  on  minimizing
the  training  time,  one  may  consider  adding  only  the  third  TR-
encoder, as it exhibits the lowest discriminative score in situations
when  there  is  minimal  variation  in  predictive  scores  during
ablation experiments.

5.2    Similarity
Fig. 3 shows the distributions of the trajectory and speed values of
the  generated  and  original  scenarios  and  their  similarities.

Evidently,  the  TimeGAN  results  are  unevenly  distributed.  The
scenarios  generated by AEGAN approximately  captured the data
distribution  of  the  original  scenarios;  however,  they  are  not  as
close  to  the  results  of  SceGAN.  Quantitatively,  the  average  JS
divergence  from Table  3 shows  that  the  similarity  improved  by
27.22%  and  21.39%,  compared  to  TimeGAN  and  AEGAN,
respectively.

Figs.  4 and 5 show  the  speed–time  curves  and  trajectories,
respectively.  Distinct  cut-in  behavior  characteristics  can  be
observed in the generated scenarios.  The EV is  behind the target
lane  of  the  CV,  and  its  driving  process  has  a  weak  regularity,  as
shown  in Fig.  4a.  However,  SceGAN  learned  its  general
characteristics  well  and  generated  most  of  the  speed  values  at
[−0.4, 0.4].

Although SceGAN works well  overall,  some detailed problems
remain,  and the generated scenarios tend to be intermediate.  For
example,  there  are  scenarios  with  longitudinal  velocities  close  to
50, as shown in Fig. 4a, whereas the curves in Fig. 4b tend to reach
approximately  42.  The  scenarios  generated  by  SceGAN  showed
smaller fluctuations in the lateral speed of the CV compared to the
original scenarios.

As Fig.  5 shows,  the  trajectories  generated  by  TimeGAN  are
messy,  whereas  those  generated  by  AEGAN  and  SceGAN  are
cleaner.  However,  the  CV  trajectories  generated  by  AEGAN  are
not  as  smooth  as  those  generated  by  the  SceGAN.  A  few  EV
trajectories  cross  the  point  where  the  lateral  position  is  zero,
indicating that they cross the lane line, which does not correspond
to the actual situation.

5.3    Coverage
SceGAN  generated  a  set  of  scenarios  to  test  the  coverage,  as
presented in Table 4. With an increase in the number of generated
scenarios,  the  proportion  of  risky  scenarios  increased  to  some
extent  but  maintained  a  distribution  similar  to  the  original
scenarios.  This  shows  that  SceGAN  has  a  certain  degree  of
scenario generalization ability.

The t-SNE visualization and IOU calculation results are shown
in Fig.  6.  The  red  dots  represent  the  original  2,547  scenarios,
whereas  the  blue  dots  represent  different  sets  of  generated
scenarios  (i.e.,  synthetic  data).  When  the  number  of  generated
scenarios  was  2,547,  the  coverage  reached  0.7984,  and  SceGAN
learned  the  data  distribution.  As  the  number  of  generated
scenarios  increased,  the  coverage  gradually  increased  to  0.9398,
and there was a relatively distinct outline, indicating that SceGAN
effectively  analyzed  the  data  distribution  and  captured  scenario
boundaries.

6    Conclusions
In  this  study,  we  proposed  a  test  scenario  generation  method
called  SceGAN,  based  on  integrating  an  autoencoder,  GAN,  and
Transformer,  focusing  on  the  cut-in  behavior  on  highways.
Multiple features such as vehicle speed and position were modeled
and generated as time-series data. In terms of reliability, similarity,
and coverage, the following conclusions were drawn:

1) The fidelity and availability of the data generated by SceGAN
were verified by discriminative and predictive scores,  which were
55.30%,  72.62%,  and  10.64%,  52.58%  higher  than  those  of
TimeGAN and AEGAN, respectively.

2) By visualizing the data distribution and scenario curves,  the
scenarios generated by SceGAN were more similar to the original
scenarios. According to the JS divergence, the similarity increased
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Table 3    Js divergence of ego vehicles and cut-in vehicles

Method XP of EV YP of EV XP of CV YP of CV Average
TimeGAN 0.0227 0.0841 0.0884 0.0639 0.06478
AEGAN 0.0207 0.1151 0.0519 0.0522 0.05998
SceGAN 0.0163 0.0782 0.0471 0.0470 0.04715
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by 27.22% and 21.39%.
3) The scenarios generated by SceGAN maintained proportions

of  intervals  when the inverse  of  TTC is  used to measure the risk
level.  Moreover,  IOU  and  t-SNE  were  combined  to  quantify
coverage,  and the results  indicated 79.84% coverage for  the same
number  of  scenarios  generated,  which  increased  to  93.98%  with
50,000 scenarios generated.

SceGAN primarily  demonstrates  its  effectiveness  in  generating
cut-in  scenarios.  This  method  has  the  capability  to  generate  a
variety  of  other  scenarios,  including  multivehicle  cut-ins,
overtaking maneuvers, and car-following scenarios. Achieving this
versatility  requires  adjusting  the  input  attributes  and  features  to
suit specific circumstances.

SceGAN  achieves  a  significant  increase  in  the  number  of
scenarios,  and  the  generated  data  are  all  over  each  risk  interval,

which solves the problems of insufficient numbers and low quality
of  existing  test  scenarios.  However,  one  of  the  difficulties  in
autonomous  vehicle  testing  is  the  specific  discovery  and
generation of safety-critical scenarios; subsequent research should
focus on designing and implementing conditional generation test
scenario  methods.  In  addition,  during  actual  driving,  various
environmental  factors  may  influence  autonomous  vehicles,
including  weather  conditions  and  traffic  infrastructure.
Consequently, other factors should be considered in the attributes
of SceGAN, and a scenario library with different complexities and
driving behaviors should be constructed.

Replication and data sharing
The  highD  dataset  is  available  at  https://levelxdata.com/highd-
dataset.
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Fig. 5    Trajectories of cut-in scenarios.

 

Table 4    Numbers and proportion of scenarios generated in different risk levels

Set
High risk Medium risk Low risk Safe scenario

Num Prop Num Prop Num Prop Num Prop
Original 28 1.10% 103 4.04% 1,299 51.00% 1,117 43.86%

2,547 31 1.22% 109 4.28% 1,296 50.88% 1,111 43.62%
3,000 39 1.30% 127 4.23% 1,537 51.23% 1,297 43.23%
5,000 66 1.32% 215 4.30% 2,572 51.44% 2,147 42.94%

10,000 136 1.36% 434 4.34% 5,086 50.86% 4,344 43.44%
20,000 272 1.36% 876 4.38% 10,134 50.67% 8,718 43.59%
50,000 670 1.34% 2,185 4.37% 25,630 51.26% 21,515 43.03%
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