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Abstract— The Three-Dimensional Interferometric Inverse
Synthetic Aperture Radar Imaging (3D InISAR) method tackles
the interpretability challenges associated with two-dimensional
ISAR. It achieves this by providing a 3D representation of
the target, offering a more comprehensive understanding of its
shape and features. However, this approach faces challenges
related to interferometric measurement ambiguity, especially in
operational scenarios where factors such as target type and
range of the target come into play. Conventional methods for
interferogram unwrapping used in Interferometric SAR systems
for topographic mapping cannot be directly applied to man-made
objects in ISAR due to the discrete nature of ISAR imaging,
which violates the assumption of spatial continuity. To address
these issues, various multi-receiver solutions have been proposed
in the literature. This paper introduces a different approach: a
maximum likelihood-based dual-frequency technique applied to
3D InISAR imaging. Leveraging the frequency diversity inher-
ent in a wideband receiver and utilizing two non-overlapping
sub-bandwidths, this method effectively resolves measurement
ambiguity. Testing the method in a simulated scenarios highlights
the enhanced reconstruction abilities of the method and the
benefits of utilizing extended physical baselines.

Index Terms— Interferometry, ISAR, dual-frequency, 3D imag-
ing, 3D InISAR, phase unwrapping, phase ambiguity, automatic
target recognition.

I. INTRODUCTION

THREE-DIMENSIONAL InISAR has been shown to be
very effective in terms of three-dimensional reconstruc-

tion capabilities [1]. The primary objective of acquiring a
three-dimensional reconstruction of a target is to enable
accurate identification. The use of 2D ISAR images for the
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Automatic Target Recognition (ATR) task presents challenges
due to the lack of information about the Image Projec-
tion Plane (IPP) [2]. However, with a 3D reconstruction of
the target the IPP issue can be overcome, improving the
classification process. Recently, researchers have proposed
different approaches to address the three-dimensional target
classification task [3], encompassing both classical model-
based techniques [4], [5] and neural networks [6], [7].

Despite the advancements provided by this imaging tech-
nique, there is still a problem to be addressed. The
reconstruction procedure is based on the assumption that the
interferometric phase measurements are unambiguous (i.e.,
there is no phase wrapping), because phase differences that
are integer multiples of 2π cannot be distinguished. In general,
the measured interferometic phase θm(p) of the p-th pixel:

θm(p) = θ(p)+ k(p) · 2π (1)

where θ(p) ∈ (−π, π] is the real interferometric phase of the
p-th pixel and k(p) ∈ Z is the ambiguity number of the p-th
pixel. The 3D InISAR technique utilises vertical and horizontal
baselines arranged in an “L” shape. The occurrence of phase
wrapping along these baselines impacts the quality of the final
target reconstruction. The phase ambiguity depends on three
factors: the operating wavelength of the system, the maximum
target dimension (at any aspect) and its distance from the
radar [8]. While the system’s wavelength can be properly
adjusted during design, the other two parameters remain
unpredictable. Typically, the system is designed to function
within a specific range of target sizes by selecting suitable
antenna baselines [9], which can be a limit in operational
scenarios. It is important to highlight that as the length of the
baselines increases, height estimation accuracy improves [10]:

σh =
λR
2πd

· σφ , (2)

where σh is the standard deviation of the height estimation,
λ is the operating wavelength of the system, R is the radar-
target distance, d is the baseline length and σφ is the measured
phase accuracy. Therefore, employing longer baselines would
be advantageous for the system, provided phase ambiguity
is avoided. In order to enhance the surveillance capability
of the system, it is necessary to actively tackle the phase
wrapping problem. Recently the dual orthogonal baselines 3D
InISAR approach has also been used within a flying drones
swarm [11] to image maritime targets [12]. In that specific
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Fig. 1. Drone-based 3D InISAR configuration. Dsa f e is the minimum safe
distance that must be kept among the drones, while dmax is the maximum
unambiguous baselines size. Drone C is a TX/RX, while drones H and V
are RX only.

scenario the possibility to use longer baselines without having
phase wrapping problems would be extremely useful, since the
drones must keep a certain distance when flying in formation
(Fig. 1) for safety reasons. This minumum distance could
be greater than the maximum unambigous baselines length,
leading to inaccurate three-dimensional reconstruction of the
targets.

The problem of phase unwrapping in the Interferometric
Syntetic Aperture Radar (InSAR) systems is well-known in
literature [13], since InSAR is powerful technique for the
monitoring of many important geophysical parameters [14],
[15] (e.g., surface height, ground deformation, land cover char-
acterisation). Due to its ill-posed nature, the single baseline
phase unwrapping problem depends on the phase continuity
assumption in order to determine a unique solution. Usually,
it is assumed that any two neighboring pixels have an absolute
phase difference not greater than π ; this may be not true,
for example, for high-frequency and large baseline systems,
or when the SAR system is illuminating steep mountainous
terrain. In the Interferometric ISAR, since we are imaging
non-cooperative man-made object, the hypotheses of phase
continuity does not apply due to the point-like structures in the
image. This poses a significant limitation since conventional
single baseline methods cannot be applied in such cases.
One way to overcome the continuity requirement, is to use
multi-baseline or multi-frequency systems [16] to obtain a
well-posed problem. The first category uses multiple physical
baselines in order to exploit the spatial diversity to measure
different interferometric phase values and disambiguate the
measurements. The main drawback of this approach is that
the system would require a receiver for each new antenna, and
each receveir chain would require a precise timing distribution,
leading to an increment of costs and complexity. The second
approach moves the burden in the frequency domain, by uti-
lizing a single baseline and dividing the spectrum in two [17],
[18], [19] or more sub-bandwidths [20]. This system could
work with a single-receiver and a bank of pass-band filters, but
obviously a wide overall bandwith would be necessary in order
to keep the range resolution reasonable for the application,
since the range resolution is given by the frequency span of
the single sub-bandwidth.

To the authors knowledge, the phase unwrapping for a
dual-baseline 3D InISAR system has been addressed only

Fig. 2. Geometry of the radar-target system.

once by Wang and Chen [21] by exploiting a gradient-based
approach [22]. There is another work about phase unwrapping
for 3D InISAR by Yuan et al. [23], and it works by determining
a bound for the ambiguity number, but it is applied to a
bistatic geometry. The focus of this paper is the analysis
of the applicability of the multi-frequency techniques to the
3D InISAR, to overcome the phase continuity hypothesis,
and eventually enhance the surveillance capabilities of the
system. The research aims to determine its suitability for the
system and comprehensively understand its advantages and
possible limitations. The proposed technique will be validated
using a point-like simulated target, while an electromagnet-
ically simulated target will be used to understand how the
bandwidth splitting affects the result. These validation exper-
iments are intended to assess the accuracy and effectiveness
of the method, providing a comprehensive evaluation of its
performance.

The paper is organized as follows. In Section II the system
model and the geometry are introduced, followed by the
multi-baseline and multi-frequency systems essentials. The
Section III presents the Maximum Likelihood (ML) estimation
approach for the phase unwrapping from the statistical model
of the phase measurements, to the specific application in
InISAR imaging. The results obtained by using the point-like
boat are shown in Section IV. Finally, conclusions will be
drawn in Section V.

II. SYSTEM MODEL

The interferometric system consists of two baselines, posi-
tioned in the azimuth and elevation directions, respectively dH

and dV , and equipped with three receivers, C , V and H . The
central antenna C works also as a transmitter. The antennas
are situated on a plane that is perpendicular to the Line-Of-
Sight (LOS), which represents the straight line connecting the
centers of the antennas and the target. It is assumed that the
target is located in the far-field region. The diagram illustrating
the system’s geometry can be found in Fig. 2.

The phase center of the antenna array is located at the
origin of the reference system Tξ , which is integrated within
the radar system. The LOS is aligned with with ξ2 and
the distance between the radar and the target is denoted
as R0. �T (t) denotes the angular rotation vector applied
to the target’s center O . The projection of �T (t) onto the
plane perpendicular to the LOS determines the effective rota-
tion vector, �e f f (t). The Image Projection Plane (IPP) is
the plane perpendicular to �e f f (t). In order to obtain the
three-dimensional reconstruction of the target, the modulus
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Fig. 3. Ambiguity regions of the system for a three different maximum target sizes at 10 GHz. The charts show five different operative points that represent
five different baseline lengths and a target range of 1 km.

Fig. 4. Ambiguity regions of the system for a three different target ranges at 10 GHz. The charts show five different operative points that represent five
different baseline lengths and target maximum size of 25 meters.

�e f f = ∥�e f f ∥ (it is assumed that during the integration
time Tint the vector �e f f (t) is not varying, so the index t is
dropped) and its direction ψ must be estimated. By using the
relation that exist between the doppler frequency measured by
the central channel and the interferometric phases, 1θH and
1θV , along the two baselines [8]:

νC = −
R0�e f f

2π

(
1θH

dH
cosψ +

1θV

dV
sinψ

)
, (3)

and the Linear Least Square (LLS) estimates �̃e f f and ψ̃ can
be found. Further details about the estimation procedure are
provided in the Appendix.

The interferometric phase term is a function of the target
height, the target-radar geometry and the radar parameters.
Zhang et al. [10] studied the effect of the baselines length
on the target altitude estimate accuracy: in order to minimise
the altitude measurement error, the baselines must be as large
as possible. At the same time the range ambiguity must be
considered, because the phase difference will be a periodic
function with a period of 2π . The height measurement is
unambiguous only if:∣∣∣∣2πhdi

λR0

∣∣∣∣ < π , i ∈ [H, V ] , (4)

where h is the height measurement, R0 is the radar-target
distance, λ is the central wavelength of the system and di

is the length of the baselines along the horizontal and vertical
directions. The bound of the height measures are given by:

−
λR0

2di
≤ h ≤

λR0

2di
, i ∈ [H, V ] . (5)

It is clear that there are conflicting requirements on the
baselines length di : we would like to use long baselines to
minimize the effects of the height measurement error, but we
also need to keep the baselines length below the ambiguity
limits.

The three charts in Fig. 3 represent the ambiguity regions
of an hypothetical system at 10 GHz, for different target
sizes and a radar-target range of 1 km. The white triangles
represent the points in the ambiguity chart where the system is
working for different baseline lengths. The illustrated baseline
lengths are the same used for the simulation in Section IV.The
unambiguous region shrinks when the target gets bigger.
To obtain a good 3D image of a big target, it should be very
far from the radar and the interferometer baselines should be
very short. Fig. 4 presents a similar information, but here there
are different plots for different radar-target ranges. The target
maximum size is fixed to 25 m. To obtain an unambiguous
phase measurement with a 3 m long baseline of such a target,
it should stay at 5 km from the radar. These two figures
provide valuable insights into how the operational scenario’s
characteristics can negatively impact the performance of the
3D InISAR system.

A. Multi-Baseline Approaches

Different solutions have been proposed to address the
InISAR phase ambiguity by using multiple receivers. More
specifically, in [10] two unambiguous antenna pairs are used
to estimate the angular motion parameters of the target
(measuring-angle antenna set) and other two antenna pairs,
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Fig. 5. Multi-baseline 3D InISAR [24].

with longer baselines, are exploited to image the target (imag-
ing antenna set).

In another work [24] a similar geometrical antennas con-
figuration with 5 receivers is used and the ambiguity is
addressed by solving a Linear Diophantine Equation (LDE)
[25] that allows to obtain the integer ambiguity numbers
and unwrap the interferometric phases. The structure of the
antennas is depicted in Figure 5. In this paper two different
scenarios are analysed: in the first case, the position of the
first antennas pair is within the unambiguous limits (Fig. 5,
H1C and V1C); in the second one, all four receiving antennas
are freely placed along the two orthogonal baselines direc-
tions. The authors demonstrated that this method yields a
substantial improvement in estimation accuracy under high
SNR conditions. However, its performance degrades rapidly
when the SNR is low due to the numerical sensitivity of
the LDE. Ma et al. [26] proposed a solution to mitigate the
noise sensitivity of unwrapping methods based on modular
arithmetic. They introduced a multi-baseline InISAR system
with N antennas, which incorporates a Constant False Alarm
Rate (CFAR) detection approach alongside cluster analysis in
the ambiguity numbers’ space.

The different multi-baseline configurations are effective
against the phase wrapping problem and it has been proven
that can provide valid three-dimensional reconstructions of
the illuminated target. The drawback of these approaches is
the near doubling number of antennas (and receiving chains
consequently) and the overall increased complexity of the
imaging system.

B. Proposed Dual-Frequency Approach

In this study, our approach aims to resolve the phase
ambiguity by shifting the diversity from the spatial domain,
similar to what multi-baseline systems achieve, to the fre-
quency domain. The main point of a generic multi-channel
system is acquiring more interferometric phase measurements
of the same underlying geometry. Despite the variations in
the measurements due to different baselines or frequencies, all
these measurements are related to the same physical object.

This paper will focus on a dual-frequency system.
In Figure 6 is sketched the structure of the single receiver: the

Fig. 6. Generic spatial channel of the interferometer.

bandwidth of the received signal is split into two sub-bands by
using two bandpass filters. The subscript U and L mean Upper
and Lower. This is done for each spatial channel. This allows
us to obtain two interferograms per baseline, one interfero-
gram for each sub-band. Regarding practical implementation,
a major attraction of this this approach is that it does not
require additional hardware, as it splits the signal following
reception. This method is also suitable for re-processing of
previously captured data to extract additional information.

Clearly there are some drawbacks associated to the band-
width splitting. The first one is related to the range resolution
loss: by dividing the bandwidth B in half, we are doubling
the range resolution 1R of the system (Eq. 6), because the
imaging is being done with the sub-bands (i.e, two images per
spatial channel are formed):

1R =
c

2Bi
, i ∈ [U, L] (6)

where Bi = B/2 and c is the speed of light in a vacuum.
Subscript index i is omitted from 1R because the range
resolution is the same in both frequency channels. So the
overall bandwidth of the system should be wide enough
to guarantee a sufficiently fine range resolution after the
bandwidth splitting. At the same time, the main bandwidth
cannot be too broad, because it would lead to misregistration
problems in the following stages of processing. After the sub-
bands partition, the scattering centres are extracted from the
images. Therefore the images need to be properly aligned,
because the same scatterer must be in the same range-Doppler
position in both images. The cross-range resolution in the
ISAR images is given by:

1C Ri =
λi

21θ
, i ∈ [U, L] (7)

where λi = c/ fi is the central wavelength of the i-th
channel and 1θ is the total angular variation of the target
(i.e., the integration angle in azimuth). If the two central
frequencies of the two sub-bands are far apart from each
other, the cross-range resolutions 1C Ri of the images - since
it directly depends on the central wavelength (Eq. 7) - will
be too different, and it will lead to misregistration errors.
In order to better understand what happens by deploying wider
bandwidths in terms of image coregistration (as it is shown
in 7), and therefore larger relative differences between the
two sub-bandwidths, an electromagnetically simulated target
is used. This analysis focuses on this kind of target because it
offers a more accurate representation of a real object, whereas
a point-like target would not deliver comparable insights
into the phenomenon (i.e., we would not obtain significant
differences between the images coming from upper and lower
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Fig. 7. Pseudo-color representation of the superimposition of the images
obtained in the two frequency channels. The images correspond to increment
of the relative difference of the central frequencies from 1% to 11%. This
comparison highlight the effect of the relative difference of the central
frequencies has on the quality of the coregistration.

sub-bands). The data used in this section was simulated by
the Air Force Research Laboratory (AFRL) in 2004 by using
Xpatch [27] EM scattering code and a CAD model of a
backhoe. These data can be requested for free from AFRL
Sensor Data Management System (SDMS) website. To quan-
tify the effect of the relative frequency distance between the
two channels, two different metrics are used to analyse the
differences between the image formed in the upper channel
and the image formed in the lower channel. Fig. 8 shows the
Mean Square Error (MSE) and the Mutual Information (MI)
[28], [29] calculated between the images obtained from upper
and lower bandwidths for different values of channels relative
distance. By increasing the relative distance, the images start
to be significantly different, therefore the MSE increases and
the MI decreases. In Fig. 7 this effect is shown visually: each
image is the superposition of the ISAR images obtained in the
two frequency channels using a pseudo-color representation,
with white indicating a good overlap. The image in the upper
left corner is generated using a relative difference between the
two central frequencies (i.e., the difference normalised w.r.t.
the central frequency of the system - 10 GHz in this case) equal
to 1% (Bi = 100 MHz), while the image in the lower right
corner has a relative difference equal to 11% (Bi = 1.1 GHz).
Where the relative difference is larger, the overlap between the
two images decreases and it could lead to errors in the latter
stages of processing.

In Fig. 9 the block diagram of the whole processing pro-
cedure is illustrated. As introduced before, the full-bandwidth
signal coming from each spatial channel is divided into two

Fig. 8. Mean Square Error and Mutual Information evaluated between the
image formed in the upper frequency channel and the image formed in the
lower frequency channel.

sub-bands and a range-Doppler (RD) image for each sub-band
is formed. The scattering centres are extracted from the upper
bandwidth image by using a CLEAN [30] technique, and
the position in the RD plane of the extracted scatterers is
used to extract the scatterers from the lower sub-band (and
this is the reason why a proper registration between the two
RD images is critical). This is done for each spatial channel.
After the scattering extraction, four different interferograms
are formed, two for the vertical baseline and two for the
horizontal baseline. The ambiguous interferometric phases
and the associated coherence values are then used by the
Maximum Likelihood estimator to find the right interferometic
phase values for each baseline, the LLS estimates �̃e f f and
ψ̃ are calculated (as it is shown in Section II and in the
Appendix) and the three-dimensional representation of the
target is obtained. In the following section the Maximum
Likelihood-based technique used for the phase unwrapping is
discussed.

III. MAXIMUM LIKELIHOOD PHASE UNWRAPPING

The phase statistic used for the phase unwrapping was
obtained for Interferometric SAR applications [31], which
implies different underlying statistical assumptions about the
observed scene with respect to the ISAR imaging of man-
made targets. Despite these differing hypotheses, the core
phenomenon of phase wrapping is fundamentally the same in
both Interferometric SAR and Interferometric ISAR contexts.
This similarity extends to the aspects of decorrelation, such
as the effects of Signal-to-Noise Ratio and changes in aspect
angles. Therefore the shared underlying phenomena across
Interferometric SAR and Interferometric ISAR supports the
feasibility of using the same phase statistic model in both
scenarios. Eq. 8, as shown at the bottom of the next page,
is the probability density function (pdf) of φ (the measured
phase value) given φ0 (the nominal phase value), with an
interferometric coherence value γ , for the single pixel [20].
We can rewrite Equation 8 by using the following relation [8]:

φi =
4πd
λi R0

h , i ∈ [U, L] (10)
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Fig. 9. Block diagram of the system. The vectors τ and ν contain the range-Doppler coordinates of the extracted scatterers, while the vectors 1θV and 1θV
are the unwrapped interferometric phases. V, C and H refer to Vertical, Central and Horizontal antennas, U and L stand to Upper and Lower bandwidths. For
example: V CU is the interferogram evaluated between the Vertical and the Central spatial channel, within the Upper bandwidth.

Fig. 10. Frequency representation of the spectrum splitting.

where d is the length of the baseline, λi is the wavelength
associated to the central frequency of the i-th channel, R0 is
the range of the observed target and h is the height of the
scatterer. Therefore, by substituting Eq. 10 in Eq. 8 we obtain
Eq. 9, as shown at the bottom of the page. Note that the pdf
of Eq. 8 is periodic with 2π , thus Eq. 9 will be periodic too in
the height domain. It means the single phase measurement is
ambiguous and the real height value cannot be retrieved cor-
rectly. In order to solve this ambiguity we need additional and
independent phase measurements. To achieve that, the overall
bandwidth of the system is splitted in two sub-bandwidths
(Fig. 10) and two different interferograms are obtained, one for
each frequency channel. Therefore, by having 2 independent
phase measurements, where the independence it is satisfied
by exploiting nonoverlapping bands [32], the dual-frequency
(DF) likelihood function can be written as:

fDF (φ|h) = fU (φ|h, γU , λU ) · fL(φ|h, γL , λL) , (11)

where γi and λi are the coherence and the wavelength for
i ∈ [U, L]. The Maximum Likelihood Estimation of the
unambiguous height is given by:

ĥM L = arg max
h

fDF (φ|h). (12)

While other choices may be made in terms of splitting the
bandwidth, such as overlapping frequency regions, we decided
to consider a non-overlapping division in order to obtain two
independent processes. Whilst this may not be necessarily the
optimal solution, it provides a close form solution that can
be readily analysed. Fig. 11 illustrates the principle visually.
The probability density functions shown in these plots are
derived from two randomly chosen coherence values, γU and
γL , along with a randomly selected height value. The baseline
length and frequency values are specified in the figure caption.
The right plots display the two marginal probability density
functions fi (φ|h, γi , λi ) of the measurements, highlighting
the ambiguity caused by the presence of multiple peaks
in the probability density functions. The width of the peaks of
the pdf is determined by the value of γ (i.e., the uncertainty of
the interferometric phase measurement). The lower the γ , the
broader the peaks, indicating higher uncertainty. On the left
plots, the joint probability density function fDF (φ|h) is shown,
and a distinct maximum can be observed. This maximum
corresponds to the maximum likelihood (ML) estimation of the
height. One important thing to notice is how the low coherence
values can negatively affect the quality of the estimation,
by reducing the tapering of the DF likelihood function.

f (φ|φ0) =
1

2π
1 − |γ |

2

1 − |γ |2 cos2(φ − φ0)
·

{
1 +

|γ | cos(φ − φ0) cos−1
[
−|γ | cos(φ − φ0)

]√
1 − |γ |2 cos2(φ − φ0)

}
(8)

fi (φ|h, γi , λi ) =
1

2π
1 − |γi |

2

1 − |γi |
2 cos2

(
φ −

4πd
λi R0

h
) ·

1 +

|γi | cos
(
φ −

4πd
λi R0

h
)

cos−1
[
−|γi | cos

(
φ −

4πd
λi R0

h
)]

√
1 − |γi |

2 cos2
(
φ −

4πd
λi R0

h
)

 , i ∈ [U, L]

(9)
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Fig. 11. Example of Maximum Likelihood Estimation of the height of a
scatterer @ d = 5 m, fU = 10.15 G H z, fL = 9.85 G H z. In the first row,
the coherence values are high, thus the peaks are sharper and the resulting
dual-frequency probability density function has a strong tapering. In the
second row, the peaks are broader and the tapering on the likelihood function is
weaker becuase the coherence values are lower. This behavior, if the coherence
is really low, leads to wrong height estimations.

In each sub-band interferogram, there exist scatterers that
exhibit a frequency coherent behavior. These scatterers, known
as frequency-coherent scatterers [33], demonstrate a linear
phase variation along the frequency. This information would be
very useful to identify and reject scatterers that do not exhibit
frequency coherence, thereby enhancing the accuracy of our
final results. However, in our specific case, it is challenging
to demonstrate this linear behavior since we are utilizing
only two sub-bands (i.e., since we have only two points we
will always find an exact linear fitting, even if wrapping
occurred). This information is still valuable to analyse the
performace of the ML-based unwrapping procedure, because
it has been observed to fail for some scatterers. This issue
is observed in cases where phase wrapping occurs between
the two sub-bands, causing a deviation from the expected
linear relationship between the phases of scatterers observed
at different frequencies. An example is given in Fig. 12 by
using the data introduced in Section II-B.

Yet another factor to consider is the limitation associated
with the search interval for heights in the ML method. The DF
likelihood function will also demonstrate periodic behavior,
but with a longer period compared to the single frequency
pdf. This implies the need for a reasonable choice of the
search interval to prevent the occurrence of multiple peaks.
The width of the unambiguous height interval increases as
the number of independent phase measurements rises, thereby
allowing for a relaxation of constraints on the selection of
the height interval by employing a greater number of sub-
bandwidths. To accomplish this, maintaining the independence
of phase measurements by keeping the sub-bands separate

Fig. 12. The two images are two portions of the interferograms evaluated in
the two different frequency channels and the red markers identify the positions
of the extracted scatterers. By observing the leftmost scatterer it is possible
to notice that the phase wraps from one frequency channel to the other. For
this scatterer the phase unwrapping will fail.

would require a receiver with a wider bandwidth. If a
wider bandwidth receiver cannot be deployed, using smaller
sub-bands could be an alternative, although it would further
degrade the system’s range resolution. This limitation can be
addressed by adopting sub-bandwidths that overlap, though
this will be the subject of future research.

IV. POINT-LIKE SIMULATED TARGET

The simulation is ran 10 times for each baselines length
and for each Signal-to-Noise Ratio (SNR) value. The Root
Mean Square Error (RMSE) is used as a quality metric in two
different ways. The first one is the RMSE evaluated on the
reconstruction:

RMSEREC =

√√√√ 1
M

M∑
m=1

ρ2
m , with (13)

ρm = min
pl

√∑(
pl − pm

)2 (14)

where pm are the model scatterers positions, pl are the
estimated scatters positions and M is the number of extracted
scatterers. For each scatterer of the reconstruction, the closest
scatterer from the model is selected and the distance is
evaluated. However, relying solely on this measure could
potentially lead to misinterpretation of the results. This is
because it does not assess the error between the exact pairs of
scatterers; rather, it uses the distance to the closest scatterer
in the model. Consequently, an incorrect reconstruction might
exhibit a RMSE similar to that of a well-reconstructed one,
thereby affecting the interpretation of the final outcome.

To further assess the quality of the reconstruction, the
RMSE of the LS estimation of the effective rotation vector
�e f f is used:

RMSEL S =

√√√√ 1
M

M∑
m=1

[Zm − (bXm + aYm)]2 (15)

where all the quantities involved are detailed in Eq. 18 in the
Appendix and M is the number of extracted scatterers.

In the RMSEs evaluation we got some outliers, that are
usually due to problems that can arise during the scatterers’
extraction procedure. Thus only 9 (out of 10) simulation results
have been averaged and shown in the following plots. After
evaluating the mean value and the standard deviation of all the
obtained RMSEs values, the Z-score [34] of the measurements
is calculated and the value with the highest Z-score (in
absolute value) is discarded. In Table I the parameters of
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Fig. 13. Dual-frequency results. Left plots: RMSE against the SNR for
different baselines lengths. Right plots: RMSE against the baselines length
averaged for different SNRs.

TABLE I
PARAMETERS OF THE POINT-LIKE TARGET SIMULATION

the simulation are detailed. The SNR values are measured
in the ISAR images, not on the raw data. The maximum
unambiguous baselines length for this scenario is:

dmax =
λR0

2h
= 1.2 m , (16)

where λ = 0.03 m (carrier frequency fc = 10 GHz),
R0 = 1000 m and the maximum target dimension (i.e., its
length) h = 25 m. Therefore all the baselines length used
for the simulation are ambiguous, as previously shown in
Fig. 3 and Fig. 4. The single-frequency (SF) system used
for the comparison exploit the whole system bandwidth (i.e.,
600 MHz).

In Fig. 13 the results for the DF system are plotted. Both
RMSEREC and RMSEL S are decreasing for raising values
of the SNR and that was predictable; but they are also
decreasing for longer baselines length. Increasing the baselines

Fig. 14. Single-frequency (ambiguous) results. Left plots: RMSE against the
SNR for different baseline lengths. Right plots: RMSE against the baselines
length averaged for different SNRs.

length jointly with a technique to obtain unambiguous phase
mesurements improves the final results.

The same does not hold for the ambiguous system. Fig. 14
summarizes the performance of the single-frequency system.
The RMSEREC and RMSEL S saturate independently from the
SNR value, which is reasonable considering that, whatever
the level of the noise is, the system is processing ambiguous
phase measurements. The system behaves in a similar way if
the analyse the performance against the baselines length.

Fig. 15 and Fig. 16 give a visual confirmation of what
is is shown in the previous performance plots. In both fig-
ures, subfigures (a) and (c) display the overlay of the target
model (marked with red circles) and the reconstructed target
(indicated by blue dots). Subfigures (b) and (d) illustrate
the two-dimensional least squares (LS) fitting employed to
estimate �e f f and ψ . The metrics presented above each
subfigure are computed in accordance with Eq. 14 and Eq. 15.
The different axes extent that is obtained on the LS fitting
plots are due to the different interferometric phase values
obtained in the two cases: in the Single Frequency scenario,
the interferometric phases are wrapped, confined within a 2π
interval. Conversely, in the Dual Frequency case, these phases
are unwrapped, resulting in generally larger absolute values.
This distinction accounts for the differing scales observed in
the plots. The accuracy of the DF system increases with the
length of the baselines, minimising the height mesurement
errors. In Tab. II the results of the LS estimation of �e f f and ψ
provide another evidence of the efficiency of the approach. The
SNR value of 18 dB marks the point below which we begin
to see a noticeable reduction in the system’s reconstruction
capabilities. It’s worth acknowledging the gain that can be
attained by deploying of an extended baseline.

Fig. 17 shows the comparison between the average perfor-
mances of the two approaches, confirming the gain obtained by
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Fig. 15. These results are obtained by using equal baselines of length
21 m and a SNR of 18 dB. Plots (a) and (b) refer to the SF system, while
(c) and (d) refer to the DF system. The DF technique can correctly retrieve
the effective rotation vector and reconstruct the target.

TABLE II
COMPARISON OF THE EFFECTIVE ROTATION VECTOR

ESTIMATION RESULTS

using the DF technique. Here the saturation of the RMSEREC

and RMSEL S in the single-frequency case is more evident.
This analysis concludes with an examination of how the

separation of the central frequencies of channels affects perfor-
mance, as depicted in Fig. 18. For this evaluation, the relative
separation between the two central frequencies ranges from
1% to 7%. The results previously presented were obtained with
a relative separation of 3%. The central frequency is equal to
10 GHz. It’s important to note that the system’s total band-
width adjusts in response to changes in channel separation.
This adjustment is due to the assumption that the receiver’s
bandwidth is divided equally between the two channels; thus,
increasing the separation between the channels correspond-
ingly expands the overall bandwidth. The observed decrease
in accuracy at a 1% separation is attributed to the limited
range resolution resulting from an overly narrow bandwidth.
However, the benefits from longer baselines are still observed.
As the frequency separation increases, performance improves

Fig. 16. These results are obtained by using equal baselines of length 3 m and
a SNR of 18 dB. Plots (a) and (b) relate to SF, while (c) and (d) correspond
to DF. Though reconstructions exhibit marginal distinction, plots (b) and
(d) highlight DF’s enhanced LS estimation of the effective rotation vector.

Fig. 17. The SF system is represented by the red curves, while the DF system
is denoted by the green curves. The improvement is evident in both metrics,
where is possible to appreciate how the usage of the unwrapping technique
allows to gain accuracy by deploying longer baselines.

for shorter baselines, but errors begin to rise with longer base-
lines. Employing a broader frequency spacing enhances the
system’s sensitivity to interferometric phase variations across
frequencies while reducing susceptibility to errors caused
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Fig. 18. The first row shows the RMSE obtained on the reconstruction. The
second row shows the RMSE of the LS estimation. On the left plots, the curves
are obtained by averaging the results for every baselines length. The right plots
are obtained by averaging for every SNR.

by interferometric phase standard deviation, thereby yielding
an overall performance gain. Furthermore, longer baselines
also enhance the system’s sensitivity to interferometric phase
variations across frequencies, contributing to this performance
improvement. The combined effects of broad frequency spac-
ing and extended baselines may lead to the wrapping of
interferometric phases across frequencies, a phenomenon we
previously encountered in Section III, Fig. 12. Notably, the
graph located in the lower right corner of Fig. 18 shows that
the error on the LS estimation, tends to 3 for configurations
involving wide frequency spacing and long baselines. It is the
same saturated value that was obtained while simulating the
Single Frequency, ambiguous, system. Given these findings,
additional research is necessary to thoroughly examine the
constraints and, consequently, the applicability of this method.

V. CONCLUSION

In this work the problem of the phase unwrapping for
3D-InISAR system is analysed. The proposed approach tries
to tackle the ambiguity of the measured phases along the
two orthogonal baselines by using two different frequency
channels. The obtained results suggest that technique actu-
ally improves the quality of the final three-dimensional
reconstruction providing unambiguous interferometric phase
measurements and harnessing the benefits of utilizing longer
baselines.

At the same time, it is crucial to bear in mind the limi-
tations. The primary highlighted concern arises from image
misalignment, which depends on the width of the two sub-
bands. Another significant aspect to address is about the ability
of the system to disambiguate a couple of interferometric
phase measurements when they are not consistent along the
frequency dimension (i.e., when phase wrapping occurs in

the frequency domain). We have shown that increasing both
the separation between frequency channels and the length of
baselines can lead to ambiguous data. While tight frequency
spacing ensures better alignment between the two channels,
it may lack the necessary frequency diversity for effective
interferometric phase unwrapping. On the other hand, broad
frequency spacing achieves greater frequency diversity but at
the cost of registration errors and, depending on the geometry,
potentially negative impacts on reconstruction quality. This
issue will be subject to detailed exploration in upcoming
research. Moreover, the quality of the reconstruction can suffer
due to the effects of spatial decorrelation when using very long
baselines. This aspect is crucial and should not be neglected.
It is important to note that this particular issue might not
be noticeable when working with simulated point-like targets.
This is because the scatterers in such cases are isotropic, and
the spatial decorrelation effect does not occur.

A. Future Works

The first future activity will be the application of this
method to a real dataset, in order to fully understand the
feasibility of the technique in a real scenario. It will also give
an insight regarding the effects of the spatial decorrelation.

After that, the research effort will be focused on analysing a
multi-frequency system with more than two channels in order
to understand if having more phase measurements would help
to discern the phase behaviour of a certain scatterer is con-
sistent (i.e., coherent) in frequency. This kind of measurement
could also be used for outlier removal and to discard the phase
information that would only increase the height reconstruction
error.

Another important aspect that will be examinated is the
possibility to use overlapped sub-bands, since in this study
only non-overlapped bandwidths are used. The MLE approach
is based on the assumption of independent phase measure-
ments and this wouldn’t be true anymore by using overlapping
frequency channels. The advantage of such a configuration
would be the use of more frequency channels keeping the
overall bandwidth of the system unchanged. Furthermore,
it would allow to use larger sub-bands, mitigating the range
resolution loss of the system.

APPENDIX
EFFECTIVE ROTATION VECTOR LSE

Given the relation between the doppler frequency measured
by the central channel and the interferometric phases, 1θH

and 1θV , along the two baselines:

νC = −
R0�e f f

2π

(
1θH

dH
cosψ +

1θV

dV
sinψ

)
, (17)

we can rewrite it by considering only the m-th scatterer:

Zm = aYm + bXm , (18)

where Z = νC , Y = −
R0

2πdH
1θH , X = −

R0
2πdV

1θV , a =

�e f f cosψ and b = �e f f sinψ . Therefore it is possible to
estimate �e f f and ψ by estimating a and b, since Z , Y and X
are quantities measured by the system. Here we assume that
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the interferometric phases are unambiguous. The estimation is
done by calculating the regression plane:(

ã, b̃
)

= arg min
(a,b)

9(a, b) , (19)

with

9(a, b) =

M∑
m=1

[Zm − (aYm + bXm)]2 , (20)

where the subscript m refers to the m-th scatterers extracted
from the image and M is the total number of scatterers. Once
we derived ã and b̃, we can retrieve �e f f and ψ :

�̃e f f =

√
ã2 + b̃2 , (21)

and

ψ̃ = arctan
(

b̃
ã

)
. (22)
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