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ABSTRACT The growing antenna array scale, the uncorrelated fadings between downlink and uplink of
frequency division duplex (FDD) or analog beamforming design increases the difficulty of channel sounding
or estimation. Non-wireless channel detection or beam weight prediction method is a promising solution
to help obtain timely and accurate wireless channel state. Beamforming can be enhanced by the powerful
sensing capability of cameras, for which this paper proposes a straightforward beam weight prediction method
by implementing convolutional neural network (CNN) on images from cameras and a loss function based
on chordal distance for this paper’s task. Then a fusion method of visual detection and wireless sounding
is developed to further improve spectral efficiency. This fusion method also utilizes a codeword rotation
mechanism with Householder transform to save the notification overhead of visual detection results. A testbed
has been built to verify the proposed approach with field measurement data. The proposed straightforward
method is able to reach high spectral efficiency performance, and the fusion method could outperform

exclusive visual detection or wireless sounding with appropriate hierarchical codebook.

INDEX TERMS Beamforming, computer vision, hierarchical codebook.

I. INTRODUCTION

ITH the scale of antenna array growing larger, chan-

nel estimation will cost increasing computational and
wireless spectrum resources [ 1], which calls for introduction
of non-wireless detection methods, such as visual detection
[2]. Moreover, beam weight prediction performed by visual
detection could also promise a way to overcome the inherent
defect for frequency division duplex (FDD) mode [3] or
analog beamforming to obtain timely and accurate wireless
channel status [4].

To address the problems above, computer vision (CV)
aided beamforming has become a feasible solution. In our
previous work, CV was utilized to select mmWave beams
in LOS scenario with no or limited wireless overhead, for
mmWave signals have good directivity and similar propa-
gation characteristic as visible light [5]. In our work, visual
detection also can save lots of overhead in various scenes,
such as electromagnetic exposure control [6] for high-gain
arrays and over-the-air phase calibration [7] for phased
arrays. ViWi (Vision-Wierless) [8] is a data-generating frame-
work that does not only provide wireless data but combines

it with visual data taken from the same scenes, which is
enabled by 3D modeling and ray-tracing simulators that gen-
erate high-fidelity synthetic vision and wireless data. Based
on this simulation-generated dataset, researchers propose a
vision-based beam blockage prediction method, which uti-
lizes convolutional neural network (CNN) to predict whether
a communication target is blocked [9] as well as whether it
should be switched to another high frequency base station
[10] with captured RGB image. Furthermore, beam selection
could also be implemented by vision detection with the help
of CNN, which achieves high accuracy of mmWave beam and
blockage prediction [11]. The vision aided beam selection has
also been realized under multi-user scenario, with user selec-
tion network as the first step and beam selection network as
the second step [12]. Apart from images captured by camera,
LiDAR (Light Detection And Ranging) is also powerful in
guiding beam selection. In [13], a mmWave beamforming
communication system fused with LiDAR and camera has
been built, where blockage is detected via vision or LIDAR in
order to instruct frequent handoff. In [14], a LiDAR based fast
mmWave beam search approach has been proposed, which
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reduces beam search time and overhead in mmWave vehicle-
to-infrastructure scenario. However, current researches focus
on the combination of vision detection and the wireless signal
directivity, especially when mmWave or THz band is applied.
This might become degraded or even inapplicable in terms of
prediction performance when the wireless signal loses good
directivity, or in other words, the sparsity characteristic [15],
i.e., as in the case of sub-6GHz band. In addition, these studies
all regard beam prediction as a classification prediction task,
considering that codebook-based beam selection is the most
commonly used method in mmWave communications, but its
prediction performance is also limited by the discrete beam
selection mechanism.

In fact, applying universal approximation theory [16] on
the prediction of wireless channel might be a powerful solu-
tion of building the bridge between vision detection and
wireless detection. Utilizing the assumption that wireless
channel can be mapped from geometric position distribution,
wireless channel can be predicted by using geometry-related
measurements via deep neural network. Since the mapping
function exists at different frequencies, the wireless channels
at different frequency bands could also establish connections
with each other, which enables mutual prediction between
uplink and downlink channels in FDD system [17]. Similarly,
researchers in [18], [19], and [20] leverage the spatial cor-
relation between the sub-6 GHz and mmWave channels to
help reduce the high mmWave beam training overhead and
maintain reliable links with blockages. Object detection task
in CV is regarded as a typical positioning method, so it can
be a positioning technique for channel awareness purposes.
In [21], the wireless channel covariance matrix is proved
to be predictable based on scene image with user in it, and
the prediction task is implemented by CNN with simulation
generated dataset. The theoretical foundation of [9] and [11]
is also based on the mapping from user’s location to optimal
beam index. Although CV aided channel covariance matrix
and optimal beam prediction can bring indeed performance
improvements in multi-antenna communication, whether the
wireless channel itself or optimal beamforming weights can
be predicted with CV detection still needs theoretical analysis
and experimental verification.

Furthermore, other studies have not considered fusion
methods of vision and wireless detection, relying exclusively
on ML methods, which is not likely to take advantage of
wireless feedback once it were available.

This paper proposes a CV aided straightforward beam
weights prediction method, regarding beam prediction as a
regression task for broader frequency band generality. And a
hierarchical limited wireless feedback mechanism fused with
CV detection is introduced to enhance the performance. The
contributions of this paper are as follows:

o This paper reveals the mapping function from coor-
dinates of nodes in visual detection to wireless chan-
nel/optimal beam weights. And we prove that under the
assumption that the mapping function from geometric
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position to wireless channel exists, the prediction of
optimal beam weights can reach any arbitrary precision
with the knowledge of user equipment’s (UE) image
coordinates, and also enables approaching the maximal
achievable transmission rate with perfect channel infor-
mation.

« This paper proposes to use convolutional neural network
for constructing the bridge from captured RGB images
to optimal beam weights rather than beam index with
free pilot or feedback overhead. Visual Geometry Group
(VGG) network, one of typical forms of implementation
for CNN, is applied to accomplish this task. A loss func-
tion based on chordal distance is proposed and performs
better than MSE loss function.

o A method combining CV and limited wireless feed-
back is proposed to enhance the beam weight predicting
precision. CV prediction promises an overhead-free but
low-resolution weight prediction, meanwhile the sec-
ond step of hierarchical wireless feedback would raise
the detection resolution thus improving the spectral
efficiency. Then a codeword rotation mechanism is pro-
posed, which applies Householder transform to save
the overhead for CV prediction result notification. The
performance under different SNR, dataset and wire-
less feedback overhead is discussed, indicating that the
proposed fusion method outperforms individual CV or
wireless detection under certain conditions.

o A testbed of vision aided beamforming has been built
to collect image-wireless channel related dataset in an
indoor scenario at sub-6GHz frequency band. And the
proposed approach is verified by the field measurement
data. Beyond that, two sets of environment data have
been collected, which are used for verifying the pro-
posed method’s generality for different environments
with the help of transfer learning.

The paper is organized as follows. Section II describes
the problem and system model for CV-aided beamforming
system. Section III introduces the feasibility of vision-based
beam weight prediction and proposes a straightforward pre-
diction method implemented by CNN. Section IV introduces
a hierarchical limited feedback method fused with visual
detection. Section V presents our testbed for wireless and
vision fusion experiment, and then shows the experiment
results and analysis. And finally, section VII draws the con-
clusion.

Il. SYSTEM MODEL AND PROBLEM FORMULATION
In a MISO system, the received signal can be expressed as:

y:hwa+n D

wherein h is the wireless channel, w denotes the beam weight
vector, x is the transmitted signal and 7 is the noise. With SNR
0, the achievable data rate with analog beamforming can be
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expressed by [17]:

2
R (h,w) = log, (1 +p ‘hHw‘ ) 2)

To maximize the achievable rate, the beam weight is repre-
sented as:

w* =argmax R (h, w)
weCMx1

st whlw =1 3)

However, the acquisition of wireless channel is usually
difficult especially when the number of elements in antenna
array grows larger. Due to the large array scale, the train-
ing overhead could be costly. Moreover, FDD transmission
design or analog beamforming would also limit the accuracy
of channel acquisition because of the limitation of sound-
ing and feedback mechanism. TDD systems, on the other
hand, are also subject to reciprocity loss, as the different
transceiver circuits in TDD systems can lead to asymmetric
links, especially if there are calibration errors in large-scale
arrays [22], besides the loss from time-varying effect of the
channel. So in this paper, we are going to look into this
problem from another perspective [5], [11]. Wireless channel
could be predicted by RGB images captured by cameras
[11], [13], [19]. But different from [11], [13], and [19], this
paper intents to directly predict optimal beam weight rather
than select if from predefined codebook, thereby enabling
the visual detection to cooperate with beam training process.
As for the difference between the deployment in FDD and
TDD systems, the former could directly use the proposed
method due to its inherent design, while the latter should
choose whether or not to use feedback for channel acquisition
and the corresponding ML method based on the degree of
circuit error.

This paper intends to minimize the difference between
achievable data rate with optimal beam weight and the data
rate with vision-based predicted weight. The optimization
problem is represented as:

. * N
weng\?le(h,w ) =R (h, W)

st whw =1 “)

wherein w is the vision-based predicted weight.

Optimization problem (4) has been used for finding effi-
cient and accurate wireless feedback approaches to maximize
the communication spectral efficiency in typical wireless
communication systems. In this paper, we propose to utilize
CNN to predict beam weight, and further propose a hier-
archical vision-wireless fusion method, which continues to
follow (4).

lll. VISION-BASED BEAM WEIGHT PREDICTION

In this section, we first state the feasibility of the vision-based
beam weight prediction, and then we introduce our straight-
forward prediction method from captured images to beam
weight, which could save wireless feedback and pilot over-
head.
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A. IMAGE COORDINATE TO BEAM WEIGHT MAPPING
Let ¢y,3p = [Xw, Yw, zw]T € R3*! be the real world coordi-
nate of UE, ¢; = [x;, yi]T € R**! be the coordinate of UE in
image coordinate system, s be the distance between camera
and object, f be the focal length of the optical system, R be
the rotation matrix and T be the translation matrix [23]:

xi/f
¢w3p =sR | yi/f [+T 5)
1
1 0 0 cosfB 0 —sinf
R=|0 cosa sino 0O 1 0
0 —sino cosa sinf 0 cospf
cosy siny 0
X | —siny cosy O 6)
0 0 1

It can be derived that when the UE’s height is a constant
hg, the 2D world coordinate of UE at height Ay is a function
of ¢;. It should be noted that the world coordinate can be
uniquely determined by monocular vision if /¢ is constrained.
And this paper focuses on monocular vision. Even if the UE
height is not fixed, binocular vision is also capable of 3D
positioning [24], [25]. So there exists a function mapping
image coordinate to world coordinate, represented as:

O: {C,’} g {cw,ZD} @)

Here {CW,ZD} = {(w, Yws 2w) X, yw € R, 2w = o} C
{cw,3p}. Without losing generality, the origin of real world
coordinate system is set as the bottom of the base station at
ground level, and the origin of the image coordinate system
is set as the top left corner of the image. Since the coordinate
transformation is performed by affine transformation, the
translation of origin does not affect the approach.

From the perspective of wireless ray propagation, after the
wireless signal is transmitted from the transmitter, it arrives
at the receiver after line-of-sight, reflection, diffraction and
scattering transmission. Each transmission path is superim-
posed to form the amplitude and phase of the received signal.
These propagation paths have different intensity attenuations
and phase variations due to varied modes of propagation as
well as delay. The expression for the superposition of these
paths to form the channel of MISO system is as follows:

L .
h= ZIZI aid¥a (6f, 07) ®)

where a1, @1, 6 and 6 denote the amplitude attenuation,
phase changing, azimuth of departure and elevation of depar-
ture for the [-th path, and a (67, 6f) is the steering vector of
the antenna array.

The propagation of all paths can be seen as a result of
the interaction between the wireless signal and the environ-
ment. When the relative position changes, the presence or
absence of paths, their propagation mode, angle and propaga-
tion distance will change. This indicates that the distribution,
the amplitude and phase of each path are closely related to
the relative position of the transmitter, the receiver and the
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environment. Thus in a given environment, when the base
station’s location is fixed, the location of the mobile terminal
determines the wireless channel between them. Based on that,
this paper assumes the existence of mapping from terminal
location to wireless channel, which has also been corrobo-
rated by [18], [19], and [20]:

op : {ew. o} — (A} &)

Assumption 1: There exists a unique optimal solution for
problem (4). Define the mapping function (assumed to be
continuous) from channel to the optimal weight as:

E:{h) - {w*} (10)

Assumption 1 is needed to illustrate the feasibility of beam
weight prediction using the universal approximation theorem,
as discussed shortly below. Although the problem (4) has
no closed form solution, assumption 1 can be approximately
obtained under flat fading channel assumption, i.e., the opti-
mal beam for a MISO narrowband system is w* = h/ || h||.
Therefore, function E exists and is continuous.

Proposition 1: Under assumption 1, there exists an image
coordinate to optimal beam weight function:

W) — {w*) (11)

Proof: the proof of existence of W follows from the existence
of image to position mapping function @' (+), position to
channel mapping function ®;p (+) and channel to the optimal
beam weight mapping function E (-) [17].

Based on proposition 1, problem (4) can be rewritten as

minR (h,w*) — R (h,\if (ci)) (12)

wherein ¥ (+) represents an artificial approximation function
of W (+), which could be a neural network.

Proposition 2: For Ye> (,there exists a neuron number N
that satisfies:

sup HHN (€ ) -V (e)| < (13)
where [y (c;, €2) denotes the outputs of a neural network
that consists of one hidden layer with N neurons and 2 is
the network parameters.

Proof: The image coordinate ¢; is bounded and closed,
and {c¢;} is a compact set. The bounds on c; is determined
by the actual image boundaries, e.g. for a WxH image, ¢; =
{(Xi, yi)T [xie [0, W], y; € [0, H]}. (i) ¥ (c;) is a continuous
mapping function. Therefore, [[y (-, 2) can be proved by
universal approximation theorem [16] to be able to approx-
imate W (c¢;) with arbitrary accuracy.

Corollary 1: For Ve> (,there exists a neuron number N
that satisfies:

supR (h,w*) — R (h, I1, sz)) <e (14

Proof: Considering that log, (1 +p |h,tlw|2) is contin-
uous for w, proposition 2 reveals that sup ”w—w*” < &,

Ci
so corollary 1 is obtained.
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Proposition 2 and corollary 1 provides the theoretical basis
for this paper’s task, which indicates that beam weight pre-
diction could be achieved with monocular vision detection
by neural network with arbitrary precision. From a practical
point of view, however, the image coordinate also needs to be
extracted from captured images. So we adopt a straightfor-
ward design, realizing image coordinate extraction and beam
weight mapping in one convolutional neural network, which
will be described in the next subsection.

B. STRAIGHTFORWARD PREDICTION METHOD WITH
CNN

We assume that real-time images captured by a monocular
vision camera is fed to a CNN, and then the optimal beam
weights related to the captured UE is directly predicted by the
CNN. Since the typical CNN network is suitable for object
detection or positioning task, the image coordinate could be
obtained easily [26]. The underlying principle of this paper is
to combine the positioning task and beam weight predicting
task by regarding the positioning task as an implicit form,
so that the latter part of the network could represent the beam
weight predicting task.

While the typical multi-layer perceptron (MLP) can be a
basic approximator design, CNN is more suitable for tasks
where 2D images are input, because the convolutional struc-
ture is designed specifically for extracting 2D image features.
In addition, the fully-connected (FC) layers in the CNN
design are expected to perform the mapping of image features
to beam weights, just as MLP does.

The network design in this paper follows the principle of
VGG network [26], including several convolution-pooling
layers, followed by FC layers. The 2D convolutional layer
can be expressed as:

w H
1 o) 0] l
Zf,’)‘, -8 (zi:1 Zj:l Kpoitujtv kiJ + )) (15

O]

wherein g (-) is the activation function and the Xp it jtv is the
padded image input, which is calculated as:
(ON
> M
OB RIVAREE (16)
L 0, otherwise
And the fully-connected layer is calculated as:
xD =g (wg)c -x(l_l)—i—b(l)) (17)

The basic network structure follows the VGG network,
as shown in figure 1, which will be covered in detailed in
section V. Considering that the predicted weight output has
a normalized power constraint, the activation function of the
output layer is expressed as:

Xinput (18)

Fort = Teinputl 5

Except that, Leaky Relu is adopted as activation function in
other layers, including convolutional layers and FC layers.

379



EE IEEE Transactions on

FIEEE @ IEEE e 0y E
' COMPUTER Signal <=/ Machine Learning in
&25",59‘3 /| sOCIETY  Processing m, ications and

Images

Convolutional-pooling layers

FIGURE 1. CNN structure.

We then introduce the following steps in our method:
dataset gathering, network training and performance
evaluation.

1) DATASET GATHERING

This step gathers dataset for neural network training. The
dataset consists of image inputs and beam weight labels
which is presented as D = {(Y(l), w(l)) , (Y(z), w(z)) e
(Y&, w1, where K is the dataset cardinal. Part of the
dataset is shared in [27], which is collected by our testbed
described in section V.

In order to derive the optimal beam weight matched with
a fixed location, we apply uplink feedback method. Due to
channel reciprocity, uplink signal transmitted by UE can be
used to estimate wireless channel. Then w) is derived from
wireless channel. Meanwhile, an image Y®) containing the
UE is captured by the camera.

It should be noted that the channel reciprocity is considered
in dataset gathering step to study the performance limit of
the proposed method. Furthermore, the labels could also be
designed as quantized values rather than accurate ones, since
data set might be gathered exclusively in wireless systems
with FDD or analog beamforming design. In this case, the
network becomes similar to classifiers in [11], [13], and
[19], but has numerical outputs. Although channel reciprocity
might be lost due to FDD mode or disabled digital channel
estimation due to analog beamforming design, as long as
there is high precision channel feedback collected in advance
or gathered by part of high performance nodes, the proposed
method is expected to outperform these classifiers.

For dataset preprocessing, all the samples are shuffled to
overcome the regularity brought by sample collection. Mean-
while the optimal weight with measured normalized channel
is derived.

2) NETWORK TRAINING
After dataset has been gathered, we train the neural network
to minimize the loss function. Since the task in this paper is a
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Beam weight
prediction
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FC layers

regression task, the loss function can be MSE, expressed as:

1 2
J®) =+ Zszl

w® _
2
Or the loss function can also be defined by chordal
distance [28]:

1 K
J(Q):Ezkzl 1—

In this paper’s task, although the optimal beam weight w*
in assumption 1 is unique, a random phase rotation ¢ of
beam weight will not change the achievable data rate nor
the chordal distance. So the chordal distance loss function
encourages the network to learn rotated weights rather than
the unique optimal w* which is represented by MSE loss
function.

It is important to note that the rotation of the complex
weights in the complex plane does have no effect on the
chordal distance, as stated in [29], which also indicates
that the principle of codeword optimization is to maximize
the minimum chordal distance between the rotations of a
codeword in the complex plane and other codewords. The
prediction task in this paper is similar that it is sufficient to
predict the arbitrary rotations in the complex plane of a co-
phased weight.

The MSE loss function predicts the single co-phased
weight and is not inclusive of rotations in the complex plane,
whereas the chordal distance loss function treats all rotations
in the complex plane equally and will encourage the neural
network to learn weights that are closer in chordal distance,
even though the Euclidean distance may be larger.

(19)

2

[ﬁ,(k)]H . w® (20)

3) PERFORMANCE EVALUATION
When CNN training has been conducted, the system is
deployed with beam weight vector predicted by CNN
and camera rather than estimated by pilot or obtained by
codebook-based search. This method could promise to save
the time-frequency wireless overhead for channel estimation
or beam training.

Chordal distance is a direct metric that validates how
accurate a CNN predicts. Since chordal distance stands for
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the correction extent between predicted weight and opti-
mal weight, so this metric directly reflects the prediction
precision.

To validate the beam weight prediction precision, spectral
efficiency is chosen as the key indicator. If the transmitted
power is fixed, a good transmission weight would lead to
high spectral efficiency. So this metric implements the CNN
prediction performance to the indicator of communication
purpose.

IV. HIERARCHICAL CODEBOOK WITH CV PREDICTION
DESIGN

Although CV may provide high prediction precision, a large
amount of CNN layers and neurons are needed for precision
enhancement. Therefore, high precoding gain requires large
scale CNN, which costs lots of calculation resources and
processing time. However, wireless overhead could provide
high detection precision, if high-resolution codebook can be
constructed. So we consider combining CNN with wireless
sounding and feedback to obtain higher precoding gain mean-
while cutting down wireless feedback overhead. We expect
that introducing a few wireless feedback overhead to the CV
method could promote the performance.

As mentioned earlier, CV may not be capable of predicting
high-resolution quantized beamforming weights, so wireless
feedback should be considered to improve beam weight quan-
tization resolution. We now propose a hierarchical codebook
mechanism aided by CV. The hierarchical design is common
in pure wireless sounding to raise the detection resolution
[30], [31], which generally includes two tiers of wireless
sounding. In this method, to obtain the optimal beam weight,
two steps are needed. First, apply the CNN to predict an initial
weight, for which the precision may be constrained by CNN
scale. Second, inform UE about the initial weight with certain
quantization. The resolution is determined by the codebook
quantization bit number. Finally, the UE estimates the wire-
less channel, and feeds back a fine-resolution beam weight.
Based on the low-resolution beam weight predicted by CV,
UE feedback is supposed to further improve beam weight
resolution. However, the CV-predicted beam weight may be
any value, rather than codewords in the parent codebook.
So how to match CV prediction and hierarchical codebook
is the key to combine CV prediction and wireless feedback
method.

The parent codeword matching mechanism is to select a
codeword that has the closest distance to the CV predicted
weight in the parent codebook. However, this may cause
problems in overhead cost. The base station (BS) needs to
notify the UE of the predicted parent codeword, which needs
certain wireless overhead. This paper proposes a codebook
rotation mechanism to overcome this problem.

The codebook rotation mechanism is used to avoid the cost
of notifying CV of predicted parent codeword. Knowing the
predicted codeword based on CV, when performing wireless
detection in the second step, the transmission beamform-
ing controller first adjusts the wireless channel according to
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FIGURE 2. Codebook rotation mechanism.

the expected default codeword. This process is implemented
via Householder transform. As a typical linear transform,
Householder transform could be used to construct a unique
codebook with a common base codebook [32], [33]. First, the
BS and UE should confirm a fixed codeword, for instance,
the first codeword in a parent codebook. Then calculate the
Householder matrix to transform CV predicted weight to the
chosen codeword:

(W — ws™) (b — ws™)"

H=1-2 o 21

||ﬁ1—w

Next, the child codeword for wireless sounding is left
multiplied by Householder matrix, so that the child codeword
is transformed into:

WH,CW — HwCW (22)

In this way, the child codewords are transformed to be near
the predicted weight, as presented in figure 2.

The rotation is feasible because at this time, the CV has had
arough knowledge of the channel. In this way, UE only needs
to perform accurate wireless detection near a fixed channel,
which will only produce the overhead of this part. This paper
now analyzes the influence of Householder transform on the
child codebook.

Since the Householder matrix is unitary, the Householder
transform does not change the coherence-based distance
measures. This reveals two advantages of Householder trans-
form. First, the codebook performance remains the same
after Householder transform, because the distances between
any codeword remain the same. Second, the prediction error
of CNN is also maintained in terms of chordal distance,
because the distance between real optimal weight and the
predicted one is also unchanged. So any codeword in the
parent codebook could be chosen as the default codeword
without performance degradation.

When it comes to the influence of CV prediction error,
it can be considered that wireless channel that is distributed
in the vector space is converged near a predicted channel
value without wireless overhead. However, CNN itself has
prediction error, as well as the sampling equipment is imper-
fect for measurement, which leads to fluctuation of predicted
weight around the optimal one. Therefore, what kind of child
codebook should be used needs to be studied, which not only
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is supposed to resist the error of the first step measurement,
but also assures the detection accuracy.

In this paper, the child codebook is generated by parent
codebook. The parent codebook applied is Grassmannian
codebook, which uniformly quantizes the codeword space.
The Grassmannian codebook is generated by solving the
Grassmannian packing problem, which seeks to maximize the
minimum distance between codewords [34], [35], [36]. Three
generation methods are applied: double centroid (DC), single
centroid (SC) as well as half double centroid and half single
(HDHS) centroid. To obtain child codewords, the calculation
of centroid [37] of two codewords is the key operator. For
double centroid method, for instance, choose codeword w?w
and wj?w, the centroid of these codewords is calculated as:

a; j = centroid (wfw, wfw) (23)
wherein a; j is the bound of these two codewords, which has
equal distance to them. DC codebook intends to generate
high resolution codebook, so get centroid again for a child
codeword:

b; j = centroid (w{", a; ;) (24)

b; j stands for the centroid of w{" and a; j, which is regarded
as a DC child codeword. And all the child codewords can be
presented as:

Bpc,i = {bijlj # i} (25)

As for SC, the child codebook is constructed with the bounds
a; j, rather than b; ;. The child codebook for w™ is presented
as:

Bsc.i = {aij|j # i} (26)

And for the compromise codebook HDHS, the child code-
book of wi" each extracts half codewords from Bpc,; and
Bgc,; respectively. Figure 3 shows the single centroid and
double centroid codewords for w" and w(™.

In general, pure wireless hierarchical codebook applies DC
method as in this paper. But considering CV prediction error,
error-tolerant codebook should be introduced, such as SC and
HDHS codebook. Nevertheless wireless approach may also
apply overlapping child codebook [38], in order to enhance
tolerance of parent codeword selection error caused by low
SNR.

It is supposed that SC has the highest tolerance of first step
detection error, but has the lowest detection resolution among
the three codebooks. It is because with the same amount of
quantization bit, the codeword spacing of SC is the largest.
On the contrary, DC has the highest resolution but the lowest
tolerance. And HDHS seeks a compromise.

V. TESTBED DEPLOYMENT AND EXPERIMENT RESULT
ANALYSIS

This section depicts the structure and main components of
the testbed, as shown in figure 4. This testbed includes
the following components: two USRPs (Universal Software
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FIGURE 3. The single centroid and double centroid codewords.

Camera

Wireless channel Test area

FIGURE 4. The structure and main components of the testbed.

FIGURE 5. The real world testbed.

Radio Peripheral) at half duplex mode for wireless channel
sounding and data collection, a monocular camera capturing
scene images with UE and a dataset gathering server which
also controls the RF front-end and the camera. The real world
dataset gathering testbed is presented in figure 5.

During the dataset gathering process, the control server
controls the RF front-end to obtain amplitude and phase
response of wireless channel and meanwhile operates the
camera to capture scene image containing UE illustrated
as in figure 6. At the same time, the location of the UE
is recorded utilizing inertial sensors on the self-controlled
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(b) Scene B image

FIGURE 6. Images captured by camera.
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FIGURE 7. Avg chordal distance of visual predicting for different
loss functions and networks.

moving platform. In this way, the dataset is generated with
samples at random locations.

The CNN structures are illustrated in table 1 and the train-
ing hyper-parameters are listed in table 2. “224 x 224, 16”
for a convolutional layer means the input size of features
are 224 x 224 and the channel number is 16. The size of
convolution kernel is 3 x 3. Max pooling is adopted. And
FC layers have 1024 or 256 neurons. The activation function
for all the layers of CNN adopts Leaky ReLu, except for the
output layer which adopts power normalization function.

Loss function based on chordal distance promises a better
performance than MSE loss function as presented in figure 7.
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TABLE 1. The structure of CNN.

Layers Network a Network b
Convolutional 224 x 224,16 224 x 224,16
Pooling 2 x 2 Max 2 x 2 Max
Convolutional 112x 112,32 112x 112,32
Pooling 2 x 2 Max 2 x 2 Max
Convolutional 56 x 56, 64 56 x 56, 64
Convolutional 56 x 56, 64 56 x 56, 64
Pooling 2 x 2 Max 2 x 2 Max
Convolutional 28 x 28, 128 28 x 28, 128
Convolutional 28 x 28, 128 28 x 28, 128
Pooling 2 x 2 Max 2 x 2 Max
Convolutional 14 x 14, 256 14 x 14, 256
Convolutional 14 x 14, 256 14 x 14, 256
Convolutional 14 x 14, 512 14 x 14, 512
Pooling 2 x 2 Max 2 x 2 Max
FC 1024 256
FC 1024 256
FC 1024 256
Output 8 8

TABLE 2. The hyper-parameters for CNN training.

Hyper-parameters Value

Initial learning rate 0.0001
Batch size 64

Learning rate decay exponential
Learning rate decay rate 0.965 per epoch
Epoch 30

It is because the MSE loss function looks for certain mapping
from captured RGB images to one beam weight, and the task
in this paper, however, allows beam weight rotation, leading
to non-unique optimal weight. The chordal distance based
loss function could encourage the network to predict the
rotated weights, which allows for more variation of predicted
weights that are valid. So the following analysis is based
on the chordal distance loss function. In addition, figure 7
shows that a larger neural network scale does improve the
performance of prediction, just as network a outperforms
network b. The following research will be based on network a.

Dataset A with 9500 samples without blockage is col-
lected, as shown in figure 6(a), where 8000 samples are for
training, 750 for validating and 750 for testing. It is seen
in figure 8 that with the relative dataset size increasing,
the predicting precision rises, which is represented by the
chordal distance between the optimal beam weight label and
the predicted one. Large scale network could promise better
performance, which is verified from the better performance
of network a over b. In the following verification, we use
network a for further research.
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It can also be revealed that the sample density of a certain
area is directly correlated with neural network-based predict-
ing precision. The figure 9 and 10 presents the sample density
and geo-related logarithmic prediction precision respectively
in the test area, which also corresponds to the principle above,
with high sample density and high precision in the center as
well as low sample density and low precision at the edge.

To extend the generality of the neural network approach
in this paper, we collect another scene dataset B, presented
as figure 6(b), in which a blockage was added between the
antenna and test area. In addition, datasets for beam predic-
tion tasks from [39] are used to validate the generality of the
proposed method as well, where the tasks focus on outdoor
environments dominated by LOS components, rather than
indoor environments with complex multipath conditions in
this paper.

On the one hand, the proposed methods are trained on small
scale datasets (i.e.,with 500 training samples) of several sce-
narios, shown as case ‘B’, ‘scenario 6’ and ‘scenario 7°. The
results indicate that the proposed methods are applicable to
different environments and wireless settings, which promises
good generality. Furthermore, the proposed method has better
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performance on scenarios from [39], attributed to plain LOS
propagation conditions.

On the other hand, between the basically unobstructed
dataset A and dataset B with blockage, as well as the mul-
tiple scenarios from [39], we explored ways to enhance the
generality of the methods. When the training results from
one scene are directly applied to other scenes for prediction,
there is a significant performance degradation, as shown in
figure 11 ‘B with A’, ‘6 with 8, etc., which also implies
to what degree these scenes are different from each other.
However, it is possible to use transfer learning methods to
exploit the image-channel knowledge of existing scenes [20],
which can produce gains in training for new scenes. When
there is already a large dataset of past scenes and a small
dataset of new scenes, transfer learning is operated by firstly
pre-training with the old dataset, and secondly fine tuned by
the new dataset.

Such transfer learning has two advantages over re-training:
it has a faster convergence speed, as shown in the cases ‘A
transfer to B’ and ‘8 transfer to 7’ of figure 12, and a higher
prediction accuracy, as shown in the same cases of figure 11.
However, certain scenarios may have few common features,
such as ‘8 transfer to 6’ case, so transfer learning does not
provide significant improvement. To address this issue, data
from more scenarios are used to build a richer historical
experience. Here the datasets from scenario 5, 8 and 9 are
combined as a more experienced dataset. It could been seen
that case ‘5+8+9 transfer to 6’ outperforms the individual
training case ‘scenario 6’ and case ‘8 transfer to 6’ in terms
of convergence speed and prediction accuracy. In conclusion,
transfer learning is regarded as a fast environment adaptation
method, making this paper’s approach applicable to more
general and fast-changing environments. In the following,
we use the datasets from this paper for further analysis,
as these scenarios have more optimization space.

The limited feedback method with Grassmannian code-
book [36], [38] is chosen as the wireless detection baseline.
The Grassmannian codebook aims to find the most efficient
way of quantizing complex vectors, so as to obtain a high SE
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with limited feedback. It can be seen in figure 13 that the pure
CV approach can outperform the wireless feedback approach
with a certain overhead when it has an adequate dataset size,
which itself does not require wireless overhead.

We then demonstrate the advantage of our straightforward
approach compared to the beam classifier as in [11], [13],
and [19]. Figure 13 shows that with growing dataset size,
the average spectral efficiency increases, and as long as the
dataset size is large enough, the CV method could approxi-
mate perfect CSI with any arbitrary precision. For 4 antenna
configuration, the output of CNN is designed as a 8 x 1 vector,
representing the real and imaginary part of the beam weight.
Also a classifier for 8 beams could also be implemented as
in [11], [13], and [19]. However, the targets of these methods
are seeking the optimal codeword in a quantized codebook,
which can not reach the perfect CSI upper bound.

Then the performance of fusion method is analyzed. The
following figure 14 shows the average SE for several detec-
tion methods with different SNR. The 3-bit child codebook is
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generated by a 4-bit parent codebook. An important oppor-
tunity of CV methods is that CV prediction performance
is independent of wireless communication conditions More-
over, it is noticed that the combined methods are affected not
only by SNR, but also by dataset size, which also leads out
some new features.

It should be noted that thanks to the codeword rota-
tion mechanism, the overhead of combined hierarchical
feedback can be reduced, so that the fusion method can
compete with the pure wireless mode under the same wireless
overhead. Otherwise, notifying visual detection results will
occupy most of the overhead, making it less competitive. For
instance, the results of fusion method in figure 14 are based
on maximum 3 bits wireless feedback. Without codeword
rotation mechanism, additional 4 bits overhead of notifying
the CV predicted parent codeword has to be used, increasing
the overall overhead to 7 bits.

In order to research the effect of visual detection precision
on the fusion methods, figure 15 is presented with different
dataset sizes, which could be regarded as ‘“SNR” for visual
detection. In the context of this paper, the accuracy of beam
prediction is discussed in two aspects: the accuracy of wire-
less detection and the accuracy of CNN prediction, especially
for fusion methods, where both aspects contribute. On the
one hand, the higher the SNR of the wireless link, the higher
the wireless detection accuracy. On the other hand, when the
neural network structure is fixed, the CNN prediction accu-
racy mainly depends on the dataset size; the larger the size,
the higher the prediction accuracy. Therefore, the size of the
dataset can be regarded as the “SNR” of the visual detection
dimension, which determines the detection accuracy.

Further, while the performance of the fusion method can
benefit from the accuracy improvement of both detection
methods, it is in turn limited by the defects of both. It can
be seen that at lower dataset size, the combined methods can
obtain higher average achievable SE than pure wireless detec-
tion or CV detection. However, with dataset growing, the
pure CV method gradually takes advantage and promises the
best performance. So with limited wireless communication
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conditions, although the dataset could be large enough, the
performance of combined methods are restricted by SNR.
And more wireless feedback bits could also increase avg
SE performed by combined methods, as well as enlarge the
capable range for the combined methods to exceed pure visual
detection.

To further clarify the capable range of combined methods,
in other words, when it performs better than pure visual or
wireless method, table 3 is presented. It can be seen that
the fusion method outperforms individual CV or wireless
detection under certain SNR and dataset size, even though it
has the same feedback and pilot overhead with pure wireless
detection.

It is noted that when either visual detection or wireless
detection is ideal enough, wherein the former can be reflected
in adequate dataset density and the latter in high-resolution
codebook, this fusion method will lose competitiveness.
It reveals that there is a matching issue between first-step
visual detection accuracy and second-step wireless detection.
On the one hand, if the visual detection accuracy is high,
relatively low resolution hierarchical codebook will lower the
detection accuracy in the second stage, making the prediction
value that has converged to the best beam weight diverge
again. This can be verified in table 1 that when dataset
grows larger, pure CV method gradually takes advantage
again. On the other hand, if the wireless detection accuracy
is significantly higher than the visual detection accuracy,
the resolution of the first stage will be difficult to match
with the high-precision wireless feedback. At this time, the
second-step codebook will not take effect in terms of nar-
rowing the scope. This can be validated in table 1(b) and
1(c), wherein at 1/32 dataset size, CV+5bit configuration has
little advantage compared to CV+-3bit configuration and even
perform worse at 8dB SNR.

Therefore, in order to ensure effectiveness or gain of the
fusion method, it is necessary to match the resolution of
visual detection and wireless sounding. Under the condition
of limited wireless communication conditions, it is necessary
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to ensure that the visual detection accuracy can reach a certain
threshold to achieve the effective gain of the fusion method,
such as by improving the sampling density. In the case of lim-
ited sampling of visual dataset, it is also necessary to achieve
a certain wireless feedback accuracy, such as a hierarchical
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TABLE 3. The best detection methods at different visual and
wireless detection conditions.

(A) COMBINED METHODS: CV+2BIT CHILD CODEBOOK GENERATED BY
4BIT PARENT CODEBOOK, PURE WIRELESS: 2BIT CODEBOOK

Avg. SE 1/32 1/16 1/8 1/16
’ dataset dataset dataset dataset
(bps/Hz) . . . .
size size size size
SNR =0 (&)% CV (®\% ()%
dB 0.652 0.783 0.839 0.879
SNR =4 CV CV (9\% ()%
dB 1.264 1.477 1.566 1.629
SNR =8 CV CV (9\% cv
dB 2.354 2.435 2.554 2.637
SNR = HDHS (6AY CvV CcvV
12dB 3.362 3.576 3.716 3.811
SNR = HDHS (6AY CvV CcvV
16 dB 4.601 4.816 4.970 5.072
SNR = HDHS CV CV CV
20 dB 5.890 6.105 6.267 6.371

(B) COMBINED METHODS: CV+3BIT CHILD CODEBOOK GENERATED BY
4BIT PARENT CODEBOOK, PURE WIRELESS: 3BIT CODEBOOK

Ave. SE 1/32 1/16 1/8 1/16
dataset dataset dataset dataset
(bps/Hz) . . . .
size size size size
SNR =0 CV CV (9\% (0%
dB 0.652 0.783 0.839 0.879
SNR =4 SC CV (&\% Ccv
dB 1.269 1.477 1.566 1.629
SNR =8 SC CV (&\% ()%
dB 2.356 2.435 2.554 2.637
SNR = SC SC (9\% cv
12dB 3.546 3.611 3.716 3.811
SNR = SC SC (&\% cv
16 dB 4.804 4.875 4.970 5.072
SNR = SC SC (®\% (0%
20 dB 6.102 6.174 6.267 6.371

(C) COMBINED METHODS: CV+5BIT CHILD CODEBOOK GENERATED BY
6BIT PARENT CODEBOOK, PURE WIRELESS: 3+2BIT HIERARCHICAL

CODEBOOK
1/32 1/16 1/8 1/16
Avg. SE dataset dataset dataset dataset
(bps/Hz) . . . .
size size size size
SNR =0 (oY [0\ ()% cv
dB 0.652 0.783 0.839 0.879
SNR =4 CvV CvV CcvV CVv
dB 1.264 1.477 1.566 1.629
SNR =8 CvV SC Ccv CVv
dB 2.354 2.461 2.554 2.637
SNR = SC SC SC CcvV
12dB 3.55 3.665 3.74 3.811
SNR = SC SC SC cv
16 dB 4.806 4.932 5.01 5.072
SNR = SC SC SC CVv
20 dB 6.103 6.232 6.312 6.371

codebook with an appropriate codeword distance. Because
this paper uses typical wireless hierarchical codebook as the
second-step codebook of the fusion feedback method, but
does not customize the codebook according to the visual
accuracy, so there are still limitations on performance. For
example, when both the codebook resolution and sampling
density are high, the fusion method cannot exceed the two
exclusive methods. This is because it is difficult to gener-
ate high-resolution Grassmannian codebook, and it is also
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impossible to obtain an ideal child codebook for the method
in this paper. This problem may also need to be solved with
customized codebook, which remains to be studied. However,
although there is no special customization, the fusion method
in this paper is verified to be able to have better performance
than exclusive visual or wireless detection method.

Regarding the energy consumption considerations of the
methods in this paper, on the one hand, since there are no
strict requirements for deployment locations, camera sensors
deployed in infrastructures [2] can also be utilized for the
visual detection purposes of this paper, without additional
deployment costs or energy consumption. On the other hand,
even if exclusive camera devices are used, the method of this
paper requires high frame rate but low resolution image flow,
which could be implemented with low energy consumption
[40]. In addition, high frame rate cameras could be woken up
or put to sleep by other lower-power cameras that monitor
whether targets enter the field of view [41]. In this way,
the required average energy consumption could be greatly
reduced.

VI. CONCLUSION

In this paper, we propose a CV-aided straightforward beam
weight prediction method. In order to improve the weight pre-
diction resolution of visual detection, a fusion method of CV
detection and limited wireless feedback has been proposed.
Moreover, this method utilizes a codeword rotation mech-
anism implemented by Householder transform to save the
notification overhead of CV prediction results. A testbed has
been built to gather joint visual-wireless dataset. Experimen-
tal results show that the proposed straightforward prediction
method is able to map actual scene image to optimal beam
weights. And the fusion method is verified to perform better
than exclusive visual or wireless detection, under the condi-
tion of using appropriate child codebook at certain SNR and
CV sampling density.
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