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ABSTRACT When used in complex engineered systems, such as communication networks, artificial
intelligence (AI) models should be not only as accurate as possible, but also well calibrated. A well-calibrated
Al model is one that can reliably quantify the uncertainty of its decisions, assigning high confidence levels to
decisions that are likely to be correct, and low confidence levels to decisions that are likely to be erroneous.
This paper investigates the application of conformal prediction as a general framework to obtain AI models
that produce decisions with formal calibration guarantees. Conformal prediction transforms probabilistic
predictors into set predictors that are guaranteed to contain the correct answer with a probability chosen
by the designer. Such formal calibration guarantees hold irrespective of the true, unknown, distribution
underlying the generation of the variables of interest, and can be defined in terms of ensemble or time-
averaged probabilities. In this paper, conformal prediction is applied for the first time to the design of Al
for communication systems in conjunction with both frequentist and Bayesian learning, focusing on the key
tasks of demodulation, modulation classification, and channel prediction. For demodulation and modulation
classification, we apply both validation-based and cross-validation-based conformal prediction; while we
investigate the use of online conformal prediction for channel prediction. For each task, we evaluate the
probability that the set predictor contains the true output, validating the theoretical coverage guarantees of
conformal prediction, as well as the informativeness of the predictor via the average predicted set size.

INDEX TERMS  Bayesian learning, calibration, conformal prediction, cross-validation, reliability, set
prediction, wireless communications.

l. INTRODUCTION
A. MOTIVATION
OW reliable is your artificial intelligence (Al)-based
model? The most common metric to design an Al
model and to gauge its performance is the average accu-
racy. However, in applications in which Al decisions are
used within a larger system, Al models should not only
be as accurate as possible, but they should also be able to
reliably quantify the uncertainty of their decisions. As an
example, consider an unlicensed link that uses AI tools

to predict the best channel to access out of four possible
channels. A predictor that assigns the probability vector of
[90%, 2%, 5%, 3%] to the possible channels predicts the
same best channel — the first — as a predictor that out-
puts the probability vector [30%, 20%, 25%, 25%]. However,
the latter predictor is less certain of its decision, and it
may be preferable for the unlicensed link to refrain from
accessing the channel when acting on less confident pre-
dictions, e.g., to avoid excessive interference to licensed
links [1], [2].
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As in the example above, Al models typically report a
confidence measure associated with each prediction, which
reflects the model’s self-evaluation of the accuracy of a
decision. Notably, neural network models implement prob-
abilistic predictors that produce a probability distribution
across all possible values of the output variable. The self-
reported model confidence, however, may not be a reliable
measure of the true, unknown, accuracy of a prediction.
In such situations, the Al model is said to be poorly calibrated.

As illustrated in the example in Fig. 1, accuracy and cal-
ibration are distinct criteria, with neither criterion implying
the other. It is, for instance, possible to have an accurate
predictor that consistently underestimates the accuracy of its
decisions, and/or that is overconfident where making incor-
rect decisions (see fourth column in Fig. 1). Conversely, one
can have inaccurate predictions that estimate correctly their
uncertainty (see fifth column in Fig. 1).

Deep learning models tend to produce either overconfi-
dent decisions [3], or calibration levels that rely on strong
assumptions about the ground-truth, unknown, data gen-
eration mechanism [4], [5], [6], [7], [8], [9]. This paper
investigates the use of conformal prediction (CP) [10], [11],
[12] as a framework to design provably well-calibrated Al
predictors, with distribution-free calibration guarantees that
do not require making any assumption about the ground-truth
data generation mechanism.

B. CONFORMAL PREDICTION FOR AI-BASED WIRELESS
SYSTEMS
CP leverages probabilistic predictors to construct well-
calibrated set predictors. Instead of producing a probability
vector, as in the examples in Fig. 1, a set predictor outputs
a subset of the output space, as exemplified in Fig. 2. A set
predictor is well calibrated if it contains the correct output
with a pre-defined coverage probability selected by the sys-
tem designer. For a well-calibrated set predictor, the size of
the prediction set for a given input provides a measure of
the uncertainty of the decision. Set predictors with smaller
average prediction size are said to be more efficient [10].
This paper investigates CP as a general mechanism to
obtain Al models with formal calibration guarantees for com-
munication systems. The calibration guarantees of CP hold
irrespective of the true, unknown, distribution underlying
the generation of the variables of interest, and are defined
either in terms of ensemble averages [10] or in terms of
long-term averages [14]. CP is applied in conjunction to both
frequentist and Bayesian learning, and specific applications
are discussed to demodulation, modulation classification, and
channel prediction.

C. RELATED WORK

Most work on AI for communications relies on conven-
tional frequentist learning tools (see, e.g., the review papers
[15], [16], [17], [18]). Frequentist learning is based on the
minimization of the (regularized) training loss, which is
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interpreted as an estimate of the ground-truth population loss.
When data is scarce, this estimate is unreliable, and hence
the focus on a single, optimized, model parameter vector
often yields probabilistic predictors that are poorly calibrated,
producing overconfident decisions [3], [19], [20], [21].

Bayesian learning offers a principled way to address this
problem [22], [23]. This is done by producing as the output
of the learning process not a single model parameter vec-
tor, but rather a distribution in the model parameter space,
which quantifies the model’s epistemic uncertainty caused by
limited access to data. A model trained via Bayesian learn-
ing produces probabilistic predictions that are averaged over
the trained model parameter distribution. This ensembling
approach to prediction ensures that disagreements among
models that fit the training data (almost) equally well are
accounted for, substantially improving model calibration
[24], [25].

In practice, Bayesian learning is implemented via approx-
imations such as variational inference (VI) or Monte Carlo
(MC) sampling, yielding scalable learning solutions [23].
VI methods approximate the exact Bayesian posterior dis-
tribution with a tractable variational density [26], [27], [28],
[29], while MC techniques obtain approximate samples from
the Bayesian posterior distribution [30], [31], [32]. Among
other applications to communications systems, Bayesian
learning was studied for network allocation in [33], [34],
and [35], for massive MIMO detection in [36], [37], and
[38], for channel estimation in [39], [40], and [41], for user
identification in [42], and for multi user detection in [43]
and [44]. Extensions to Bayesian meta-learning have been
investigated in [20].

Exact Bayesian learning offers formal guarantees of cal-
ibration only under the assumption that the assumed model
is well specified [4], [5]. In practice, this means that the
assumed neural network models should have sufficient capac-
ity to represent the ground-truth data generation mechanism,
and that the predictive uncertainty should be unimodal for
continuous outputs (since conventional likelihoods are uni-
modal, e.g., Gaussian) [5], [23], [24]. These assumptions
are easily violated in practice, especially in communica-
tion systems in which lower-complexity models must be
implemented on edge devices, and access to data for spe-
cific network configurations is limited. Specific examples
are provided in [21] for applications including modulation
classification [45], [46] and localization [47], [48].

Robustified versions of Bayesian learning that are based
on the optimization of a modified free energy criterion were
shown empirically to partly address the problem of model
misspecification [4], [5], with implications for communica-
tion systems presented in [21]. However, robust Bayesian
learning solutions do not have formal guarantees of calibra-
tion in the presence of misspecified models.

Another family of methods that aim at enhancing the cali-
bration of probabilistic models implement a validation-based
post-processing phase. Platt scaling [49] and temperature
scaling [3] find a fixed parametric mapping of the trained
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FIGURE 1. (a) Examples of probabilistic predictors for two inputs x; and x5: As compared
to the ground-truth distribution in the second column, the first predictor (third column) is
accurate, assigning the largest probability to the optimal decision (indicated as “opt” in
the second column) and also well calibrated, reproducing the true accuracy of the
decision; the second predictor (fourth column) is still accurate, but it is underconfident
on the correct decision (for input x4) and overconfident on the correct decision (for input
X»); the third predictor (fifth column) is not accurate, producing a uniform distribution
across all output values, but is well calibrated if the data set is balanced [13]; and the last
predictor (sixth column) is both inaccurate and poorly calibrated, providing
overconfident decisions. (b) Confidence versus accuracy for the decisions made by the

corresponding predictors.
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FIGURE 2. Set predictors produce subsets of the range of the
output variable (here {a x » +}) for each input. Calibration is
measured with respect to a desired coverage level 1 — o: A set
predictor is well calibrated if the true label is included in the
prediction set with probability at least 1 — «. A well-calibrated
set predictor can be inefficient if it returns excessively large set
predictions (forth column). In contrast, a poorly-calibrated set
predictor (fifth column) returns set predictions that include the
true value of the label with a probability smaller than 1 — «.

model output that minimizes the validation loss, while
isotonic regression [S0] applies a non-parametric binning
approach. These recalibration-based approaches cannot guar-
antee calibration, as they may overfit the validation data set
[51] and they are sensitive to the inaccuracy of the starting
model [52].

Conformal prediction is a general framework for the design
of set predictors that satisfy formal, distribution-free, guaran-
tees of calibration [10], [11]. Given a desired miscoverage
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probability «, CP returns set predictions that include the
correct output value with probability at least 1 — o under the
only assumption that the data distribution is exchangeable.
This condition is weaker that the standard assumption of
“i.i.d.” data made in the design of most machine learning
systems.

The original work on CP, [10], introduced validation-based
CP and full CP. Since then, progress has been made on
reducing computational complexity, minimizing the size of
the prediction sets, and further alleviating the assumptions of
exchangeability. Cross-validation-based CP was proposed in
[53] to reduce the computational complexity as compared to
full CP, while improving the efficiency of validation-based
CP. The authors of [54], [55] proposed the optimization of a
CP-aware loss to improve the efficiency of validation-based
CP, while avoiding the larger computational cost of cross-
validation. The work [56] proposed reweighting as a means
to handle distribution shifts between the examples in the
data set and the test point. Other research directions include
improvements in the training algorithms [57], [58], and the
introduction of novel calibration metrics [59], [60]. Finally,
online CP, presented in [14] and [61], was shown to achieve
long-term calibration over time without requiring statistical
assumptions on the data generation.

CP provably guarantees calibration at the cost of relaxing
point predictions to sets of point predictions. Another line of
work on formal, distribution-free, post-hoc calibration intro-
duces Venn predictors which relax probabilistic predictors to
sets of probabilistic predictors [10, Sec. 6], [62], [63], [64].
Such sets contain at least one well-calibrated probabilistic
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predictor, and the size of each set is no larger than the number
of possible labels. In general, the sets of probabilistic pre-
dictor produced by Venn predictors, unlike those output by
CP, do not appear to offer actionable information for decision
processes. In contrast, Venn predictors have been explored
in [65] for explanation purposes via perturbations of input
features [66].

D. MAIN CONTRIBUTIONS

To the best of our knowledge, with the exception of the
conference version [67] of this paper, this is the first work to
investigate the application of CP to the design of Al models
for communication systems. The main contributions of this
paper are as follows.

o We provide a self-contained introduction to CP by focus-
ing on validation-based CP [10], cross-validation-based
CP [53], and online conformal prediction [61]. The
presentation details connections to conventional prob-
abilistic predictors, as well as the performance metrics
used to assess calibration and efficiency.

« We propose the application of offline CP to the problems
of symbol demodulation and modulation classifica-
tion. The experimental results validate the theoretical
property of CP methods of providing well-calibrated
decisions. Furthermore, they demonstrate that naive pre-
dictors that only rely on the output of either frequentist or
Bayesian learning tools often result in poor calibration.

« Finally, we study the application of online CP to the
problem of predicting received signal strength for over-
the-air measured signals [68]. We demonstrate that
online CP can obtain the predefined target long-term
coverage rate at the cost of negligible increase in the
prediction interval as compared to naive predictors.

The conference version [67] of this work presented results
only for symbol demodulation, while not providing back-
ground material on CP and not considering online CP.
In contrast, this work is self-contained, presenting CP from
first principles and including also online CP. Furthermore,
this work investigates applications of CP to modulation clas-
sification and to channel prediction by leveraging real-world
data sets [68], [69]. For reproducibility purposes, we have
made our code publicly available.'

The rest of this paper is organized as follows. In Sec. II,
we define set predictors, and introduce the relevant perfor-
mance metrics. Then, in Sec. III, naive set predictors are
introduced that do not provide guarantees in terms of cal-
ibration. Sec. IV describes conformal prediction, a general
methodology to obtain well-calibrated set predictors. Sec. V
details online conformal prediction, which is well suited for
time-varying data. Applications to wireless communications
are investigated in the following sections: Symbol demod-
ulation is studied in Sec. VI; modulation classification in
Sec. VII; and channel prediction in Sec. VIII. Sec. IX con-
cludes the paper.

1https://github.com/kclip/cp4wireless
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Il. PROBLEM DEFINITION
This section introduces set predictors, along with key per-
formance metrics of coverage and inefficiency. To this end,
we start by describing the data-generation model and review-
ing probabilistic predictors.

A. DATA-GENERATION MODEL
We consider the standard supervised learning setting in which
the learner is given a data set D = {z[i]}ﬁv= | of N examples
of input-output pairs z[i] = (x[i],y[i]) fori = 1,...,N,
and is tasked with producing a prediction on a test input
x with unknown output y. Writing z = (x,y) for the test
pair, data set D and test point z follow the unknown ground-
truth, or population, distribution py(D, z). Apart from Sec. V,
we further assume throughout that the population distribution
po(D, z) is exchangeable — a condition that includes as a
special case the traditional independent and identically dis-
tributed (i.i.d.) data-generation setting. Note that we will not
make explicit the distinction between random variables and
their realizations, which will be clear from the context.
Mathematically, exchangeability requires that the joint dis-
tribution po(D, z) does not depend on the ordering of the N +
1 variables {z[1], ..., z[N], z}. Equivalently, by de Finetti’s
theorem [70], there exists a latent random vector ¢ with
distribution pg(c) such that, conditioned on c, the variables

{z[1], ..., z[N], z} are i.i.d. Writing the conditional i.i.d. dis-
tribution as
N
po(D. zle) = pozlo) [ [ po(zlillc) e

i=1

for some ground-truth sampling distribution po(z|c) given the
variable ¢, under the exchangeability assumption, the joint
distribution can be expressed as

Po(D. 2) = Epyo | po(D 2l0)] @)

where Ej([-] denotes the expectation with respect to distri-
bution p(x).

The vector ¢ in (2) can be interpreted as including con-
text variables that determine the specific learning task. For
instance, in a wireless communication setting, the vector ¢
may encode information about channel conditions. In Sec. V,
we will consider a more general setting in which no assump-
tions are made on the distribution of the data.

B. PROBABILISTIC PREDICTORS

Before introducing set predictors, we briefly review con-
ventional probabilistic predictors. Probabilistic predictors
implement a parametric conditional distribution model
p(y|x, @) on the output y € ) given the input x € X, where
¢ € @ is a vector of model parameters. Given the training
data set D, frequentist learning produces an optimized single
vector ¢>§5, while Bayesian learning returns a distribution
q*(¢|D) on the model parameter space ® [23], [24]. In either
case, we will denote as p(y|x, D) the resulting optimized
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predictive distribution

pOlx, ¢1)
Egx@ D) [p0lx, $)]

for frequentist learning

pOlx, D) = [

for Bayesian learning.
3

Note that the predictive distribution for Bayesian learning is
obtained by averaging, or ensembling, over the optimized
distribution ¢*(¢|D). We refer to Appendix IX for basic
background on frequentist and Bayesian learning.

From (3), one can obtain a point prediction y for output y
given input x as the probability-maximizing output as

$(x|D) = argmax p(y'|x, D). @)
yey

In the case of a discrete set ), the hard predictor (4) min-
imizes the probability of detection error under the model
p(ylx, D). The probabilistic prediction p(y|x, D) also pro-
vides a measure of predictive uncertainty for all possible
outputs y € ). In particular, for the point prediction y(x|D)
in (4), we have the predictive, self-reported, confidence level

conf(x|D) = maxp(y'lx. D) = pFID)x. D). (5)

As illustrated in Fig. 1, the performance of a probabilistic
predictor can be evaluated in terms of both accuracy and cal-
ibration, with the latter quantifying the quality of uncertainty
quantification via the confidence level (5) [3]. Specifically,
a probabilistic predictor p(y|x, D) is said to be well calibrated
[3]if the probability that the hard predictor y = J(x| D) equals
the true label matches its confidence level & for all possible
values of probability = € [0, 1]. Mathematically, calibration
is defined by the condition

P(y =3|pGlx. D) =) =7,

where the probability P(-) follows the ground-truth distribu-
tion po(x, ). Stronger definitions, like that introduced in [71],
require the predictive distribution to match the ground-truth
distribution also for values of y that are distinct from (4).

forallw € [0,1] (6)

C. SET PREDICTORS

A set predictor is defined as a set-valued function
I'¢D) : X — 27 that maps an input x to a subset of
the output domain ) based on data set D. We denote the size
of the set predictor for input x as |I"(x|D)|. As illustrated in
the example of Fig. 2, the set size |I"(x|D)| generally depends
on input x, and it can be taken as a measure of the uncertainty
of the set predictor.

The performance of a set predictor is evaluated in terms of
calibration, or coverage, as well as of inefficiency. Coverage
refers to the probability that the true label is included in the
predicted set; while inefficiency refers to the average size
[T'(x|D)| of the predicted set. There is clearly a trade-off
between two metrics. A conservative set predictor that always
produces the entire output space, i.e., ['(x|D) = ), would
trivially yield a coverage probability equal to 1, but at the
cost of exhibiting the worst possible inefficiency of |)|.
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FIGURE 3. (a) The validity condition (7) assumed in offline CP is
relevant if one is interested in the average performance with
respect to realizations (D, z) ~ pgo(D, z) of training set D and
test variable z = (x, y). Input variable x is not explicitly shown in
the figure, and the horizontal axis runs over the training
examples in D and the test example z. (b) In online CP, the set
predictor I'; uses its input x[i] and all previously observed pairs
z[1], ..., z[i = 1] with z[i] = (x[i], y[i]) to produce a prediction
set. The long-term validity (21) assumed by online CP is defined
as the empirical time-average rate at which the predictor I’;
includes the true target variable y[i].

Conversely, a set predictor that always produces an empty
set, i.e., ['(x|D) = @, would achieve the best possible ineffi-
ciency, equal to zero, while also presenting the worst possible
coverage probability equal to zero.

Let us denote a set predictor I'(-|-) for short as I'. Formally,
the coverage level of set predictor I is the probability that the
true output y is included in the prediction set I"(x|D) for a test
pair z = (x,y). This can be expressed as coverage(I') =
P (y € F(x|D)), where the probability P(-) is taken over
the ground-truth joint distribution po(D, (x, y)) in (2). The
set predictor I' is said to be (1 — «)-valid if it satisfies the
inequality

coverage(I") = ]P’(y € F(xlD)) >1—a. @)

When the desired coverage level 1 — « is fixed by the pre-
determined target miscoverage level o € [0, 1], we will also
refer to set predictors satisfying (7) as being well calibrated.
Following the discussion in the previous paragraph, it is
straightforward to design a valid, or well-calibrated, set pre-
dictor, even for the restrictive case of miscoverage level o« =
0. This can be, in fact, achieved by producing the full set
['(x|D) = Y for all inputs x. One should, therefore, also
consider the inefficiency of predictor I'. The inefficiency of
set predictor I is defined as the average prediction set size

| @)

where the average is taken over the data set D and the
test pair (x, y) following their exchangeable joint distribution
po(D, (x, ).

In practice, the coverage condition (7) is relevant if the
learner produces multiple predictions using independent data
set D, and is tested on multiple pairs (x, y). In fact, in this
case, the probability in (7) can be interpreted as the fraction
of predictions for which the set predictor I'(x|D) includes
the correct output. This situation, illustrated in Fig. 3(a),
is quite common in communication systems, particularly at

inefficiency(I") = E[|F(x|D)

VOLUME 1, 2023
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FIGURE 4. A naive probabilistic-based (NPB) set predictor uses
a pre-trained probabilistic predictor to include all output values
to which the probabilistic predictor assigns the largest
probabilities that reach the coverage target 1 — «. This naive
scheme has no formal guarantee of calibration, i.e., it does not
guarantee the coverage condition (7), unless the original
probabilistic predictor is well calibrated.

the lower layers of the protocol stack. For instance, the data
D may correspond to pilots received in a frame, and the test
point z to a symbol within the payload part of the frame (see
Sec. VI). While the coverage condition (7) is defined under
the assumption of a fixed ground-truth distribution po(D, z),
in Sec. V we will allow for temporal distributional shifts and
we will focus on validity metrics defined as long-term time
averages (see Fig. 3(b)).

ll. NAIVE SET PREDICTORS

Before describing CP in the next section, in this section we
review two naive, but natural and commonly used, approaches
to produce set predictors, that fail to satisfy the coverage
condition (7).

A. NAIVE SET PREDICTORS FROM PROBABILISTIC
PREDICTORS

Given a probabilistic predictor p(y|x, D) as in (3), one could
construct a set predictor by relying on the confidence lev-
els reported by the model. Specifically, aiming at satisfying
the coverage condition (7), given an input x, one could
construct the smallest subset of the output domain ) that
covers a fraction 1 — « of the probability designed by model
p(y|x, D). Mathematically, the resulting naive probabilistic-
based (NPB) set predictor is defined as

'NPB(x|D) =argmin |T|
re2¥y
st py D)y =1—a (9

yell

for the case of a discrete set, and an analogous definition
applies in the case of a continuous domain ). Fig. 4 illustrates
the NPB for a prediction problem with output domain size
|Y| = 4. Given that, as mentioned in Sec. I, probabilistic
predictors are typically poorly calibrated, the naive set pre-
dictor (9) does not satisfy condition (7) for the given desired
miscoverage level «, and hence it is not well calibrated.
For example, in the typical case in which the probabilistic
predictor is overconfident [3], the predicted sets (9) tend to
be too small to satisfy the coverage condition (7).
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B. NAIVE SET PREDICTORS FROM QUANTILE
PREDICTORS

While the naive probabilistic-based set predictor (9) applies
to both discrete and continuous target variables, we now focus
on the important special case in which ) is a real number,
i.e., Y = R. This corresponds to scalar regression problems,
such as for channel prediction (see Sec. VIII). Under this
assumption, one can construct a naive set predictor based on
estimates of the «/2- and (1 — «/2)-quantiles yy/2(x) and
Y1—q/2(x) of the ground-truth distribution po(y|x) (obtained
from the joint distribution py(D, z)). In fact, writing as

¥
e =inffye®s [ pooma =g a0
—0o0
the g-quantile, with g € [0, 1], of the ground-truth distribu-
tion po(y|x), the interval [yo/2(x), y1—q/2(x)] contains the true
value y with probability 1 — «.
Defining the pinball loss as [72]

L4, 3) = max { — (1 = @)y = 9), v — 9} (In

for g € [0, 1], the quantile y,(x) in (10) can be obtained as
[73]

y¢(x) = argmin Ej, (y|x) [Zq(y, y)] (12)
yeR
Therefore, given a parametrized predictive model y(x|¢), the
quantile y,(x) can be estimated as (x|op, ¢) with optimized
parameter vector

¢p,q=arggnn{%v > ﬁq(y,ﬁ(XI@)]- (13)

(x.y)eD

With the estimate y(x|¢p /2) of quantile yy /2(x) and estimate
Y(x|¢D,1-a/2) of quantile y;_4/2(x), we finally obtain the
naive quantile-based (NQB) predictor

MNP D) = [§(xl¢p.a), Slbp1a) | (14)

The naive set prediction in (14) fails to satisfy the condition
(7), since the empirical quantiles y,(x) generally differ from
the ground-truth quantiles y,(x).

IV. CONFORMAL PREDICTION

In this section, we review CP-based set predictors, which
have the key property of guaranteeing the (1 — «)-validity
condition (7) for any predetermined miscoverage level «, irre-
spective of the ground-truth distribution po(D, z) of the data.
We specifically focus on validation-based CP [10] and cross-
validation-based CP [53], which are more practical variants
of full CP [10], [74]. In Sec. V, we cover online CP [14], [61].

A. VALIDATION-BASED CP (VB-CP)

In this subsection, we describe validation-based CP (VB-
CP), which partitions the available set D = D" U D into a
training set D with N samples and a validation set D! with
NYa = N — N samples (Fig. 5(a)). This class of methods is
also known as inductive CP [10] or split CP [53].
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FIGURE 5. Validation-based conformal prediction (VB-CP):

(a) The data set is split into training and validation set; (b) A
single model is trained over the training data set; (c)-(d)
Post-hoc calibration is done by evaluating the NC scores on the
validation set (c) and by identifying the (1 — «)-quantile of the
validation NC scores. This divides the axis of NC scores into a
“keep” region of NC scores smaller than the threshold, and into
a complementary “discard” region (d). (e) For each test input x,
VB-CP includes in the prediction set all labels y’ € Y for which
the NC score of the pair (x, y') is within the “keep” region.

VB-CP operates on any pre-trained probabilistic model
p(ylx, D) obtained using the training set D as per (3).
At test time, given an input x, VB-CP relies on a validation
set to determine which labels y/ € ) should be included
in the predicted set. Specifically, for any given test input x,
alabel y € ) is included in set I'VB(x|D) depending on the
extent to which the candidate pair (x,y’) “conforms” with
the examples in the validation set.

This “conformity” test for a candidate pair is based on a
nonconformity (NC) score. An NC score for VB-CP can be
obtained as the log-loss

NC(z = (x, )ID") = —log p(ylx, D") 15)

or as any other score function that measures the loss of the
probabilistic predictor p(y|x, DY) on example (x, y). It is also
possible to define NC scores for quantile-based predictors as
in (14), and we refer to [61] for details.

VB-CP consists of a training phase (Fig. 5(a)-(d)) and of
a test phase (Fig. 5(e)). During training, the data set DV is
used to obtain a probabilistic predictor p(y|x, D) as in (3)
(Fig. 5(b)). Then, NC scores NC(z¥[i]|D"), as in (15), are
evaluated on all points 240, i = 1, ..., N" in the valida-
tion set DY (Fig. 5(c)). Finally, the real line of NC scores
is partitioned into a “keep” region and a “discard” region
(Fig. 5(d)), choosing as a threshold the (1 — «)-empirical
quantile of the N¥3 NC scores {NC(z"![i] IDH)}f.V:v ‘fl. Accord-
ingly, we “keep”” the labels y’ with NC scores that are smaller
than the (1 — o)-empirical quantile of the validation NC
scores, and ‘““‘discard” larger NC scores.

During testing (Fig. 5(e)), given a test input x, |)| NC
scores are evaluated, one for each of the candidate labels y’ €
Y, using the same trained model p(y|x, D). All candidate
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labels y’ for which the NC score NC((x, y")|D¥) falls within
the “keep’ region are included in the predicted set of VB-CP.
Mathematically, the VB-CP set predictor is obtained as

MVEGID) = |y € Y|NC((x, )P (16)

< Qu((NCE DY),

where the empirical quantile from the top for a set of N real
values {r[i]}ﬁv | is defined as

Ou ({r[i]}fil) = [(1 — @)(N + 1)]th smallest value
of the set {r[i]}_; U {+0o0}. (17)

B. CROSS-VALIDATION-BASED CP (CV-CP)

VB-CP has the computational advantage of requiring the
training of a single model, but the split into training and
validation data causes the available data to be used in an
inefficient way. This data inefficiency generally yields set
predictors with a large average size (8). Unlike VB-CP, cross-
validation-based CP (CV-CP) [53] trains multiple models,
each using a subset of the available data set D. As detailed
next and summarized in Fig. 6, during the training phase,
each data point z[i] in the validation set is assigned an NC
score based on a model trained using a subset of the data set
D that excludes z[i], with i € {1, ..., N}. Then, for testing,
the inclusion of a label y’ in the prediction set for an input x
is based on a comparison of NC scores evaluated for the pair
(x, y') with all the N validation NC scores.

Specifically, as illustrated in Fig. 6, K-fold CV-CP [53],
referred here as K-CV-CP, first partitions the data set D
into K disjoint folds {Sk}szl, each with N/K points, i.e.,
Uszlsk = D (Fig. 6(a)), for a predefined integer K €
{2, ..., N} such that the ratio N /K is an integer.

During training, the K subsets D \ S are used to train
K probabilistic predictors p(y|x, D \ Si) defined as in (3)
(Fig. 6(b)). Each trained model p(y|x, D \ Si) is used to
evaluate the |Sx| = N/K NC scores NC(zk‘D \ Sk) for all
validation data points zx € Sk that were not used for training
the model (Fig. 6(c)). Unlike VB-CP, K-CV-CP requires
keeping in memory all the N validation scores for testing.
These points are illustrated as crosses in Fig. 6(c).

During festing, for a given test input x and for any candidate
label y € ), CV-CP evaluates K NC scores, one for each of
the K trained models. Each such NC score NC ((x, y) | D \Sk)
is compared with the N /K validation scores obtained on fold
Sk. We then count how many of the N/K validation scores
are larger than NC((x, y’)|D \ Sk). If the sum of all such
counts, across the K folds {Sk }sz1 , is larger than a fraction «
of all N data points, then the candidate label y’ is included
in the prediction set (Fig. 6(d)). This criterion follows the
same principle of VB-CP of including all candidate labels
y' that “conform” well with a sufficiently large fraction of
validation points.

VOLUME 1, 2023



Cohen et al.: Calibrating Al Models for Wireless Communications via Conformal Prediction

Mathematically, K-CV-CP is defined as

K
>y ]l(NC((x,y’)|D\Sk})

Vx| o) = {y’ ey

k=1 z; €Sy
(18)
< NC(Zk|D\Sk)) > [a(N + 1)) ]
where 1(-) is the indicator function (IL(true) = 1 and

1(false) = 0). The left-hand side of the inequality in (18)
implements the sums, shown in Fig. 6(d), over counts of
validation NC scores that are larger than the corresponding
NC score for the candidate pair (x, y').

K-CV-CP increases the computational complexity K -fold
as compared to VB-CP, while generally reducing the ineffi-
ciency [53]. The special case of K = N, known as jackknife+
[53], is referred here as CV-CP. In this case, each of the N
folds Sk, k = 1,..., N uses a single cross validation point.
In general, CV-CP is the most efficient form of K-CV-CP, but
it may be impractical for large data set sizes due to need to
train N models. The number of folds K should strike a balance
between computational complexity, as K models are trained,
and inefficiency.

C. CALIBRATION GUARANTEES
VB-CP (16) satisfies the coverage condition (7) [10] under
the only assumption of exchangeability (see Sec. II-A).

The validity of CV-CP requires a technical assumption on
the NC score. While in VB-CP the NC score is an arbitrary
score function evaluated based on any pre-trained probabilis-
tic model, for CV-CP, the NC score NC(z|D’) must satisfy the
additional property of being invariant to permutations of the
data set D’ used to train the underlying probabilistic model.
Consider the log-loss NC(z = (x, y)|D") = —logp(y|x, D)
(15), or any other score function based on the trained model
p(y|x, D"), as the NC score. CV-CP requires that the training
algorithm used to produce model p(y|x, D) provides outputs
that are invariant to permutations of the training set D’.

Specifically, for frequentist learning, the optimization
algorithm producing the parameter vector ¢, in (3) must
be permutation-invariant. This is the case for standard
methods such as full-batch gradient descent (GD), or for
non-parametric techniques such as Gaussian processes. For
Bayesian learning, the distribution ¢*(¢|D’) in (3) must also
be permutation-invariant, which is true for the exact posterior
distribution [23], as well as for approximations obtained via
MC methods such as Langevin MC [23], [31].

The requirement on permutation-invariance can be allevi-
ated by allowing for probabilistic training algorithms such
as stochastic gradient descent (SGD) [75]. With probabilistic
training algorithms, the only requirement is that the distribu-
tion of the (random) output models is permutation-invariant.
This is, for instance, the case if SGD is implemented by
taking mini-batches uniformly at random within the training
set D’ [75], [76], [77]. With probabilistic training algorithms,
however, the validity condition (7) of CV-CP is only guar-
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anteed on average with respect to the random outputs of the
algorithms.

Specifically, under the discussed assumption of
permutation-invariance of the NC scores, by [53, Theorems
1 and 4], CV-CP satisfies the inequality

P(y e TVx|D)) > 1 — 2a, (19)
while K-CV-CP satisfies the inequality

P(y e KV xD)) > 1 — 20 — min{z“*‘/’() ‘*K/N}

N/K+T > K+1
> 1—2a —+/2/N. (20)

Therefore, validity for both cross-validation schemes is guar-
anteed for the larger miscoverage level of 2. Accordingly,
one can achieve miscoverage level of «, satisfying (7),
by considering the CV-CP set predictor 'Y (x| D) with /2 in
lieu of v in (18). That said, in the experiments, we will follow
the recommendation in [53] and [76] to use « in (18).

V. ONLINE CONFORMAL PREDICTION

In this section, we turn to online CP. Unlike the CP schemes
presented in the previous section, online CP makes no
assumptions about the probabilistic model underlying data
generation [14], [61]. Rather, it models the observations as a
deterministic stream of input-output pairs z[i] = (x[i], y[i])
over time index i = 1,2,...; and it targets a coverage
condition defined in terms of the empirical rate at which the
prediction set I'; at time i covers the correct output y[i].

In the offline version of CP reviewed in the previous
section, all N samples of the data set D are assumed to be
available upfront (see Fig. 3(a)). In contrast, in online CP, a set
predictor I'; for time index i is produced for each new input
x[i]overtimei =1, 2, ... Specifically, given the past obser-
vations {z[J] };;i’ the set predictor F,-(x[i] | {zlj1 }]’:;}) outputs a
subset of the output space ). Given a target miscoverage level
a € [0, 1], an online set predictor is said to be (1 — «)-long-
term valid if the following limit holds

1

. . eorimie
Jlim =31 (ylil € i) =1 - @D

for all possible sequences z[i] with i = 1,2, ... Note that
the condition (21), unlike (7), does not involve any ensemble
averaging with respect to the data distribution. We will take
(21) as the relevant definition of calibration for online learn-
ing.

Rolling conformal inference (RCI) [61] adapts in an online
fashion a calibration parameter 0[i] across the time index i
as a function of the instantaneous error variable

err[i] = 1(y[il ¢ Tu(x[i])), (22)

which equals 1 if the correct output value is not included in
the prediction set I';(x[i]), and O otherwise. This is done using
the update rule

Oli + 11 < 0[i] + y (err[i] — ), (23)
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FIGURE 6. K-fold cross-validation-based conformal prediction (K-CV-CP): (a) The N data pairs of data set D are split into
K-folds each with | S, | = N/K samples; (b) K models are trained, each using a leave-fold-out data set of | D \ S| =N - N/K
pairs; (c) NC scores are computed on the N/K holdout data points for each fold S ; (d) For each test input x, all labels y’ €
for which the number of “higher-NC” validation points exceeds a fraction « of the total N points are considered in the

prediction set. CV-CP is the special case with K = N.

where y > 0 is a learning rate. Accordingly, the parameter
0 is increased by y(1 — o) if an error occurs at time 7, and
is decreased by yo otherwise. Intuitively, a large positive
parameter 6[i] indicates that the set predictor should be more
inclusive in order to meet the validity constraint (21); and
vice versa, a large negative value of 0[i] suggests that the set
predictor can reduce the size of the prediction sets without
affecting the long-term validity constraint (21).

Following [61], we elaborate on the use of the calibration
parameter 0[i] in order to ensure condition (21) for an online
version of the naive quantile-based predictor (14) for scalar
regression. A similar approach applies more broadly (see
[14], [78], and [79]). Denote the data set D[i] = {z[jl}_]
as having all previously observed labeled data set up till time
i—1. The key idea behind RCl is to extend the naive prediction
interval (14) depending on the calibration parameter 6[i] as

IR (x[i1]DLil)
= [5x18pi1.02) = $OLID. FKIBDp.1-0/2) + 061D,
4
where

p0) = sign(@)(exple‘ —1)

is the so-called stretching function, a fixed monotonically
increasing mapping.

The set predictor RCI (24) ““corrects” the NQB set
predictor (14), via the additive stretching function ¢(6[i])
based on the calibration parameter 6[i]. As the time index
i rolls, the calibration parameter 6[i] adaptively inflates and
deflates according to (23). Upon each observation of new
label y[i], the quantile predictor model parameters ¢py;),a/2
and ¢py),1—«/2 can also be updated, without affecting the
long-term validity condition (21) [61, Theorem 1]. We refer
to Appendix IX for further details on online CP.

(25)
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VI. SYMBOL DEMODULATION

In this section, we focus on the application of offline CP,
as described in Sec. IV, to the problem of symbol demodu-
lation in the presence of transmitter hardware imperfections.
This problem was also considered in [20] and [80] by focus-
ing on frequentist and Bayesian learning. Unlike [20], [80],
we investigate the use of CP as a means to obtain set predic-
tors satisfying the validity condition (7).

A. PROBLEM FORMULATION

The problem of interest consists of the demodulation of sym-
bols from a discrete constellation based on received baseband
signals subject to hardware imperfections, noise, and fading.
The goal is to design set demodulators that output a subset
of all possible constellation points with the guarantee that the
subset includes the true transmitted signal with the desired
target probability 1 — «. Set-valued demodulation can be
useful when combined with channel decoders that can con-
currently explore several paths [81]. Furthermore, while we
do not investigate this direction here, CP could be applied
directly to decoding, yielding a form of list decoding (see,
e.g., [82]) with formal reliability guarantees.

To keep the notation consistent with the previous sections,
we write as y[i] the i-th transmitted symbols, and as x[i] the
corresponding received signal. Each transmitted symbol y[i]
is drawn uniformly at random from a given constellation ).
We model I/Q imbalance at the transmitter and phase fading
as in [67]. Accordingly, the ground-truth channel law con-
necting symbols y[i] into received samples x[i] is described
by the equality

x[il = e’V fiqOlil) + Vil (26)

for a random phase ¢ ~ U[0, 2rr), where the additive noise
is v[i] ~ CN(0, SNR™!) for signal-to-noise ratio level SNR.

VOLUME 1, 2023



Cohen et al.: Calibrating Al Models for Wireless Communications via Conformal Prediction

Furthermore, the I/Q imbalance function [83] is defined as

SOl = yilil + yyalil, 27

where

yilil| _|1+€ O cosd —sind || yili] 28)
yolil| | 0 1—e€||—sind cosd ||yolil|’

with yi[7] and yq[i] being the real and imaginary parts of the
modulated symbol y[i]; and yi[i] and yq[i] standing for the
real and imaginary parts of the transmitted symbol fio(y[i]).
In (28), the channel state ¢ consists of the tuple ¢ = (, €, §)
encompassing the complex phase i and the I/Q imbalance
parameters (€, 8).

B. IMPLEMENTATION

Asin [20] and [80], demodulation is implemented via a neural
network probabilistic model p(y|x, ¢) consisting of a fully
connected network with real inputs x[i] of dimension 2 as
per (26), followed by three hidden layers with 10, 30, and
30 neurons having ReLU activations in each layer. The last
layer implements a softmax classification for the | )| possible
constellation points.

We adopt the standard NC score (15), where the trained
model ¢p for frequentist learning is obtained via I = 120
GD update steps for the minimization of the cross-entropy
training loss with learning rate n = 0.2; while for Bayesian
learning we implement a gradient-based MC method, namely
Langevin MC, with burn-in period of Ry, = 100, ensemble
size¢ R = 20, learning rate n = 0.2, and temperature
parameter 7 = 20. We assume standard Gaussian distribution
for the prior distribution [31]. Details on Langevin MC can be
found in Appendix IX.

We compare the naive set predictor (9), also studied in
[20] and [80], which provides no formal coverage guarantees,
with the CP set prediction methods reviewed in Sec. IV. VB-
CP uses equal set sizes for the training and validation sets.
We target the miscoverage level as o« = 0.1.

C. RESULTS
We consider the Amplitude-Phase-Shift-Keying (APSK)
modulation with |)| = 8. The SNR level is set to SNR =
5 dB. The amplitude and phase imbalance parameters are
independent and distributed as ¢ ~ Beta(e/0.15]5,2) and
6 ~ Beta(6/15°|5, 2), respectively [80].

Fig. 7 shows the

Ntc
empirical coverage = # Z 1(y[jl € L& [j1ID)), (29)
=1

and Fig. 8 shows the

Nle
empirical inefficiency = s Z T [j]|D)
j=1

. (0

both evaluated on a test set D* = {(x*[j], y* [j])};V tcl with

N'* = 100 data points, as a function of the size of the
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FIGURE 7. Coverage for naive set predictor (9), VB-CP (16),
CV-CP, and K-CV-CP (18) with K = 4, for symbol demodulation
problem (Section VI). For every set predictors, the NC scores
are evaluated either using frequentist learning (dashed lines) or
Bayesian learning (solid lines). The coverage level is set to

1 - a = 0.9, and each numerical evaluation is averaged over

50 independent trials (new channel state c) with N'¢ = 100 test
points.
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FIGURE 8. Average set prediction size (inefficiency) for the same
setting of Fig. 7.

available data set D. We average the results for 50 indepen-
dent trials, each corresponding to independent draws of the
variables {D, D} from the ground truth distribution. This
way, the metrics (29)-(30) provide an estimate of the coverage
(7) and of the inefficiency (8), respectively [53].

From Fig. 7, we first observe that the naive set predictor,
with both frequentist and Bayesian learning, does not meet
the desired coverage level in the regime of a small number N
of available samples. In contrast, confirming the theoretical
calibration guarantees presented in Sec. IV, all CP methods
provide coverage guarantees, achieving coverage rates above
1 — «. Furthermore, as seen in Fig. 8, coverage guarantees
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are achieved by suitably increasing the size of prediction
sets, which is reflected by the larger inefficiency. The size
of the prediction sets, and hence the inefficiency, decreases
as the data set size, N, increases. In this regard, due to
their more efficient use of the available data, CV-CP and K -
CV-CP predictors have a lower inefficiency as compared to
VB predictors, with CV-CP offering the best performance.
Finally, Bayesian NC scores are generally seen to yield set
predictors with lower inefficiency, confirming the merits of
Bayesian learning in terms of calibration.

VIl. MODULATION CLASSIFICATION

In this section, we propose and evaluate the application
of offline CP to the problem of modulation classification
[45], [46].

A. PROBLEM FORMULATION

Due to the scarcity of frequency bands, electromagnetic
spectrum sharing among licensed and unlicensed users is of
special interest to improve the efficiency of spectrum utiliza-
tion. In sensing-based spectrum sharing, a transmitter scans
the prospective frequency bands to identify, for each band,
if the spectrum is occupied, and, if so, if the signal is from
a licensed user or not. A key enabler for this operation is
the ability to classify the modulation of the received signal
[84]. The modulation classification task is made challenging
by the dimensionality of the baseband input signal and by the
distortions caused by the propagation channel. Data-driven
solutions [85] have shown to be effective for this problem
in terms of accuracy, while the focus here is on calibration
performance.

Accordingly, we aim at designing set modulation classi-
fiers that output a subset of the set of all possible modulation
schemes with the property that the true modulation scheme
is contained in the subset with a desired probability level
1 — «. Set predictions provide actionable information in
several applications of modulation classifiers. For instance,
in cognitive radio systems, there may be protected modulation
schemes adopted by a primary user [86], [87]. If the predicted
set produced by a secondary user includes such schemes,
the secondary user should, e.g., refrain from transmitting or
use lower transmission powers, guaranteeing that the primary
user is not affected with probability at least 1 — «. As another
example, in military or emergency response applications,
modulation classification is used a preliminary step to syn-
chronize a receiver [88], [89]. In this case, having a list of
possible modulation schemes enables the receiver to attempt
decoding in parallel on all possible identified schemes, with
the guarantee that the correct modulation scheme is evaluated
with probability at least 1 — «.

We adopt the data set provided by [46], which has approx-
imately 2.5 x 10° baseband signals, each produced using
one out of 24 possible digital and analog modulations across
different SNR values and channel models. The data set
contains data for single-carrier modulations such as OOK,
ASK, PSK, APSK, QAM, AM, FM, GMSK, and OQPSK,
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FIGURE 9. Coverage and inefficiency for NPB (9), VB-CP (16),
and K-CV-CP (18) with K = 6 and K = 12, for the modulation
classification problem (implementation details in Section VII-B).
The boxes represent the 25% (lower edge), 50% (solid line
within the box), and 75% (upper edge) percentiles of the
empirical performance metrics evaluated over 32 different
experiments, with average value shown by the dashed line.

including several modulation orders for each scheme. For
each modulation, several short-time signal observations of
1024 1/Q samples are synthesized using random realizations
of Rayleigh fading, carrier frequency mismatch, sampling
rate mismatch, and shaping roll-off values. Out of the whole
data set, in this paper we focus on the high SNR regime (>
6 dB). Accordingly, the data set D consists of approximately
1.28 x 10° pairs (x, y), where x is the channel output signal
of 2048 interleaved I/Q samples and y is the index of one of
the || = 24 possible modulations. The SNR value itself is
not available to the classifier.

B. IMPLEMENTATION

We use a neural network architecture similar to the one used
in [46], which has 7 one-dimensional convolutional layers
with kernel size 3 and 64 channels for all layers, except for
the first layer with has 2 channels. The convolution layers
are followed by 3 fully-connected linear layers. A scaled
exponential linear unit (SELU) is used for all inner layers,
and a softmax is used at the last, fully connected, layer.
We assume availability of N = 4800 pairs (x, y) for the data
set D, while gauging the empirical inefficiency and coverage
level with N = 1000 held-out pairs. A total number of
I = 4000 GD steps with fixed learning rate of 0.02 are
carried out, and the target miscoverage rate is set to o = 0.1.
VB partitions its available data into equal sets for training and
validation.

C. RESULTS

In this problem, due to computational cost, we exclude CV-
CP and we focus on K-CV-CP with a moderate number of
folds, namely K = 6 and K = 12. In Fig. 9, box plots
show the quartiles of the empirical coverage (29) and of the
empirical inefficiency (30) from 32 independent runs, with
different realizations of data set and test examples. The lower
edge of the box represents the 0.25-quantile; the solid line
within the box the median; the dashed line within the box
the average; and the upper edge of the box the 0.75-quantile.
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FIGURE 10. CP for time-series outdoor of [69]: (top)
Time-average coverage (32) of naive set prediction and online
CP; (bottom) Time-averaged inefficiency (33) of naive set
prediction and online CP.

As can be seen in the figure, the naive set predictor is invalid
(see average shown as dashed line), and it exhibits a wide
spread of the coverage rates across the trials. On the other
hand, all CP set predictors are valid, meeting the predeter-
mined coverage level 1 — a = 0.9, and have less spread-out
coverage rates.

As also noted in the previous section, VB-CP suffers from
larger predicted set size as compared to K-CV-CP, due to
poor sample efficiency. A small number of folds, as low as
K = 6, is sufficient for K-CV-CP to outperform VB-CP. This
improvement in efficiency comes at the computational cost of
training six models, as compared to the single model trained
by VB-CP.

VIIl. ONLINE CHANNEL PREDICTION

In this section, we investigate the use of online CP,
as described in Sec. V, for the problem of channel prediction.
We specifically focus on the prediction of the received signal
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FIGURE 11. CP for time-series NLOS_Head_Indoor_lkhz in [68]:
(top) Time-average coverage (32) of naive set prediction and
online CP; (bottom) Time-average inefficiency (33) of naive set
prediction and online CP.

strength (RSS), which is a key primitive at the physical
layer, supporting important functionalities such as resource
allocation [90], [91].

A. PROBLEM FORMULATION

Consider a receiver that has access to a sequence of RSS
samples from a given device. We aim at designing a pre-
dictor that, given a sequence of past samples from the RSS
sequence, produces an interval of values for the next RSS
sample. To meet calibration requirements, the interval must
contain the correct future RSS value with the desired rate
level 1 — «. Unlike the previous applications, here the rate
of coverage is evaluated based on the time average

Z ([l] € T (e[|l iz )). 31)
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This is computed as the fraction previous time instants i €
{1, ..., t} at which the set predictor I'; includes the true RSS
value y[i].

Interval predictions for communication channels can sup-
port resource allocation. For instance, a scheduler may select
users whose lowest possible RSS in the predicted set is
sufficiently large to enable communication at some desired
level [92]. A scheduler may also use larger values in the
predicted set to facilitate exploration via optimism [35], [93].
Finally, set prediction can enable the detection of outage
events, or anomalies, by checking if the lowest allowed RSS
is not in line with the past observations for a given link.

We consider two data sets of RSS sequences. The first
data set records RSS samples y[i] in logarithmic scale for
an IEEE 802.15.4 radio over time index i [69]. We further
use the available side information on the time-variant channel
ID, which determines the carrier frequency used at time i
out of the 16 possible bands, as the input x[i]. At time i,
we observe a sequence of RSS samples z[1], ..., z[i — 1]
with z[i] = (x[{], y[i]), and the goal is to predict the next RSS
sample y[i] via the online set predictor FFCI (24).

The second data set [68] reports samples y[i], measured in
dBm, on a 5.8 GHz device-to-device link without additional
input. Hence, in this case, we predict the next RSS sample
y[i] using the previous RSS samples y[1], ..., y[i — 1]. Note
that the prior works [68], [69] adopted standard probabilistic
predictors, while here we focus on set predictors that produce
a prediction interval FlRCI (x[i] | {z[j]}".;%).

B. IMPLEMENTATION

We build the CP set predictor by leveraging the probabilis-
tic neural network used in [61] as the model class for the
quantile predictors in (13)-(14). Each quantile predictor con-
sists of a multi-layer neural network that pre-processes the
most recent K pairs {z[i — K], ..., z[i — 1]}; of a stacked
long short-term memory (LSTM) [94] with two layers; and
of a post-processing neural network, which maps the last
LSTM hidden vector into a scalar that estimates the quantile
used in (14). For details of the implementation, we refer to
Appendix 13.

C. RESULTS
Fig. 10 and Fig. 11 report the

time-average coverage = % Z ]l(y[i] € Fi(x[i]|{z[j]}j’:;}))
i=1
(32)

and the

MEGIETOINEE

time-average inefficiency = % Z
i=1

for online CP (24), compared to a baseline of the naive
quantile-based predictor (14), as a function of the time win-
dow size I for data sets [68] and [68], respectively. We have
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discarded 1000 samples for a warm-up period for both metrics
(32) and (33).

In both cases, the naive predictor is seen to fail to satisfy
the coverage condition (21) for both data sets, while online
CP converges to the target level 1 — o = 0.9. This result is
obtained by online CP with a modest increase of around 8%
for both data sets in terms of inefficiency.

IX. CONCLUSION

Al in communication engineering should not only target
accuracy, but also calibration, ensuring a reliable and safe
adoption of machine learning within the overall telecom-
munication ecosystem. In this paper, we have proposed the
adoption of a general framework, known as conformal pre-
diction (CP), to transform any existing Al model into a
well-calibrated model via post-hoc calibration for commu-
nication engineering. Depending on the situation of interest,
post-hoc calibration leverages either an held-out (cross) vali-
dation set or previous samples. Unlike calibration approaches
that do not formally guarantee reliability, such as Bayesian
learning or temperature scaling, CP provides formal guar-
antees of calibration, defined either in terms of ensemble
averages or long-term time averages. Calibration is retained
irrespective of the accuracy of the trained models, with more
accurate models producing smaller set predictions.

To validate the reliability of CP-based set predictors,
we have provided extensive comparisons with conventional
methods based on Bayesian or frequentist learning. Focus-
ing on demodulation, modulation classification, and channel
prediction, we have demonstrated that Al models calibrated
by CP provide formal guarantees of reliability, which are
practically essential to ensure calibration in the regime of
limited data availability.

Future work may consider applications of CP to other
use cases in wireless communication systems, as well as
extension of involving training-based calibration [55], [58]
and/or meta-learning [95].

APPENDIX A FREQUENTIST AND BAYESIAN LEARNING
Given access to training data set D = {z[i] = (x[1], y[i])}iv:1
with N examples, frequentist learning finds a model param-
eter vector ¢7, by tackling the following empirical risk
minimization (ERM) problem

min {Lp(@) = — > logp(yix, @)

(x.»eD
= PD(X,)’)[ - 10gp(y|xv ¢)]}1 (34)

with empirical distribution pp(x, y) defined by the data set
D.

Bayesian learning addresses epistemic uncertainty by
treating the model parameter vector as a random vector ¢
with prior distribution ¢ ~ p(¢). Ideally, Bayesian learning
updates the prior p(¢) to produce the posterior distribution
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p(P|D) as

N
p@ID) o p(¢) [ | p(1il|xT), ¢) (35)
i=1
and obtains the ensemble predictor for the test point (x, y) by
averaging over multiple models, i.e.,

p(Ix, D) = Epgp)p(lx, @)1 (36)

In practice, as the true posterior distribution is generally
intractable due to the normalizing factor in (35), approximate
Bayesian approaches are considered via VI or MC techniques
(see, e.g., [23]).

In the experiments, we adopted Langevin MC to approx-
imate the Bayesian posterior [23], [31]. Langevin MC adds
Gaussian noise to each standard GD update for frequentist
learning (see, e.g., [23, Sec. 4.10]). The noise has power
2n/T, where n is the GD learning rate and 7 > 0 is a temper-
ature parameter. Langevin MC produces R model parameters
{¢[r]}f=] across R consecutive iterations. We specifically
retain only the last R samples, discarding an initial burn-in
period of Rp, iterations. The temperature parameter T is
typically chosen to be larger than 1 [96], [97]. With the R
samples, the expectation term in (]]36) is approximated as
the empirical average % Zle pOlx, o[r]).

We observe that Langevin MC is a probabilistic training
algorithm, and that it satisfies the permutation-invariance
property in terms of the distribution of the random output
models discussed in Sec. IV-C.

APPENDIX B ALGORITHMIC DETAILS FOR ROLLING
CONFORMAL INFERENCE
The RCI algorithm is reproduced from [61] in Algorithm 1.

APPENDIX C IMPLEMENTATION OF ONLINE CHANNEL
PREDICTION

The architecture of the set predictor is inspired by [61],
and made out of three artificial neural networks. The first,
Jpre(+), is a multi-layer perceptron (MLP) network with hid-
den layers of 16, 32 neurons each, parametrized by vector
@preli]. It is meant to apply a pre-process over the most

recent observed K = 20 pairs {z[i — K],...,z[i — 1]}
to be transformed element-wise into a length-K vector
wlil = [wilil,...,wglil]", in which the k-th element

(k = 1,...,K)is wilil = fore(2li — K + k — 1|@prelil).
Effectively, this will serve as a temporal sliding K-length
window, with a time-evolving pre-processing function. The
second neural network, fistMm(-) has two layers with model
parameter vectors ¢115TM[i] (first layer) and q&fSTM[i] (second
layer), which retains a memory via the hidden state vectors &
and c, initialized at every time index i as c(l)[i] = c%[i] =
h(l)[i] = h%[i] = 0. By accessing the previous K pairs
via the vector w[i], this recurrent neural network extracts
temporal patterns by sequentially transferring information via
LSTM cells (with shared parameter vectors) in the image
of hidden and cell state vectors ck[i], hx[i] via the LSTM
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Algorithm 1 Rolling Conformal Inference
(for Regression) [61]
Inputs . o = long-term target miscoverage level
O[1] = initial calibration parameter
1], ¢M[1] = initial models
Parameters : / = number of online iterations
y = learning rate for calibration parameter
n = learning rate for model updates
Output : {FIRCI (x[i] | {z[j]}';%)}le = predicted sets for
il
fori=1,...,1 time instants do
Retrieve a new data sample (x[i], y[i])
< Set prediction of new input >

Calculate set ['RC! (x[i]!{z[i]};;]l) using (24)
[F(xtill1i1) = p(@LiD. 519" 1) + 901D |

< Check if prediction is unsuccgssful >

errli] < 1(ylil ¢ PR (x[il]=U1YZ)))

< Update calibration parameter

6l + 1] < 6Li] + y (err[i] — @)

10 < Update models using new sample >

| gL+ 11 L = 1V (1, $(x111[¢°L1) )
| ML 1] M = V1o (L, S(xLi1[ @) )

BOW N -

e e 9 wn

—

3 return predicted sets {I’lRCI (x[i] | {zlj] };;i)}z{: 1

cells. These vectors flow along the LSTM by concatenat-
ing k = 1,...,K cells, and forming vectors of length
32 each

lea i), Ailill = fistv (welil, e i, b _ 11| smli])
(37)

[ez i), M2l = fistw (BELEL, ci_y [l i [ @t srmlid) -
(38)

The third and last network is a post-processing MLP f,os(-)
with one hidden layer of 32 neurons, and with param-
eter vector ¢post[i], which maps the last LSTM hidden
64-length vector hgli] = [h}<[i],h%([i]]T into a scalar
Foost (x[i1, hx [i|@postli]) € R that estimates the quantile for
the output y[i]. Accordingly, the time evolving model param-
eter is the tuple

oLl = (Pprelil, di.srmlils DEstmlils PpostliD-  (39)

This model is instantiated twice for the regression problem:
one for the /2 lower quantile and the other for 1 —o/2 upper
quantile. For every time instant i, after the new output y[i]
is observed, continual learning of the models is taken place
by training the models with corresponding pinball losses (11)
using the new pair (x[7], y[{]), while initializing the models as
the previous models at time instant i — 1.

The miscoverage rate was set to o« = 0.1, the learning rate
to n = 0.01, and we chose y = 0.03 for the calibration
parameter 6 in (23).
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