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ABSTRACT Cell-free massive multiple-input multiple-output (MIMO) systems consist of geographically-
distributed multi-antenna access points (APs) that form a virtual massive MIMO array. To make the network
arbitrarily scalable in size, each user should be served by the best possible personalized user-centric cluster
of nearby APs. Unfortunately, determining that cluster is a combinatorially-complex problem made even
harder when the users are in motion. Therefore, in this work, we develop a multi-agent reinforcement
learning (MARL) algorithm for AP selection and clustering. Each AP is an agent in the MARL algorithm
and it is trained to near-optimally select for itself which users to serve. Conventional MARL algorithms
require a centralized reward system to train the agents, and the agents’ neural network weights tend to
strongly depend on their locations during training. To counteract these problems, we also consider a federated
MARL framework. Simulation results demonstrate both our conventional and federated MARL algorithms
outperform existing published AP selection algorithms, and also provide performance comparable to the
case of all APs serving all users. The results also show the conventional algorithm has somewhat superior
performance in the environment it was trained in, but the federated algorithm transfers its learning to changed
environments much better, with very little performance loss.

INDEX TERMS  Access point clustering, cell-free massive MIMO, centralized critic, decentralized actors,
federated reinforcement learning, multi-agent reinforcement learning, user association

. INTRODUCTION

ASSIVE multiple-input multiple-output (MIMO)
M antenna systems are a key component of 5th genera-
tion (5G) and beyond cellular networks in order to achieve
high spectral efficiency (SE), data rate, and throughput
requirements [1]. Most typically, massive MIMO antenna
arrays are assumed to have all their elements co-located at
a base station (BS) [2], [3], [4]. However, in such cases, the
massive MIMO cellular network is normally limited by inter-
cell interference, resulting in poor cell-edge performance.
Therefore, for beyond-5G cellular networks, which put more
emphasis on equitable service for all pieces of user equipment
(UE) within the coverage area, modifications to the network

architecture are necessary. To overcome this shortcoming
of conventional massive MIMO, distributed massive MIMO
architectures have been studied. In the literature, the core
idea of distributed MIMO has been examined under various
names, including distributed antenna system (DAS) [5], [6],
network MIMO [7], [8], [9], coordinated multipoint (CoMP)
transmission [10], [11], [12], [13], [14], or cloud radio access
network (C-RAN) [15], [16], [17], [18], [19].

More recently, distributed architecture has again appeared
in the “massive”’-sized array regime with the name of
cell-free massive MIMO [20]. In cell-free massive MIMO,
the access points (APs), each with one or more antennas,
are distributed over a geographical area, and multiple APs
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FIGURE 1. lllustration of a cell-free massive MIMO network.
(AP: access point, CC: central controller, UE: user equipment.)

coordinate to form a virtual massive MIMO array to serve
UEs [21]. Cell-free massive MIMO conceptually removes
cell boundaries and therefore suppresses the inter-cell inter-
ference problem. This creates more uniformity of service and
fairness to UEs over the entire network area [21]. It has been
observed in [20] that in a cell-free massive MIMO network,
the APs are closer to the UEs than in conventional massive
MIMO, yielding higher diversity gain, lower path loss, and
better throughput. Reference [20] has also shown that cell-
free massive MIMO has significantly better performance than
small-cell systems where each UE is served by a single BS.

A. BACKGROUND AND MOTIVATION
We illustrate a typical cell-free massive MIMO network in
Fig. 1. In canonical cell-free massive MIMO, UEs are served
by all the APs [20], [22], which are connected to a central
controller (CC) using fronthaul connections. Therefore, the
number of fronthaul connections increases proportionally
with the number of APs in the network. Furthermore, as each
AP serves all UEs, the overall fronthaul capacity requirement
also increases, along with computing requirements for signal
processing. These factors give rise to scalability issues, and
thus the canonical form of cell-free massive MIMO is imprac-
tical for an arbitrarily large number of APs in the network.
In contrast, in scalable cell-free massive MIMO
systems, each UE is served by a subset of APs [23], [24], [25],
[26], [27]. Importantly, the cluster of serving APs should be
user-centric and individualized for each UE.! This challenge
was initially addressed in [23], wherein the authors proposed
a user-centric AP cluster solution; other works since have
also examined the problem (see Section II). However, two
major issues still remain open: 1) How should the system
select which APs to serve a UE in real-time in an environment
where the UEs are in motion, where AP selection may need
to be updated often? 2) How should the system support
the significant fronthaul and computational load in such an

I'This is an important and notable difference from earlier work on dis-
tributed architecture, where the clusters of BSs/APs/antennas were typically
centric to the serving nodes rather than the UEs.
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environment? We focus mainly on the first question, and
address the second through the use of localized precoding.
To tackle these challenges, this paper focuses on develop-
ing machine learning (ML) methods for AP clustering such
that each AP can determine the UEs it serves mostly inde-
pendently of the others. To support the dynamic nature of a
mobile environment, reinforcement learning (RL) is a natural
choice. In a recent article [28], multi-agent RL (MARL)
techniques have been applied to a canonical cell-free massive
MIMO network to solve the power allocation problem in
a mobile environment, and the performance of the MARL
algorithm therein is promising. Those results suggest that
MARL algorithms would be suitable for cell-free massive
MIMO with mobile UEs, which served as one of our initial
motivations for applying MARL to AP clustering. In our
earlier work [29], we developed an actor-critic MARL frame-
work that trains the APs to select which UEs to serve; each AP
is a distributed agent/actor in the system, and the centralized
critic that judges the agents’ performance is located at the
CC of the network. Because the agents are distributed, with
the use of localized precoding, the fronthaul load has been
reduced. However, during training, conventional MARL sys-
tems require regular information updates regarding rewards
from the CC, which can result in significant communication
overhead [30]. As an alternative, to train the agents with
limited interactions between the CC and agents, federated
learning (FL) [31] is a promising technique. Under FL, dis-
tributed agents train their neural networks (NNs) locally. The
CC periodically requests the NN weights from the agents
and uses those local weights to compute and distribute a
global NN weight update for all agents. FL was initially
developed and deployed by Google in their predictive key-
board feature [32]. Later, it has been observed that combining
features of FL with those of RL can help reduce the number
of interactions between the CC and agents [30], [33]. This
motivates us to modify our previous MARL system to a multi-
agent federated reinforcement learning (MAFRL) system,
and study its performance. Among various distributed ML
methods, both MARL and FL have been deemed to be key
techniques for wireless communication problems [34].

B. CONTRIBUTIONS
The specific contributions of this paper are:

o We develop a MARL framework for AP clustering in
an environment with mobile (i.e., non-stationary) UEs.
We consider UE mobility at pedestrian speeds when
creating the simulation environment. We formulate the
problem as a Markov game and then solve it using the
“decentralized actor, centralized critic” variant of rein-
forcement learning. We develop multiple reward policies
to incorporate fair performance.

o We extend the MARL system to a MAFRL system by
introducing FL features. We describe how implementing
a MAFRL-based solution can further reduce the commu-
nication overhead fronthaul load.
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o We examine the performance of the proposed actor-
critic MARL and MAFRL algorithms for UE association
and AP clustering via simulations. We also compare
the SE of the MARL and MAFRL algorithms with
those of greedy-based AP clustering, ML-based clus-
tering algorithms proposed in [25] and [35], and a
modified RL-based downlink (DL) power control algo-
rithm from [36]. As part of this examination, we illus-
trate the differences in the performance obtained by
extending our MARL algorithm to a MAFRL algorithm.
We demonstrate that the MAFRL performance is some-
what inferior to that of the MARL algorithm in the
trained environment, but the MAFRL algorithm also
transfers its learning to new environments more readily
and without a notable performance loss, in contrast to
the MARL algorithm.

C. ORGANIZATION

The rest of the paper is organized as follows. We briefly
provide an overview of related work in Section II.
In Section 111, we describe the model of the cell-free massive
MIMO network, the precoding method, and the calculation
of SE. The framework and details of our MARL and MAFRL
techniques are discussed in Sections IV and V, respectively.
We evaluate and discuss the simulated performance of our
proposed algorithms in Section VI. Finally, we conclude the
paper in Section VII.

Notation: Italic variables like a or A denote scalars,
whereas boldface uppercase (A) and lowercase (a) variables
denote matrices and vectors, respectively. Calligraphic vari-
ables like A and A represent sets and families of sets,
respectively, with |.A| being the cardinality. M denotes the
Hermitian (conjugate) transpose of matrix M. If M is square,
M~ and tr(M) respectively denote its inverse and trace. I,
is the nxn identity matrix, and 0,,«, is an m X n matrix
containing all zeros. 1(x) is an indicator function that equals 1
if condition x is true, and O otherwise.

Il. RELATED WORK

To the best of our knowledge, distributed architecture
specifically in the context of massive MIMO was initially
investigated in [37], where a BS selection procedure was
developed; the selected BSs coordinated using either max-
imum ratio combining or minimum mean square error
(MMSE) combining to serve the UEs on the uplink (UL) of
hexagonal cells. The authors of [20], [38] first gave the name
“cell-free massive MIMO” to the core idea of distributed
massive MIMO architecture.

The benefits of cell-free massive MIMO come at the
price of increased fronthaul capacity requirements [39].
Existing literature typically assumes infinite-capacity front-
haul links, e.g., [20], [23]. However, prior work in simi-
lar contexts has shown that limited fronthaul capacity has
a significant performance impact, e.g., for CoMP [40] or
C-RAN [41]. The performance of cell-free massive MIMO
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with capacity-constrained fronthaul links has been studied for
some specific scenarios in [25], [39], and [42]. Distributed
precoding [21] also helps address the issue; we use this
approach herein.

Although there are relatively few works on AP cluster-
ing or selection, several works on the related problem of
antenna selection for massive MIMO are available in the
literature, e.g., [43], [44], [45], [46]. Antenna selection and
AP clustering are fundamentally the same type of problem.
However, solutions to the former are most typically centric to
the transmit nodes, whereas user-centric solutions are best for
the latter. In [44] and [45], the authors have proposed greedy
selection algorithms; [44] has maximized the incremental
sum rate with each selected antenna, whereas [45] has used
the technique of matching pursuits. The authors of [43] have
proposed a branch-and-bound selection algorithm based on
the largest minimum singular value of channel submatrices.
An ML method for joint antenna selection and user schedul-
ing to maximize the energy efficiency of a single-cell massive
MIMO system has been proposed in [46]. The authors of [47]
have investigated the related problem of antenna clustering
in distributed antenna systems, and [8] has considered cell
clustering for network MIMO. In the context of C-RANS,
the authors of [15] have considered joint user clustering and
sparse beamforming under the constraints of finite-capacity
backhaul links, and have obtained a solution by optimizing a
weighted MMSE problem. The authors of [19] have framed
the user clustering problem as one of a cooperative bargaining
game, whose Nash equilibrium has been found in part by a
Hungarian method to pair bargaining users.

In the context of cell-free massive MIMO, [25] has pro-
posed two strategies for AP clustering: 1) minimize the
number of UE-AP associations subject to the signal-to-
interference-plus-noise ratio (SINR) being greater than a
threshold, and 2) maximize the minimum SINR subject to
a maximum allowable number of APs associated with a
UE. More recently, an AP selection method using an ML
algorithm based on «x-means clustering has been proposed
in [35], a multiple user access scheme using deep RL has
been investigated in [48], and a distributed beamforming
technique using deep RL has been considered in [49]; [35]
has considered DL transmissions, whereas [48] and [49] have
considered data transmissions on the UL. Additionally, cell-
free massive MIMO DL power control/allocation schemes
using deep RL have been developed in [28] and [36].

None of the above antenna selection algorithms considers
an environment with UEs in motion. In such a dynamic envi-
ronment, the association problem needs to be re-solved peri-
odically. Typical deep neural networks (DNNs) face another
challenge in that the input or output state size may vary
with the number of nearby and/or active UEs. Therefore,
we consider the use of RL to solve the AP clustering problem,
as it is suited to handle dynamic environments. Recently, the
authors of [28] have developed RL-based power allocation
strategies for a mobile environment. In our MARL algo-
rithm, which we first investigated in [29], we take a more
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distributed approach with decentralized actors and a central-
ized critic, inspired by the work in [50]. In this approach, each
agent (actor) only has localized environmental information
for its AP, whereas the critic has global information. However,
a conventional MARL approach such as this has a couple of
shortcomings. First, the agents need frequent feedback from
the central critic to get their rewards and accordingly update
their NN weights. Thus, conventional MARL increases the
communication overhead, and to some degree contradicts the
basic philosophy of distributed operation in cell-free massive
MIMO. Second, the overall policy learned by each agent is
strongly contingent on the location of that agent. Therefore,
the learned policies are somewhat dependent on the environ-
ment, which makes transferring the agents and their policies
to a new environment problematic [33], [51].

To overcome these issues, we additionally consider a
MAFRL algorithm. A key consideration in the development
of FL was maintaining data privacy between different agents
in a system. Agents are only allowed to share learned infor-
mation (most typically their local NN weights), but not the
data with which they train [31]. In the context of communi-
cation systems, FL has been used in a variety of scenarios
ranging from resource allocation and optimization problems,
edge caching and computing, vehicular networks (whether
road-based or unmanned aerial vehicles), health care, and the
Internet of Things [52], [53], [54]. General frameworks for
using FL in beyond-5G networks have been proposed in [55]
and [56], while [34] has surveyed numerous distributed ML
techniques for wireless communications, including RL, FL,
and other methods that operate in a completely distributed
manner with no central coordination. In [57], the authors have
considered how best to use the APs of a cell-free massive
MIMO system to support and optimize training of an FL
framework, where the local NNs being trained are located
at the UEs. A related problem has been examined in [58],
where massive MIMO and compressive sensing have been
used to help reconstruct sparse gradient vectors used for the
FL updates. References [59] and [60] have considered FL
methods for channel estimation, whereas [61] has used a
mixture of deep FL and game theory for dynamic frequency
allocation in multicell massive MIMO networks. In [30], the
authors have used federated deep RL to tackle the problem of
user access control in open radio access networks. However,
to the best of our knowledge, our work is the first to combine
the advantages of both reinforcement learning and federated
learning in the context of optimizing AP clustering in a cell-
free massive MIMO network, while also considering mobility
of UEs.

lll. CELL-FREE MASSIVE MIMO SYSTEM MODEL

Consider the DL of a cell-free massive MIMO system with L
APs that serve a total of K single-antenna UEs, where each
AP is equipped with N antennas. We assume that LxN > K,
which is the typical operating regime for massive MIMO.
Each AP can serve any of the UEs, and theoretically can
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serve any number of them. However, as mentioned earlier,
the more UEs served, the more significant the fronthaul load
will be. The APs are connected to a CC that forwards UE data
symbols to the APs and coordinates the training of ML.

Time-division duplex (TDD) mode is used to alternate
between UL and DL transmission. As such, DL channel state
information (CSI) may be obtained from the assumption of
UL/DL radio channel reciprocity. The UL channel hy, €
CN*! petween UE k and AP ¢ is distributed ~ CA(0, Ryp),
which models correlated Rayleigh fading; Ry, € CV>*V is
the channel covariance matrix. Bry = tr(Ry¢)/N is the large-
scale fading parameter of the channel, incorporating path loss
and shadow fading [21]. The APs make an estimate Ekg of
the UL channels based on pilot sequences sent by the UEs,
as follows [21]:

hie = /05 Rie Vi yh,, (1)
where
Vi =BV, 000"} =R+ olly @

is the N xN covariance matrix of the received pilot signal
YIIZK e CV*! from UE k at AP ¢. 0p and 7, are respectively
the power and the length of the transmitted pilot sequence,
and o2 is the variance of the noise (assumed to be distributed
~ CN(0, 02Iy)). We also Qenote the covariance matrix of
the error between hyy and hy, as Cp € CNVV = Ry —
PpTpRye \Ilk_/é1 Ry [21]. Here, we assume for simplicity that
every UE has its own orthogonal pilot sequence, so interfer-
ence between pilots does not exist. We also assume the noise
variance is the same on the UL and DL and the same? for all
UEs and APs.

Let us assume that UE k is served by the APs in set Ly.
We define an N xN binary diagonal matrix Dy, to represent
if UE £ is associated with AP ¢:

Iy, Le Ly
D=1 k 3)
0NXN7 ’g¢‘ck'

The effective DL channel vector between AP ¢ and UE k can
then be considered to be theDk[. We assume that distributed
DL precoding is performed, i.e., precoding is done locally
at each AP. The data symbol for UE k is given by ¢ (with
E{|¢x|?} = 1), which is sent from the CC to the serving APs
over the fronthaul. The received DL signal at UE k is given
by [21]

L K L

Yk = (Z thngkaﬁ) Cr + Z ( Z thZDiﬁwié) é‘i +ny.
=1 i=1, \ =1

7 @

wie € CV*1is the precoding vector that AP ¢ uses for UE k,

and ny, is the noise. The double summation in the second term
of (4) represents interference from signals for other UEs, sent
from both the serving APs for UE k and the other APs.

2Even if the noise variances are not the same, due to the network being
interference-limited, differences in the variances have a negligible impact on
the performance of the system.
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To reduce the fronthaul load, we consider localized precod-
ing, where each AP only has the knowledge of its own CSI for
the UEs it serves. Thus, no CSI from other APs needs to be
exchanged over the fronthaul; only data symbols need to be
forwarded. However, with only local CSI knowledge, an AP
can’t coordinate with any other to serve its UEs. Therefore,
it can only create at most N independent spatial streams for
its N antennas, meaning it can serve up to N UEs simul-
taneously.> Specifically, we consider local partial MMSE
(LP-MMSE) precoding [21]. Let the set of UEs served by
AP ¢ be denoted by D,. The (arbitrarily scaled) LP-MMSE
precoding vector for UE k at AP £ is given by

-1

Wee =pie | D pie (E-eﬁfé + Ciz) + 0Ty | Dechee. (5)
i€Dy

Pre (pi¢) is the transmit power assigned by AP £ for UE k (7).
To normalize the total transmit power, the AP uses the pre-
coding vector Wiy = Wie/Pre/vVE{l[Wkell?}. Typically,
the transmit power for each UE is determined by a power
allocation algorithm, such as in [28] and [36]. However, for
simplicity, in this work we have used equal power allocation,
i.e., piec = P:/|D¢l, Vi € Dy, where P; is the total transmit
power available at the AP (assumed to be the same for all
APs). LP-MMSE precoding is scalable to arbitrary network
sizes, since the maximum data volume transferred over the
fronthaul to AP ¢ is |D¢] < N data symbols, which is
independent of both K and L.

The effective DL SINR of UE £ is given by [21, Eq. (6.22)]

2
L
T = Lzl E{hf,Drowi,}
P 2
]E —_
i=

An achievable SE for UE k may then be defined as:

Nk = logy (1 4+ Yy). @)

This SE of the UEs is used to define the reward functions in
our RL algorithms.

2
L

Z E{thlengg} +02
(=1

L
H
2 by Dyewie
=1

Q)

IV. REINFORCEMENT LEARNING FRAMEWORK

In this section, we develop the RL framework for solving
our AP clustering problem. RL is a very effective ML tech-
nique for dynamic environments such as real-time strategic
games and autonomous driving [62], [63], [64]. To imple-
ment the MARL algorithm, first we define the AP cluster-
ing problem as a Markov game [65], represented as a tuple
(L,S, A, P,r,y) [66]. L = {1,2,...,|L]|} is the set of
agents, which in our case are the APs. The state of the
environment or state space is represented by S. In our case,
the state is based on the received signal strength (RSS) of each

3This is in contrast to CxN UEs that can be jointly served if C APs
coordinate with centralized precoding.
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UE at the APs. The RSS between AP ¢ and UE k is calculated
from the received pilot signal as follows:

RSSke = |Iyh, 1% ®)

We note that the RSS is directly proportional to By,
as E{|ly;,II’} = pptpNPke + o>. Thus, the pilot signals
sent by the UEs are used by each AP both to calculate that
AP’s RSS values for all UEs, and to estimate the UL CSI for
the set of UEs that AP serves. The joint action space A is the
Cartesian product of the action spaces A, for all agents. The
variable P : SxAxS — R represents the transition proba-
bility kernel of moving from one state to another. The reward
function is represented by r : Sx. A — R,and y € [0, 1)
is called the discount factor. In the MARL algorithm, each
agent ¢ has its own parameter vector 6, (which is basically
its NN weights); concatenating @, of all agents forms a joint
parameter vector 6. In step ¢ € N, the environment is in state
Sq); agent £ takes an action ag (;y € Ay, (;) based on the policy
ﬂoz(ag’(t) |S(t)), where A, (1) is the action space of agent £ at
step ¢. The joint policy of all the agents is

L
750(611,(1)7 ag (t)s -« aL,(t)|s(t)) = Hnog(af,(t)|s(t))- ©)]
=1

Training the MARL algorithm consists of groups of steps
called “episodes’; the weights of the NNs are updated after
each episode following a policy gradient approach [67]. The
agents (or actors, in an actor-critic framework) aim to find the
optimal policy that, on average, will maximize the cumulative
reward in step 7, i.e., Ry = X oo yir(,+i). The performance
of agent £’s policy is evaluated using the centralized action-
value function Qf" = (x,ai,ay, -+ ,ar), where x contains
the relevant information about the state of the environ-
ment. QZ” defines the algorithm’s critic; essentially, it deter-
mines the rewards given by the critic to agent £ depending
on the actions of all agents [50]. For a more detailed
description of these parameters, we refer the reader to [50],
[65], [66], [67], and [68].

In our considered system, the UEs are mobile, and there-
fore, the AP clustering should focus on long-term rewards for
optimal AP-UE association. The value of the discount factor
y determines over how long of a period an agent’s actions
affect its rewards during training [28]. An exponentially-
decaying weight ! is applied to future rewards; the larger
the value of y, the more emphasis that is placed on long-term
rewards. Each AP needs to decide whether it is better to serve
a given UE now or wait until later, based on the movement of
all UEs. For example, the RSS and SE for a UE and thus the
reward for serving that UE will increase over time if said UE
is moving towards the AP, and decrease if it is moving away.
The emphasis of “waiting until later” on this decision (and
how long to wait) depends on the value of y. Thus, in mobile
environments, the discount factor indirectly helps APs learn
about possible UE movement and whether serving a specific
UE at a given time is good for the cumulative reward.
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In this work, we have implemented an actor-critic policy
gradient MARL-assisted approach, which is efficient in deal-
ing with high-dimensional action spaces [67], [69]. In our
case, the size of the action space for each AP is 2K as the
output state for each UE is either 1 or O (i.e., associated
with that AP or not). To improve the speed of convergence,
we reduce the size of the state space for each agent by first
selecting a pool of only ® UEs with the highest RSS at that
AP from the available K. Use of the pool also ensures the
algorithm is scalable to arbitrarily large K. This furthermore
largely solves the problem of potentially inactive UEs, which
would cause the length of the input vector for the NNs to not
be constant. We vary the value of ® to examine its effect on
the MARL algorithm’s performance.

However, this approach by itself does not guarantee service
to all UEs. For instance, a UE may not be associated with
any AP if that UE’s RSS is not within the top & RSSs for
any AP. To address this issue, at each AP, two additional UEs
that are not yet in the AP’s pool are chosen in a round-robin*
fashion and added to the pool; the AP then serves up to N UEs
from that enlarged pool. Additionally, we introduce a global
penalty to all APs if not all UEs are served. The penalty at
time step ¢ is

P (| ¢ Del) = (0 +Peu—n) - 1(| ) De| < K). (10)

Pg0) isinitialized to 0, and a value of ¢ is progressively added
to the penalty for each time step that all K UEs are not served.
The argument of the indicator function checks if all the UEs
in the coverage area have been served. If so, the indicator
function resets the penalty to 0. The CC applies the global
penalty to the reward of every AP, then forwards the result-
ing rewards to their corresponding APs over the fronthaul.
Enlarging each AP’s pool with unserved UEs, combined with
the penalty, helps the agents to learn within a few time steps
that all the UEs should be served. Overall, in the MARL
implementation, the additional overhead is the information
shared between the APs and the CC, i.e., the reward for each
AP in every time step. The interaction between the cell-free
massive MIMO network and the agents’ NNs in the MARL
algorithm is shown in Fig. 2.

The NN for each agent consists of an input layer
(®+2 nodes containing RSS values of ®+2 UEs), a hidden
layer (20 neurons), and an output layer ($+2 neurons that
determine the action ag () of the agent). The NN weights
are initialized randomly with the distribution ~ A/(0, 0.032).
The activation function of the hidden layer neurons is tanh(-),
whereas for the output layer, it is the softmax(-) func-
tion’ [66]. The output of each output node  is the probability

4In our earlier work [29], we used uniformly random selection rather than
round-robin selection for the two additional UEs, which also worked well.
However, random selection does not completely guarantee that all UEs will
be considered, although the probability of some UE not being considered
eventually is quite low. The choice to consider specifically two additional

UEs was made heuristically.
el %2, ... N
SForz= [z1, 204+, zvle RN, softmax(z) = %
-
i=1¢"
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Environment

Agent (Actor)

FIGURE 2. lllustration of the decentralized actor, centralized
critic MARL algorithm’s interactions between the environment
and agents.

xn of serving the UE corresponding to input node n. At each
time step, using {x1, x2, ..., Xo+2}, the agent calculates the
probability of each action from the set of the possible ones.
The UE for node n can either be served (with probability
Xn) or not served (with probability 1—y,), making for 20+2
possible actions in total. The agent’s action (the set of UEs to
be served) is then chosen at random as weighted by the action
probabilities. This method of choosing an action by weighted
random sampling from the set of possible actions is known
as stochastic policy gradient-based action selection [50]; it
allows for exploration as well as exploitation of acquired
knowledge from earlier training.

The (non-convex) optimization problem of determining
which APs should serve which UEs in order to maximize the
achievable sum SE can be formulated as

K
max 11a
p, WX ;nk (11a)
subject to: |¢J€D,j| =K, (11b)
|De| < N, ve. (11c)

Similarly, the optimization problem to maximize the mini-
mum UE SE would replace (11a) by

max min Nk (12)
D1, Ds,....Dp, kef1,2,...,K}

with the same constraints as in (11b) and (11c¢). However,
finding the globally optimum solution for either optimization
problem would need to be done in a centralized manner.
Implementing such a solution in a cell-free scenario would
result in higher fronthaul loads because the CC would have
to transmit its resulting solution to each AP. Instead, a dis-
tributed solution can be found at each AP. Moreover, in a
mobile environment, the system should in general optimize
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the objective function over some interval (such as several
sequential time steps ¢ in the set 7°) in order to account for the
movement of the UEs. Therefore, the optimization problems
should be modified. We adjust the max sum SE problem as
follows:

L
max > >, DM (13a)
Dz,(z)’Vl,Vre’TtET =1 keDyg,
subject to: | VL% Dyw| =K, VteT, (13b)
|De| <N, Ve, VieT, (13c)

whereas for the modified max min SE problem, (13a) is
replaced by

'D[w(,)l:r\'/l’?,x\'/telf kEIn'Dlgr_l(,) nk’(t). (14)
It is important to note that solutions to these optimization
problems do not depend solely on the decisions taken by an
individual AP, but rather on the decisions made by the cluster
of APs that serve a given UE. Observation of the optimization
problem in (13) indicates that these decisions depend on the
state of the cellular network at the time steps in 7. (If some
of these time steps are in the future, the actual state may be
replaced by the predicted or expected/average state at that
time.) Also, the objective function of the optimization prob-
lem exhibits an episodic nature, i.e., the objective function
depends on values obtained at multiple time steps. Thus, the
overall optimization problem can be extended to a Markov
game or Markov decision process (MDP). It has been known
for some time that RL can be an efficient methodology to
solve MDP problems [70]. This was one of our motivations
for using RL in the first place.
We consider four reward policies for our MARL algorithm
when evaluating its performance:
Policy 1 — Max sum SE: In this case, the reward function
for agent ¢ at time ¢ is defined as

Te.n = Z M. + Pe.oy(IDel) + Pon (| \%Dz ), (15

kED(

where 7y is given by (7). P¢ ()(ID¢]) is a local penalty func-
tion that applies if AP £ attempts to serve more than N UEs; if
so, a penalty of —10 is incurred. Pg(;)(|Uy¢ Dyl) is the global
penalty described in (10); we use ¢ = —20. The purpose of
the penalties is to prevent illegal or undesirable actions by
the agents when creating their policies. The penalty values are
thus somewhat arbitrary; any large negative value that negates
the potential reward of such actions will suffice.

Understandably, since the goal of Policy 1 is to maximize
the sum SE of all UEs, the APs will be biased towards
associating with the highest RSS (i.e., nearest) UEs. This
reduces the system fairness and more distant UEs might not
obtain high quality service. Thus, we also consider another
reward function that incorporates fairness.

Policy 2 — Max min SE: In this policy, the agents try
to maximize the minimum SE of their served UEs, thus

VOLUME 1, 2023

providing fairness in the performance. The reward function
in this case is expressed as

e = knngn@ M,y + Pe.on(IDel) + Po (| % Del). (16)

The penalties in (16) are the same as in (15). However, if the
reward function is expressed as above, without additional
constraints such as are typically seen in optimization prob-
lems (for example, a constraint that every UE be guaranteed
some minimum quality of service), then the agents generally
do not learn to each serve multiple UEs. (APs instead prefer
serving only one UE each if possible, since that maximizes
their minimum, i.e., only, UE SE, although the single UE
each AP serves is generally a different one.) To overcome the
shortfall of the traditional max min policy, we thirdly use a
modified max min SE policy.

Policy 3 — Modified max min SE: The reward function
is modified as follows:

r = |Dy| x min +P Do) +P U Drl).
¢.(t) = | Dy keD(’?k,(r) ¢.)(| D) G(t)(|ve e|)

7)

By weighting the minimum UE SE with the number |Dy|
of served UEs, the APs learn to serve multiple UEs while
still maximizing the minimum SE of the UEs they serve. The
penalties in (17) are the same as in (15).

Policy 4 — Hybrid policy®: For the sake of interest,
we also examine a policy that is a heuristic hybrid of the max
SE and max min SE policies. In this policy, the minimum UE
SE is weighted by the sum SE of all the agent’s served UEs.
Because of the presence of the sum SE, the agents still learn
to serve multiple UEs. The reward function is as follows:

Fe,(ry= Min ng () X E M.y + Pe.o(IDeD+Pai (| U D).
keDe keD, Ve
(18)

The penalties in (18) are the same as in (15). Itis expected that
this reward function should yield a performance somewhere
between the performance of the max SE reward and the
performance of the max min SE reward by themselves.

At the completion of training, based upon the final proba-
bilities at the NN output nodes, there may remain a very small
but non-zero possibility of choosing an action that serves
more than N UEs. To ensure that an agent does not take such
an action, we force the probability of those actions to be zero.”

V. FEDERATED REINFORCEMENT

LEARNING FRAMEWORK

In this section, we develop the MAFRL framework to solve
the same AP clustering problem. Unlike in the conventional
MARL algorithm, in the MAFRL algorithm the interaction

6We called this policy the “max min SE” policy in our previous work [29].
‘We have renamed it to be a “hybrid” policy here, since, as we will show in
the simulation results, the reward function of Policy 3 does a much better job
of satisfying the max min SE criterion.

7TWe did not encounter any such actions in our simulations, even without
forcing the probabilities to be zero. The enforcement therefore mainly guar-
antees that such actions will not occur over the long-term timescale of the
network operation.

113



ComSoc @) Eheures o) VTS teciiszmions ...
Environment
ARy sy uiuC iR
RSS of 1 ()
1 AP
eachUE | ...
< AP
(%)
. W — N
UE I(« )
cC

Local neural

network weights

Local neural

network weights

-

=

Update to global weights

& Aggregation
QIS

Update to global weights

O
Global neural network weights

FIGURE 3. lllustration of the MAFRL algorithm’s interactions between the central controller,

environment, and agents.

between the CC and the APs is now limited to a periodic
exchange of NN weights. Therefore, one can no longer use
a centralized critic type of reinforcement learning. Instead,
we consider a policy-gradient approach [69] to train the
agents. We assume that there is a set £ of agents, with each
agent having a local state space and action space and using the
same reward function. Although the state and action spaces
may be different for each agent, the dimensions of the state
spaces are the same for every agent, as are the dimensions of
the action spaces. The structure of the NN of each agent is the
same as in the previous section. Similar to the conventional
MARL problem, we formulate the MAFRL problem as a
Markov game, represented as a tuple® (S, A, P, r, y) [71].
The goal of the MAFRL algorithm is to have the || agents
jointly learn a policy function my that they all use and that
performs as close to optimally as possible and uniformly
well across the entire environment. This differs from the
MARL algorithm, in which each agent has its own (location-
dependent) policy. To reduce the communication overhead,
agents do not communicate between themselves; instead,
they share their parameter vector @, (i.e., their NN weights)
only with the CC.

Similar to the previous section, the agents update the
weights of their local NN after each training episode. Each
agent aims to find the optimal policy to maximize its cumula-
tiverewardinstepz,i.e., re; = Y oo ¥'re.r+i. The state value

8L no longer appears in the tuple since every agent is playing a copy of
the same game.
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function of agent £ is defined as Vg, (s) = E 4, s, {rg,o | sozs}.
Mathematically speaking, the goal of each agent is find the
policy n;e that maximizes the expected state value function:

]T;e = argmax E{Vj, (s)}. (19)
7o,

Each AP forms a pool of ®4-2 UEs as the input to its NN
in the same fashion as in the MARL algorithm. Furthermore,
each agent in the MAFRL algorithm receives information
about Y} as feedback from the UEs it is serving. Thereafter,
it calculates the SE of each UE using (7). However, it is not
possible for the agents themselves to determine if all UEs
have been served or not. In the event one or more UEs have
not been served, the CC broadcasts a global penalty to all
the APs.

For the MAFRL algorithm, we consider an additional alter-
native max sum SE reward function, which has the local
penalty removed compared to Policy 1. We make the assump-
tion here that if an AP serves more than N UEs, then the
resulting inter-user interference will increase significantly,
resulting in smaller SEs for the UEs and thus a lower reward
for the AP. Formally, the alternative reward policy is defined
as follows:

Policy 5 — Max sum SE for MAFRL: The reward func-
tion for agent £ at time ¢ is

re(n) = Nk.t) + Pooy (| U Del). (20)
0 k;} 0 + P (| Y De)
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After Ty, episodes, each agent shares its parameter vector
0, (NN weights) with the CC. The CC then aggregates the
agents’ parameter vectors and uses them to calculate updated
global NN weights. There are various possible methods of
doing this (see e.g., [52], [53], and [54]), but a common
way is simply to average 0, over all agents; we use this
average in our work.’ The global NN weight update is trans-
mitted back to the APs via fronthaul links. The interaction
of different components of the MAFRL system is illustrated
in Fig. 3.

Even though our MARL and MAFRL algorithms have
many similarities, there are several significant differences
between them as well, mostly during training. Notably, APs
trained using our MAFRL algorithm will all end up with the
same NN weights, whereas each AP trained using our MARL
algorithm will end up with different localized NN weights.
During MARL training, the CC distributes individual rewards
(including possible penalties) to each AP. In contrast, during
MAFRL training, in every episode the CC broadcasts the
global penalty to all APs. Every T, episodes, the agents sent
their NN weights to the CC, which aggregates them and then
broadcasts the updated weights to be used by all APs.

A. COMPLEXITY OF MARL AND MAFRL DECISIONS
Concerning the complexity of an AP making a decision on
which UEs to serve, we note again that the NN of each
agent has only three layers: the input and output layers and a
single hidden layer. The number of floating point operations
(FLOPs) for each AP to make a decision can be calculated
as follows. In the hidden layer, at each of the 20 neurons,
the ®+2 input values are multiplied by a weight, then the
weighted values are summed. The sum then passes through
the tanh(-) activation function, which requires a bit shift oper-
ation (which is simpler than a FLOP) and c,+3 FLOPs, where
ce is the complexity of calculating ¢* of a scalar x (an O(1)
operation). In the output layer, at each of the ®+2 neurons,
the 20 outputs of the hidden layer are again weighted and
summed. Then, the vector of those ®+2 sums is input into
the softmax(-) activation function, which uses (®+2)(c, +2)
FLOPs. Thus, in total, ®(c, + 82) + 22¢, + 224 FLOPs are
required to make a decision. As this number of FLOPs is quite
low, the proposed MARL and MAFRL algorithms should
not be a challenge for practical implementation. Additionally,
with only three layers, the delay involved in computation
should be sufficiently small for real-time operation. There is
of course additional complexity that occurs during training,
but this would happen off-line and not during the regular
operation of the network.

9Averaging may not be the best choice in certain scenarios, such as
if there are significant differences in the distribution of data each agent
trains with or in the computing capabilities of each agent. In the case of
agents training very large DNNs, they may instead send only a portion
of their weights to the CC, e.g., for the last few layers. However, since
the NNs in our agents are quite small and the network architecture quite
homogeneous, we simply average the entire NN weight vectors for the agents
at the CC.
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VI. PERFORMANCE EVALUATION

In this section, we examine the simulation results of our
MARL and MAFRL algorithms for a cell-free massive
MIMO network. We consider L = 40 10-m-tall APs with
N = 4 antennas each that are uniformly distributed over a
geographical area of 1 km x 1 km. K = 20 single-antenna
UESs have their locations initialized uniformly over the area.
Unless otherwise indicated, we assume that the UEs move
around the simulation area at a speed'® of v = 1 m/s. The
direction of each UE is initially selected at random isotropi-
cally within the range of angles [0, 27 ) radians; the UEs move
in a straight line afterwards, with the movement wrapped
around the edges of the simulation area.

We consider a carrier frequency of 2 GHz and channel
bandwidth of 20 MHz. The elements of each AP’s antenna
array are spaced at half a wavelength at the carrier frequency.
We neglect any spatial correlation between the antenna ele-
ments, i.e., Ryg = Brely, Vk, €. We set (in dB) Bre =
—30.5 — 36.71og;o(dre) + Qke, where the distance die (in
m) accounts for the AP height of 10 m, and Q¢ ~ N (O, 4%)
is log-normal shadowing [22]. When UEs are initialized at
a distance § from one another, and whenever a UE moves
a distance 8§, Q¢ is created/updated with a correlation of
2-8/Om) with the earlier value [22]. The transmitted power
of each AP is P, = 38 dBm and the noise power is assumed
to be 0> = —94 dBm. K orthogonal pilot sequences are
available to the UEs, each with length 7, = K and power
pp = 100 mW. The discount factor for the MARL algo-
rithm is set to y = 0.95, which is a typically-used value
(e.g., [68], [69]).

We consider a discrete-time system where for the pur-
pose of AP association, the UEs’ positions and channels are
updated and sampled'! every 63 ms. Thus, the sampling
interval is about the same as the channel coherence time
t. = 0.423x/v [73, Eq. (5.40.c)], where A is the carrier
wavelength. In RL terminology, these samples are the steps,
and we consider 80 steps during one episode of training. This
corresponds to a UE travel distance of 5.04 m at 1 m/s speed.
For this relatively small distance, the assumption of UEs
moving in a straight line is reasonable.!? After each episode,
the UEs’ locations and directions are reset randomly, but the
AP locations stay the same. The NN weights for each agent

101y this work, we limit the examination to pedestrian speeds, because
considering vehicular speeds would result in the channel estimates becoming
increasingly inaccurate. Depending on the carrier frequency and UE speed,
the channel coherence time could diminish sufficiently so that the channel
could no longer be considered constant within a TDD frame. As such,
channel prediction would be needed along with CSI estimation. We have
begun to investigate networks with UEs moving at vehicular speeds in some
of our other work, e.g., [72].

'with a sample period of 63 ms and a UE speed of 1 m/s, the UEs thus
move a distance § = 63 mm when updating ;¢ between samples.

I21f the distance traveled per UE per episode was longer, alternative
models for the UE movement could be more appropriate, such as along a
grid in an urban area, along some predefined paths, according to a random
walk model (see e.g., [74]), or by a machine-learned model [75]. However,
such more complicated UE movement models are not necessary in this article
and are outside of its main focus.
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are updated after each episode. For the MAFRL algorithm,
the global update of weights at the CC occurs every Tpp, =
20 episodes. Agents are trained for 4000 episodes and there-
after their performance is evaluated for 40 test cases (each
being a new episode with the NN weights fixed). We repeat
this procedure for 10 independent simulation runs.

The performance results averaged over the 40 x 10 =
400 total test cases are compared against five existing strate-
gies: 1) “All”: UEs are served by all the APs, and coordi-
nated centralized precoding is done rather than distributed
precoding, thus representing the maximum possible perfor-
mance; 2) “Greedy”: each AP serves the N highest-RSS
(nearest) UEs; 3) the max min SINR method proposed in [25];
4) the k-means clustering ML algorithm proposed in [35]; 5) a
modified version of the RL-based power control method pro-
posed in [36]. In the case of [36], the authors had originally
considered APs equipped with a single antenna each, and UEs
served by all APs with centralized precoding. For a fair per-
formance comparison with the other schemes, we modified
the method from [36] for multi-antenna APs with LP-MMSE
precoding first by adding the global penalty from our reward
policies to its reward function. The use of localized precoding
implies that each AP should serve no more than N UEs.
However, it does not by itself ensure that the APs learn to
serve a maximum of N UEs, because if the power allocated
to some UE is very small, the resulting effect on the sum
SE would be negligible. Hence, the algorithm would not be
able to learn properly whether that action is better or worse.
Therefore, we additionally defined a threshold such that if
the power allocated to a given UE is less than 1% of the AP’s
total transmit power, then it is considered that the given UE
and that AP are not associated. This threshold for the scheme
modified from [36] helps limit the number of served UEs to
be at most V.

The average sum SE performance of the MARL and
MAFRL algorithms with several values of ® and the five
policies is illustrated in Fig. 4. As expected, if UEs are served
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by all the APs with centralized precoding, then the sum SE
is maximum (21.8 bits/s/Hz), but so too is the fronthaul
load. Our MARL algorithm under Policy 1 with & = 10
and LP-MMSE precoding achieves about 18.2 bits/s/Hz,
or about 83.3% of the max SE; this increases to about 88.3%
(19.3 bits/s/Hz) using & = 15. As seen, increasing &
improves the sum SE performance, but our algorithms require
more training episodes to converge properly. This can be seen
inthe & = 20 result; in this case, 4000 episodes is insufficient
for training because of the large action space for ® = 20.

The results of the MAFRL algorithm are similar to, though
marginally less than, those provided by MARL algorithm.
We first observe that the MAFRL algorithm’s results using
Policy 1 and Policy 5 are nearly identical, confirming that
the MAFRL algorithm does not need the local penalty as
in Policy 1 when maximizing the sum SE. We also observe
that the MAFRL algorithm’s sum SE is about 90—95%
of (or about 0.95—1.5 bits/s/Hz less than) that of the
MARL algorithm. The main reason for the worse MAFRL
performance is because the NN weights of the MAFRL
agents are not optimized to their individual locations; rather,
the global average is optimized. Thus, the MAFRL algorithm
trades off some locally optimized higher performance in favor
of consistently good performance over the entire coverage
area.

Given the similarity in MAFRL performance between Poli-
cies 1 and 5, as an additional test, we also checked the perfor-
mance of Policy 5 when used with the MARL algorithm, even
though that policy was designed for the MAFRL algorithm.
We found the MARL algorithm performance is also virtually
identical for both Policies 1 and 5, which demonstrates that
with localized precoding, the sum SE reduces when an AP
serves more than N UEs. Thus, the agents can learn to serve
only N UEs even without the local penalty in the reward when
the goal is to maximize the sum SE. Since the performances of
the MARL and MAFRL algorithms are nearly identical under
Policy 1 as they are under Policy 5, hereafter we will just
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(a) UE SEs per AP. (b) UE SEs summed over their serving APs.

depict results for MARL using Policy 1 and MAFRL using
Policy 5.

Considering the reference algorithms, we observe that the
modified RL-based power control algorithm from [36] per-
forms the best and achieves a sum SE of about 17.6 bits/s/Hz,
or about 81% of the “All” case. However, we note that
our MARL and MAFRL algorithms employ equal power
allocation to all the UEs, yet with & = 15 they outper-
form [36]. This is because the APs learn better to account for
UE mobility, whereas the method from [36] does not account
for mobility. If we were to incorporate power allocation along
with our MARL and MAFRL algorithms, it can be expected
that their performance would be further improved. We fur-
thermore note that the higher performance of our algorithms
comes via considerably less complex NN than the NNs used
with the method from [36]. For instance, our agent NNs have
a single hidden layer with 20 neurons, whereas the (multiple)
layers in [36] are of size 400x300.

‘We next note that considering just the UEs with the highest
RSS values or serving the closest UEs together is far from
an optimal AP clustering solution to maximize the sum SE,
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as observed from the performance for the schemes from [25]
and [35], and the & = 5 results for MARL under Policy 1
and MAFRL under Policy 5. These respectively achieve only
about 68.5%, 69.4%, 70.7%, and 63.8% of the sum SE of
the “All” case. “Greedy” selection performs the worst of the
reference schemes, as it is not optimized to maximize the SE
globally,!3 though the MAFRL algorithm’s performance with
@ = 5 is the lowest overall among the algorithms intended
to maximize the sum SE. The lower the value of ®, the more
localized the selection of UEs is around a given AP, and thus
in some sense the whole performance is also based on more
localized conditions.

Interestingly, Policies 2 and 3 provide sum SEs not much
below that of Policies 1 and 5. They also provide a consid-
erably better sum SE than the scheme from [25], despite all
three nominally having a “max min” goal. With ® = 15,
Policy 3 yields a sum SE of about 18.3 bits/s/Hz, while
Policy 2 yields a sum SE of about 17.3 bits/s/Hz. The sum
SE of Policy 4 is in between that of Policies 2 and 3, about
17.8 bits/s/Hz. It should be noted, though, that Policies 2—4
perform particularly poorly with low values of ®. For these
three policies, ® must be large enough so that the APs can
find the UE with the minimum SE in a wider area around
their vicinity. ® being too small (e.g., ® = 5) results in the
APs considering too small of a neighborhood around their
respective locations for the algorithm to properly increase
the minimum UE SEs, and thus the sum SE by extension.
We lastly note that we also tested Policies 2, 3, and 4 with
the MAFRL algorithm, and they displayed a similar small
drop in performance relative to the MARL algorithm as was
seen with Policies 1 and 5. Therefore, we do not depict
the MAFRL results for Policies 2—4, since the drop in per-
formance with Policies 1 and 5 is representative of all the
policies.

Fig. 4 does not provide insight about the fairness of the
MARL and MAFRL algorithms. Therefore, in Fig. 5 we
examine the cumulative distribution functions (CDFs) of the
UEs’ instantaneous SEs for the five reward policies with
@ = 15, compared with the CDFs for the schemes from [25],
[35], and [36]. Fig. 5(a) shows the UE SEs per AP, whereas
Fig. 5(b) shows the UE SEs summed over their respective
serving APs. We differentiate between the two because our
RL reward policies apply separately at each individual AP,
as do the power allocations from [36], whereas [25] and [35]
apply more to the system as a whole. We observe that
Policies 1 and 5, which maximize the sum SE, provide the

3The “Greedy”” algorithm selects UEs with the highest RSS values for a
given AP. This selection would be the optimal one in terms of maximizing the
sum SE if each AP only had one antenna and served a single UE each [76].
However, it is no longer optimal when each AP has multiple antennas and
serves multiple UEs, and each UE is served by multiple APs. Instead, other
factors such as the orthogonality between the channel vectors of UEs must be
considered, on account of the interference their signals cause on each other.
A greedy algorithm that maximizes the incremental SE provided by each UE
it selects in succession can still provide a near-maximal sum SE. However,
using only RSS values, serving the UEs with highest RSS often results in
higher multiuser interference, and correspondingly lower sum SE.

17



EE IEEE Transactions on

~IEEE | 1EEE e oy B
: Signal 5 Machine Learning i
ComSoc @) &ururen ol VTS Hochine Learig i

highest median and 95th percentile total UE SEs in Fig. 5(b),
as expected. When each individual AP maximizes the SE
of the UEs it serves, that also maximizes the total SE they
receive from all their serving APs. The MAFRL algorithm’s
CDF is slightly to the left of the one for the MARL algo-
rithm, reflecting its slightly worse performance seen in Fig. 4.
The MARL algorithm under Policy 1 provides median and
95th percentile UE SEs per AP of about 0.22 bits/s/Hz and
0.45 bits/s/Hz, respectively; the median and 95th percentile of
the UE total SEs are about 0.95 bits/s/Hz and 1.59 bits/s/Hz,
respectively. In comparison, the MAFRL algorithm under
Policy 5 yields median and 95th percentile UE SEs per AP of
about 0.20 bits/s/Hz and 0.42 bits/s/Hz, respectively; for UE
total SEs, they are about 0.89 bits/s/Hz and 1.48 bits/s/Hz,
respectively. We also note Policy 3 yields about the same
median SE as Policy 1.

The results for Policy 2 are rather unusual compared to
the other schemes. Fig. 5(a) indicates that this policy results
in the highest UE SEs per AP out of any of the schemes.
However, this is because under Policy 2, the APs only learn
to serve a single UE each at a time, and UEs are served by
only one or two APs in total. This behaviour is largely due
to the fact that, although the reward of Policy 2 is based
on the total SE a UE receives, each AP does not know the
specific actions taken at other APs, only the net result of all
those actions (including its own). It therefore cannot properly
differentiate whether or not the reward is solely due to its
own actions. This distinction is irrelevant when maximizing
the sum SE as in Policies 1 and 5, but is more important
when maximizing the minimum SE. Note that the policy
does indeed achieve its goal of each AP maximizing the
minimum SE provided to its served UEs (its Sth percentile
UE SE per AP is 0.14 bits/s/Hz), but it does so by allocating
all its resources to that single UE. This could potentially
be problematic with more UEs in the system. In examining
Fig. 5(b), it can be observed that Policy 2 generally yields
the lowest total UE SEs out of our five policies. However, the
CDF of UE total SEs for Policy 2 is also one of the steepest out
of our five policies, meaning that it provides lower variation/
more uniformity in total SEs among the UEs.

In comparison, the modification made in Policy 3 allows
the agents to learn to serve multiple UEs, and also results
in the highest of the minimum total UE SEs out of all the
examined schemes. The 5th percentile total UE SE of Policy 3
is about 0.55 bits/s/Hz. This performance is achieved by
trading off the SE given to the higher SE UEs; the upper
percentiles are worse for Policy 3 than for Policies 1 and 5.
Like Policy 2, Policy 3 also has a steep CDF, meaning that
there again is lower variation/higher uniformity in total SEs
among the UEs.

The results for Policy 4 indicate that the hybrid reward
function does not end up working particularly well at either
the lower or the upper end of the CDFs. Neither the sum SE
nor the minimum SE ends up maximized. However, Policy 4
does in general perform better than Policy 2 in terms of
total UE SEs; their CDFs cross each other at about the 35th
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percentile. Policy 4 provides better performance at the middle
and upper end of the CDFs, whereas Policy 2 provides better
performance at the lower end. We finally note that in regard to
our policies, much like for Policies 1 and 5, the MAFRL algo-
rithm provides slightly worse performance than the MARL
algorithm under Policies 2—4 as well. (We do not depict the
MAFRL algorithm’s performance with Policies 2—4 in Fig. 5
in order to avoid obscuring the other results.)

In terms of instantaneous SE performance, among the
reference algorithms, the modified RL-based algorithm
from [36] provides the highest SEs. Its performance for
instantaneous SE per AP in Fig. 5(a) is quite close to that
of MAFRL under Policy 5, but with a somewhat fairer (less
varied) distribution of SEs among UEs. This is likely an indi-
cation of the power allocation part of the scheme from [36]
diverting power from certain UEs and APs to other ones.
The results for SE summed over all APs in Fig. 5(b) show
more of a difference between the MAFRL algorithm and the
modified method from [36]; the summed SEs provided by
the former are larger than those of the latter, even for low-
SE UEs. This indicates that the modified scheme from [36]
likely allocates most power to a UE at a single “best” AP,
and significantly less at other APs. In both Figs. 5(a) and (b),
the SEs provided by the MARL algorithm under Policy 1 are
higher than those provided by the modified scheme from [36]
across almost the entire distribution. It can lastly be observed
from Fig. 5 that the CDFs for the schemes from [25] and [35]
lie mostly to the left of those of our MARL and MAFRL
algorithms. The exception is at the bottom-left of the UE total
SE CDFs; those two schemes provide better lower total UE
SEs than our Policies 2 and 4. Hence, the schemes from [25]
and [35] provide the lowest SEs to most of the UEs out of
any of the examined schemes. This reflects the fact that those
two schemes also provide the lowest sum SE for the system,
as seen in Fig. 4.

The convergence of the MARL algorithm can be proven
following steps similar to those in [67]. Similarly, [77] pro-
vides upper bounds on the convergence rate of FL. when
global NN updates are calculated as the average of the local
NN weights. It is therefore unnecessary to duplicate such
proofs of convergence here. Instead, in Table 1, we compare
the MARL and MAFRL performance with ® = 10 and their
max sum SE policies when varying the number of training
episodes, to investigate how many episodes are required for
the NNs to converge. From the results, we observe that the
MARL sum SE oscillates initially, but slowly it stabilizes
around 18.2—18.3 bits/s/Hz after about 4000 episodes. The
same oscillatory behaviour is seen with the MAFRL algo-
rthm, but it too stabilizes after roughly the same amount
of training, this time to around 17.2—17.3 bits/s/Hz. The
convergence with Policies 2—4 is similar for both algorithms.

We have also observed that a UE is served by a mean of
3.82 APs with a standard deviation of 0.52 by the MARL
algorithm under Policy 1; the results for the MAFRL algo-
rithm under Policy 5 are similar. Under Policy 3, UEs are
served by a mean of 3.8 APs with a standard deviation of
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TABLE 1. Sum SE for ¢ = 10, max sum SE policies, and varying
number of training episodes

Number of MARL P1 Sum | MAFRL P5 Sum
training episodes SE (bits/s/Hz) SE (bits/s/Hz)
500 10.6 11.1
1000 12.5 12.7
1500 14.2 14.2
2000 14.7 14.5
2500 17.7 16.3
3000 16.9 16.8
3500 17.9 17.2
4000 18.2 17.2
4500 18.2 17.3
5000 18.3 17.3

0.35 by the MARL algorithm, whereas under Policy 4, UEs
are served by a mean of 3.76 APs with a standard deviation
of 0.68 by the MARL algorithm. Hence, Policies 3 and 4 are
comparable in this regard to Policies 1 and 5, but with Policy 3
having a bit less variation, and Policy 4 a bit more. In sharp
contrast, under Policy 2, UEs are only served by a mean of
1.71 APs, with a standard deviation of 0.24, for the reasons
explained earlier. We have additionally confirmed that the
set of APs that serves each UE changes as the UEs move
through the coverage area. This further demonstrates that
the proposed MARL and MAFRL algorithms can indeed
properly handle UE mobility while ensuring near-optimal
performance, enabling UEs to be connected to 4 APs most
of the time (with the exception of Policy 2).

Up to now, the results have suggested that the MARL algo-
rithm outperforms the MAFRL algorithm. This is indeed true
when the algorithms are used in the exact same environment
they are trained in. However, we next consider a scenario
where, after training, the algorithms are transferred to a differ-
ent environment where the APs’ locations are different than
those during training. Specifically, both the APs’ and UEs’
initial locations are randomized, with the results averaged
over 400 test cases. This lets us examine how well the algo-
rithms transfer their learning. Fig. 6 shows the performance
of the MARL and MAFRL algorithms with max sum SE
policies, where it can be observed that the MAFRL algorithm
now has a significant advantage. The performance of the
MARL algorithm drops considerably in the new environment,
between about 1.9 to 4.2 bits/s/Hz, or by 10—27%, compared
to its performance in the training environment. In contrast,
there is almost no change in the MAFRL performance. Its
sum SE drops by at most about 0.2 bits/s/Hz, which is too
small for a clear depiction in the figure. Thus, the MARL
algorithm’s performance can be highly dependent on the
agents’ locations. The & = 5 case is particularly vulnerable,
because the chosen UEs in that case tend to be those closest
to the AP. As such, the agents do not get as broad a sense
of the overall UE conditions as they do with higher values
of ®. For the reference algorithms, the scheme from [25]
experiences no change in the different environment, which
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FIGURE 6. Average sum SE performance of MARL and MAFRL
algorithms under max sum SE policies with several values of @,
max min SINR strategy from [25], «k-means clustering ML
algorithm from [35], and modified RL-based power control
algorithm from [36], when the AP locations during testing differ
from those during training. Arrows show drop in MARL
performance compared to when the training and testing
environments match; performance of MAFRL algorithm is
mostly unaffected. Performance of “All” strategy also shown for
reference. “P1”: Max sum SE policy having local and global
penalties, “P5”: Max sum SE policy having global penalty only.

is understandable — its max min SINR metric considers the
global environment to begin with. There is also a very small
drop in the performance of the scheme from [35] in the new
environment, just sightly larger than for our MAFRL algo-
rithm. However, there is a significant dependency'# of the
modified deep RL-based algorithm from [36] on the training
environment similar to that of our MARL algorithm. Conse-
quently, that scheme also sees a similar loss in performance
in the new environment like our MARL algorithm does.

We next are interested in examining how fast the UEs can
move before the performance of our algorithms significantly
deteriorates. The sum SE performance for UE speeds of
v = {1,1.5,2,2.5,5} m/s is depicted in Fig. 7. The first
four values cover the range of walking to jogging, while
the highest speed that we considered corresponds to a fast
run or leisurely bicycle ride. Importantly, the results shown
are all for our algorithms having been trained using a UE
speed of 1 m/s, but tested on different speeds. We do not
show results for the other reference algorithms in this case,
because as they do not explicitly account for UE mobility,
their performance does not change significantly at the tested
speeds; there is just a slight degradation in performance as
v increases. From Fig. 7, it can be observed that there is no
significant change in the performance of our algorithms up to
v = 2.5 m/s. At 2.5 m/s, the drop in performance relative to
1 m/s is less than 1%. It is only at v = 5 m/s that a notable
deterioration in performance can be seen. In this case, the
sum SE drops by about 5—6% for all of the reward policies.
Even still, the performance of our MARL algorithm under
Policy 1 (18.2 bits/s/Hz at 5 m/s) remains higher than that of

14The authors of [36] have noted this dependency on the training environ-
ment in their paper. Their results have circumvented the issue by using data
from multiple environments when training.
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“P5”: Max sum SE policy having global penalty only.

the next-best algorithm from [36] (17.6 bits/s/Hz, as seen in
previous figures.) The MAFRL performance at 5 m/s under
Policy 5 (17.4 bits/s/Hz) is also only slightly worse. We have
additionally examined the case of our proposed algorithms
being both trained and tested at v = 5 m/s. In this event, the
algorithms’ performance returns to the same as if they were
both trained and tested at 1 m/s. Moreover, training at 5 m/s
and testing at 1 m/s again results in a decline in performance;
the MARL performance under P1 drops to 18.9 bits/s/Hz, for
example. This indicates that the degradation in performance
is a result of the mismatch between the training and testing
environments (much like what was seen in Fig. 6), rather than
an inability of the proposed algorithms to handle higher UE
speeds. It also suggests that training with a variety of UE
speeds ought to result in a bit better performance.

Next, we investigate the impact of varying the ratio of the
total number of antenna elements at the APs to the number
of UEs on the sum SE performance. For this, we examine the
sum SE performance for two different scenarios: a) varying
the number of antennas N per AP while keeping the number
of UEs fixed, and b) varying the number of UEs K while keep-
ing the number antennas per AP fixed. The performance when
varying N is illustrated in Fig. 8(a). We vary N from 2 to 6,
and compare the performance of the MARL and MAFRL
algorithms with the five reward policies, both using ® = 15,
against the same existing strategies as in Fig. 4. We observe
that the performance of both our proposed algorithms under
Policies 1 and 5 is very close to the maximum performance of
the “All” case when N = 2. This is understandable, because
for smaller antenna array sizes, the agents/APs serve fewer
UEs; thus, the likelihood of making an optimal UE selection
is considerably higher since the search space is much smaller.
For N = 2, the MAFRL and MARL algorithms obtain about
97—98% of the maximum possible SE of the “All”” strategy,
whereas for N = 3, they obtain about 91—-92%. For larger
values of N, the slopes of the curves stabilize, such that the
SE obtained by our algorithms is consistently about 83—89%
of the maximum.
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FIGURE 8. Average sum SE performance of MARL and MAFRL
algorithms with ® = 15 and varying ratios of total number of AP
antennas to number of UEs. Performance is compared against
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x-means clustering ML algorithm from [35], and modified
RL-based power control algorithm from [36]. “P1”: Max sum SE
policy having local and global penalties, “P2”: Max min SE
policy, “P3”: Modified max min SE policy, “P4”: Hybrid policy,
“P5”: Max sum SE policy having global penalty only. (a) K = 20
UEs, varying numbers of antennas per AP (N). (b) N =4,
varying number of UEs (K).

Compared to the modified algorithm from [36], the per-
formance of MARL algorithm with Policy 1 is about 7—9%
better for N > 4. We again note that our better performance
is with equal power distribution among the UEs; the addi-
tion of power allocation should further enhance the MARL
(and MAFRL) performance. At the same time, for N > 4,
the MARL algorithm’s SE under Policy 1 is at least about
21—-23% larger than the other three reference algorithms,
while the MAFRL algorithm’s SE under Policy 5 is about
17—19% larger. Policies 3 and 4 provide about the same
sum SE as each other (Policy 3 is marginally better) and
their performance improves with N at about the same rate
as Policies 1 and 5. Policy 2 continues to have the worst
performance among our reward policies, though it remains
better than that of all the reference schemes other than the
modified one from [36]. Interestingly, although not shown in
the figure, we have observed that the performance of Policy 2
improves slower with N when & = 10 is used, such that the
scheme from [25] catches up at N = 6 in that case.

The performance when varying the number of UEs K is
illustrated in Fig. 8(b). In this case, we vary the number of

VOLUME 1, 2023



Banerjee et al.: Access Point Clustering in Cell-Free Massive MIMO

UEs from 8 to 32 in steps of 8; we also include the previous
results for 20 UEs. The relative performance of all the com-
pared algorithms remains the same as in Fig. 8(a). Moreover,
the rate in increase of SE with K for the SE-maximizing algo-
rithms is roughly the same among that group, as is the rate of
increase among the max-min SE algorithms. Unsurprisingly,
the SE grows slower with K for the latter group than it does
for the former. This simply reflects that the SE-maximizing
algorithms can better exploit multiuser diversity. In contrast,
the max-min SE algorithms have to trade off some total SE
to improve the performance of additional UEs in the system
in relatively poorer channel conditions; hence, their sum SE
cannot increase as quickly with K.

VIl. CONCLUSION

In this work, we have proposed MARL and MAFRL AP
clustering algorithms for cell-free massive MIMO systems.
We have described the mathematical details for obtaining
the CSI and precoding vectors for each AP. The proposed
algorithms’ performance has been examined for five reward
policies and compared with several existing strategies. It has
been demonstrated that our MARL algorithm outperforms the
other AP clustering strategies, and achieves up to 88.3% of
the maximum possible sum SE achievable if all APs were
to serve all UEs using centralized precoding. Our MAFRL
algorithm performs slightly worse than our MARL algo-
rithm (about 5—10% lower SE) on account of trading off
some localized performance gains in favor of uniformly
good performance across the entire coverage area. However,
that tradeoff also means the MAFRL algorithm can transfer
its learning to different environments much better than the
MARL algorithm; the latter instead tends to develop depen-
dencies on the training environment. When the AP locations
are different during testing than they were during training, the
MARL algorithm performance drops significantly (up to 27%
lower SE in one case), whereas the MAFRL performance
is almost unchanged. A similar but much smaller drop in
performance (about 5—6%) occurs for both algorithms when
the UE speeds during testing differ significantly from those
used for training (e.g., 5 m/s vs. 1 m/s or vice versa). The
relative performances of all the examined algorithms also
remain about the same when the number of antennas per AP
is equal to or greater than 4 and when the number of UEs
varies between 8 and 32.

Several extensions of this work are possible, such as tweak-
ing the hyperparameters of the agents’ NNs for better perfor-
mance. The operation of the MARL and MAFRL algorithms
using measured channel data or a ray-traced environment
model could be examined. The performance of other types
of ML algorithms can also be studied. In our simulations, the
ability to adapt the UE SEs to maximize the rewards of the
RL policies is somewhat lessened by the use of equal power
allocation for the UEs. It would therefore be useful to exam-
ine implementing a power allocation method along with our
proposed AP clustering algorithms, possibly together within
the same type of MARL/MAFRL framework. We also plan
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on investigating a higher-mobility environment, i.e., with
much higher UE speeds than the pedestrian speeds considered
herein.
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