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ABSTRACT Short-cycles in Tanner graphs have a direct impact on the accuracy and effectiveness of the
belief propagation (BP) algorithm, as they diverge the BP algorithm by disrupting the independency of
message transmission. In this paper, we present a Neural Network Empowered BP (NNE-BP) algorithm as
an alternative to the conventional BP algorithm, which can approach the optimum form of BP in short-cycles.
The earlier deep learning (DL) based decoder treated the entire decoding process as a classification issue,
making it effective only in short block lengths and with limited generalization. In the proposed NNE-BP,
we design two neural networks, namely the horizontal network and vertical network, to learn, respectively,
the optimized horizontal and vertical processes for single nodes in the presence of cycles. These two networks
operate in an iterative fashion, allowing them to approach a theoretical message propagation equation without
assuming independent message transmission. Compared to the classification based DL decoder, the proposed
network topology is no longer bundled with any specific Tanner graph, and the number of network parameters
are greatly reduced. The obtained experimental results show that the proposed NNE-BP outperforms the
conventional BP decoder, especially in the case of short-cycles.

INDEX TERMS Neural networks, belief propagation, channel coding.

I. INTRODUCTION

LOW-DENSITY parity-check (LDPC) code is a linear
block code with a sparse check matrix proposed by

Gallager in 1963 [7]. It has been widely applied to communi-
cation systems [4] as its bit error rate (BER) performance is
close to the Shannon limit and attains high throughput [20],
[21], [22]. LDPC code is usually decoded with the BP or min-
sum (MS) algorithm. The BP algorithm achieves excellent
BER performance while performing a large amount of calcu-
lation [23]. The MS algorithm simplifies the horizontal pro-
cess in the BP algorithm and significantly reduces the decod-
ing complexity, but inevitably its performance is degraded.
Later on, the MS algorithm was improved by incorporating
a correction factor to make up the performance loss [26].
The efficiency and accuracy of the BP process is affected

by the cycles in the Tanner graph. Since the BP process is
based on the assumption of acyclic graphs, short-cycles cause
rapid return of information, which destroys the independence
of message transmission, thus affecting the convergence of
the BP process. Most of the cycle elimination algorithms and
matrix construction methods intend to eliminate the 4-cycles
or 6-cycles [29], [30], which cannot completely eliminate the
influence caused by the short-cycles of Tanner graph.

In recent years, the research on the LDPC code is not
limited to the improvement of the conventional decoding
algorithm [16], [17], [18], [19] only, but the deep learning has
also been introduced in the field of channel decoding [8], [9],
[10], [11]. At present, the DL-based decoding algorithms can
be divided into three categories. The first category considers
the entire decoding process as a single classification problem,
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where a deep neural network (DNN) is used to fit the entire
decoding process [2]. The main function of DNN is to map
the log-likelihood ratio (LLR) of the entire code block onto
the corresponding information bit stream. Such ‘‘black box’’
algorithms do not fully utilize the information obtained from
the channel encoding, such as the Tanner graph. In the second
category of the DL-based decoding algorithms, the Tanner
graph is integrated into the structure of DNN. The common
practice is to parameterize the decoding process of the con-
ventional algorithm, or to include the learnable parameters in
the traditional decoding algorithm. Nachmani et al. [5] con-
structed a parameterized BP decoder by manually building
the connections among the neurons in DNN according to the
target Tanner graph, and found that the BER performance is
better than that of the BP algorithm in short-code with fewer
iterations. The Recurrent Neural Network (RNN) was used to
replace the DNN structure in a later work [3], which reduces
the number of parameters, thus further reduces the decoding
delay. Wang et al. [1] parameterized the MS decoding pro-
cess by converting the originally fixed correction factor into
learnable parameters, which resulted in a significant reduc-
tion in BER. Similar practices were applied to non-binary
LDPC codes also. Liu and Chen [24] designed a neural
network decoding architecture based on the Tanner graph [5].
Watanabe et al. [11] offered different weights to the edges
of the Tanner graph during the log-likelyhood ratio (LLR)
updating to reduce the number of iterations. The DL-based
decoding algorithms of the third category do not use DL
directly for decoding, instead they improve the performance
by cascading a convolutional neural network in front of the
BP decoder [28] or DL decoder [27] for denoising.

Even though the DL decoder outperformed the BP/MS
method in terms of BER or decoding delay, at the same time
it paid the price of loss of generalization also. In order to
fit the decoding operation of the entire code block into a
classification task, the DL decoder must be responsible for
both updating and transmitting information at the same time.
However, different LDPC codes have different Tanner graphs
correlating to different pathways of information transmission.
In real-world circumstances, the LDPC codes are designed
according to different task requirements. The conventional
BP algorithm can handle all types of Tanner graphs with
slightly different parameters, while the DL decoder can be
designed only for one specific Tanner graph, as the activation
relationship among the neurons [3], [5], [10] or the number of
neurons in the hidden layer [1], [3], [5] is closely coupledwith
the specific Tanner graph. Furthermore, the low decoding
latency of the DL decoders does not imply fewer calculations
or parameters, but is realized by the high-performance pro-
cessing platforms, and the number of neurons in the hidden
layer is frequently positively associated with the number of
edges [3], [5] or nodes [1] in the Tanner graph. Not only the
number of parameters will increase as the length of the code
increases, most DL decoders now use the training technique
described in [2], which treats the decoding problem as the
classification of the entire code block. When the length of the

code is K , the space size of the sample becomes 2K , which
implies that the task’s scale grows exponentially as the length
of the code grows.

In order to improve the performance of the BP algorithm
on the Tanner graph with cycles, we present a novel neural
network empowered decoder, named as NNE-BP. Unlike in
the earlier DL decoders, we no longer use any neural net-
work to fit the decoding process of the entire code block.
Instead, we design a network of an appropriate scale to fit
the twomost basic operations in the BP algorithm, namely the
update processes of single check node (CN) and variable node
(VN), also known as the horizontal and vertical processes,
respectively. These processes are related only to the degrees
of CN and VN. So, the proposed network structure does not
need to address the code length and Tanner graph. As in the
BP algorithm, the information between nodes is conveyed
directly through the Tanner graph. We simply need to replace
the Tanner graph for decoding different LDPC codes by using
the same trained model. Hence, the generalization ability of
the suggested design is nearly the same as in the conventional
BP method. Simultaneously, the network scale is related only
to the complexity of the horizontal and vertical processes in
the BP algorithm, which is related only with the degree of the
LDPC codes and not related with the code length.

Our main contributions are summarized below:

• We propose a novel NN-empowered decoder, named as
NNE-BP, which can approach the optimized version of
the BP algorithm with short-cycles present in the Tanner
graph. Along with the appropriately designed neural
network model, the training data will drive NNE-BP to
approach a better performance with short-cycles.

• Unlike the earlier DL decoding algorithms, NNE-BP is
not coupled with any specific Tanner graph, which can
use the same trained model to decode different LDPC
codes without fine tuning.

• NNE-BP focuses only on the information update process
of each single CN&VN. So, the network complexity and
training cost do not grow with any increase in the length
of the code.

• With a learnable padding strategy, we extend NNE-
BP to irregular LDPC codes, and achieve better BER
performance than that of the BP algorithm when the
irregularity is small.

The rest of this paper is organized as follows: we give
a brief introduction of the conventional BP algorithm in
Section II. Then, the proposed NNE-BP decoder is intro-
duced in detail in Section III. The experimental settings and
simulation results are presented in Section IV. In section V,
we conclude the paper and list the future work.

II. BELIEF PROPAGATION
The message-passing decoders, such as the BP decoder,
of an LDPC code are constructed by the Tanner graph that
is associated with the parity check matrix H of the code.
A Tanner graph, which includes CNs, VNs, and edges E ,
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FIGURE 1. Tanner graph with 6-cycles.

is a graph representation of the parity check matrix. Besides,
conventionally, the calligraphic font E is used to represent the
set of edges. The edge Ei,j connects the ith CN and jth VN,
corresponding to row i and column j of the H, that is Hi,j =

‘‘1’’. During the decoding, the LLR information is updated
iteratively between CN and VN through the following steps:

1) Calculate LLR
(
VNj

)
corresponding to the information

bit VNj according to the channel information Yj as the ini-
tialization, j = 1, 2, . . . ,N , where N represents codeword
length:

LLR
(
VNj

)
= log

P
(
VNj = 0|Yj

)
P

(
VNj = 1|Yj

) (1)

LLR
(
Ej

)
= LLR

(
VNj

)
(2)

where Ej represents all the edges connected to VNj.
2) Horizontal process: calculate the CN-To-VNmessage as

follows:

LLR
(
Ei,j

)
= 2 tanh−1

 ∏
j′ ∈ Ei/j

tanh
(
1
2
LLR

(
Ei,j′

)) (3)

where Ei/j represents all the edges connected to CNi, exclud-
ing Ei,j.
3) Vertical process: calculate the VN-To-CN message as

follows:

LLR
(
Ei,j

)
= LLR

(
VNj

)
+

∑
i′∈Ej/i

LLR
(
Ei′,j

)
(4)

where Ej/i represents all the edges connected to VNj, exclud-
ing Ei,j.
4) Message aggregation: calculate LLR for VN as follows:

LLR
(
VNj

)
= LLR

(
VNj

)
+

∑
i∈Ej

LLR
(
Ei,j

)
(5)

5) Parity check: determine whether the iteration is to be
terminated. The estimated value of each VN can be calculated
as follows:

ˆVNj =

{
1, LLR

(
VNj

)
≤ 0

0, LLR
(
VNj

)
> 0

(6)

ˆVN = [ ˆVN1, ˆVN2, . . . , ˆVNN ], ifH · ˆVN
T

= 0, T stands for
matrix transpose, then the estimated value will be the output
to complete the decoding. Otherwise, repeat Steps 2, 3 and
4 until the parity-check is passed or the maximum number of
iterations is reached.

When there is no cycle in the Tanner graph, the BP
algorithm can achieve the best decoding effect. However,
the cycles are inevitable in practice, so that (3) and (4)
no longer hold strictly. For example, in the Tanner graph
as shown in Fig. 1, each CN represents a check equation
assuming that each VN is independent of each other. Set
P(VNi = 1) = pi andP(VNi = 0) = (1 − pi) = qi. Then, cal-
culate the following:

P(VN1 ⊕ VN2 ⊕ VN3 = 0) = q1q2q3 + p1p2q3
+ p1q2p3 + q1p2p3 (7)

It can be further simplified to:

P(V1 ⊕ V2 ⊕ V3 = 0) = 0.5 + 0.5
3∏
i=1

(1 − 2pi) (8)

However, due to the existence of the cycles, it is difficult to
maintain independency between VNs, and (7) can be rewrit-
ten as:

P(V1 ⊕ V2 ⊕ V3 = 0) = λ1q1q2q3 + λ2p1p2q3
+ λ3p1q2p3 + λ4q1p2p3 (9)

where λ is a parameter introduced in the conditional prob-
ability as the correlation of VNs. For example, λ1 can be
expressed as:

λ1 =
P(V1 = 0 | V2 = 0,V3 = 0)P(V2 = 0 | V3 = 0)

P(V1 = 0)P(V2 = 0)
(10)

Similarly, λ2∼4 can be calculated theoretically. Select appro-
priate parameter µ and further simplify (9) as:

P(V1 ⊕ V2 ⊕ V3 = 0) = 0.5 + 0.5
3∏
i=1

µi(1 − 2pi) (11)

Equations (3) and (4) are put into (8) without considering µ.
Since it is difficult to calculate µ accurately in the Tanner
graph with complex cycles, the conventional BP algorithm
cannot achieve the theoretical performance in the actual Tan-
ner graph.

Another drawback with the BP algorithm is the high com-
plexity. To begin with, Equation (3) is a serial calculation
process involving logarithmic and multiplication operations,
which has a high degree of complexity. Furthermore, the BP
algorithm necessitates numerous iterations when the channel
conditions are bad.

III. PROPOSED NNE-BP DECODER
A. OVERVIEW
The BP algorithm is based on an acyclic graph, which is not
an optimal information update process in the actual Tanner
graph with cycles. The existing DL decoders have achieved
excellent BER performance, while their generalization abil-
ity is poor for their coupling with a specific Tanner graph.
At the same time, a large number of parameters are required
when dealing with long codes. Inspired by the advantages of
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FIGURE 2. Workflow of the proposed NNE-BP.

FIGURE 3. Structure of conventional BP and NNE-BP.

the above two types of methods, we propose the NNE-BP
decoder as an optimized version of the BP algorithm. As illus-
trated in Fig. 3, the horizontal and vertical processes in
the BP algorithm are replaced with appropriately designed
neural networks, namely the horizontal network and vertical
network, respectively. Those two networks are used to learn
the weighted CN&VN updating mechanism in the practical
Tanner graph, and the information is transmitted directly
through the Tanner graph.

The proposed NNE-BP decoder adopts an end-to-end
training strategy, including three sub-networks, namely the
horizontal network, vertical network and output network.
Consider them as three mapping functions: f (x), g(x), z(x),
respectively. Then:

E ′
i,: = f (Ei,:) (12)

E ′
:,j = g(E:,j,LLRj) (13)

Pj = Softmax(z(E:,j,LLRj)) (14)

where Ei,: represents all the edges connected to the ith CN,
E:,j represents all the edges connected to the jth VN, E ′

:,i/
E ′

:,j denote Ei,:/ E:,j updated by horizontal/vertical network.
Pj = [P0j ,P

1
j ] denotes the soft decision information of the

jth VN, f (x) and g(x) are used to update LLR, and z(x) is
used for decision. We cannot train f (x) and g(x) alone as we
do not know the exact information update mechanism in the
real Tanner graph. However, the entire decoding process is

differentiable. So, the binary cross entropy loss between Pj
and real label yj can be used to optimize the entire decoding
process as:

Loss = −
1
N

∑
j

[
yj × log

(
P1j

)
+

(
1 − yj

)
× log

(
P0j

)]
(15)

So, the BP process in the real Tanner graph can be learned
by minimizing the loss as given by (15). In the next section,
we will elaborate the information update process and infor-
mation transfer process of NNE-BP.

B. PROPOSED NNE-BP
Figure 2 shows the workflow of the proposed NNE-BP
decoder, which contains the network structure and data trans-
mission used in the decoding process. The network structure
is represented by the black-filled box, whereas the data is
represented by the non-filled box. Denote that the codeword
length of the regular LDPC codes is N , the message word
length is K, M = N − K. Then the parity check matrix can
be expressed as H [M ,N ] and its CN and VN degrees are Dc,
Dv, respectively. Steps 1–6 below correspond, respectively,
to processes 1–6 as shown in Fig. 2.
Step 0: Construct the VN-Form and CN-Form as shown in

Fig. 4, where the ith column of the VN-Form stores the edge
information of the ith VN, and the jth row of the CN-Form
stores the edge information of the jth CN. For a determin-
istic Tanner graph, there is a unique mapping between the
VN-Form and CN-Form. Initialize the VN-Form with zero.
At the same time, LLR vector of size [1,N ] is obtained by
using (1).
Step 1:Connect the LLR vector with the VN-Form through

the column to obtain the input tensor for vertical network as
shown in Fig. 5. Each column of the vertical input contains
the LLR and edge information of a single VN, which is the
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FIGURE 4. Construction of VN-form and CN-form.

FIGURE 5. Tensor concatenation for vertical network.

same with the information required by the BP algorithm to
complete a vertical process (4).
Step 2: The vertical network plays a similar role to the ver-

tical process in the BP algorithm, whose role is to update the
edge information of each VN. The vertical input obtained in
Step 1 is delivered by the columns to the vertical network, and
the output is the updated edge informationwith the dimension
of [1,Dv]. Note that (4) in the BP algorithm updates one edge
at a time, whereas the vertical network calculates all the edges
of each VN node at once. The reason for doing the vertical
iteration first is that in Step 1 we performed only the zero
initial to the VN-Form, and the vertical iteration can serve as
an initializer for the VN-Form by using LLR given by (2).
Step 3: Reorganize the updated VN-Form to obtain the

CN-Form according to the Tanner graph as show in Fig. 4.
Each row of the CN-Form contains the edge information of
each CN, which is the same with the information required
by the BP algorithm to complete a horizontal process (3).
The conversion from the VN-Form to CN-Form adopts a
broadcast-based assignment procedure which takes only a
little time.
Step 4: Similar to step 2, the horizontal network updates

the edge information of each CN. Input the CN-Form into
the horizontal network through rows, and the output is the
updated edge information with the dimension of [1, Dc].
Note that since the updates between multiple VN/CN are
independent during the decoding process, all the VN/CN are
updated in parallel.
Step 5: Reorganize the updated CN-Form to obtain the

VN-Form according to the Tanner graph as show in Fig. 4.
Steps 1, 2, 3, 4 and 5 constitute a loop, which corresponds
to an iteration in the BP algorithm. In the training phase,
we do not perform the parity check to decide whether to
stop the iteration. The maximum number of iterations for
NNE-BP is fixed as 20. If the maximum number of iterations
is not reached, it enters the next loop, otherwise it enters into
the output network for judgment. Note that NNE-BP adopts
the structure of RNN to imitate the iterative process of the

FIGURE 6. Influence of SNR range of training dataset on BER.

BP algorithm, which means that we adopt the same network
weight over multiple iterations.
Step 6: During the training stage, in order to facilitate

the calculation of the network loss, we replaced (6) with a
classification network to make soft decision on each VN. The
network input is consistent with the vertical network, whose
output [p0i , p

1
i ] indicates that the probability of the current VN

node is 0/1, respectively. Then the binary cross entropy loss
is calculated through (15). In the verification stage, there is
no need for Softmax. Instead, directly use [p0i , p

1
i ] to make a

hard decision as follows:

ˆVNi =

{
1, p0i < p1i
0, p1i < p0i

(16)

C. ANALYSIS OF CHANNEL NOISE
The addition of appropriate noise helps to train a more robust
model. In the training process, we add the Additive White
Gaussian Noise (AWGN) to channel LLR. For the SNR range
of the dataset, we examine by adding Single-SNR (1, 3,
5dB) noise and Mixed-SNR (1–5 dB) noise. The results are
presented in Fig. 6. The Single-SNR model (S − model)
trained on 1dB/3dB reaches the best BER performance with
the 1dB/3dB test dataset, while the S − model trained on 5dB
performs poorly through all tests. Since the decoding of the
LDPC codes is essentially an error correction process, a low
SNR noise can provide sufficient error correction experience.
However, relying on a single SNR noise may result in the
NN falling into a local optimum, which affects its decoding
performance in the high SNR range. In contrast, the mixed
dataset includes noise blocks among a wide range of SNRs,
and also includes an appropriate proportion of error blocks.
Consequently, the Mixed-SNR model (M − model) demon-
strates strong generalization ability across a wide range of
SNRs and exhibits the best performance in the high SNR
region.

In order to explain the above results more apparently,
we separately recorded the vertical network output after
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FIGURE 7. Influence of different SNR ranges on intermediate
variables of NNE-BP.

20 iterations of the S − model andM − model, i.e., the LLR
information carried by the edges connected to eachVNbefore
the final decision is made. In the experiment, we select
1000 blocks of samples for each SNR, the degree of VN is
3. Hence, each tensor has three dimensions. We regard the
three dimensions as the coordinates of the 3D space, implying
that each VN is mapped onto a point in the 3D space as
shown in Fig. 7. According to the LLR definition, if the
decoding is done correctly, the VN nodes with the values of
‘‘0’’ and ‘‘1’’ should appear in the first and eighth quadrants,
respectively. The first and second rows correspond to the
S − model and M − model, respectively. The third row lists
the corresponding data distribution in the BP algorithm for
comparison. Each column represents a test environment.

In the first and second columns, color is used to symbolize
the label of each VN. In the first column, 5dB data was
used for testing. It can be seen that the two models have
radically different mappings. S − model maps the data onto
two quadrants, but the sample distribution in each quadrant
is relatively scattered. The M − model maps the samples of
each category onto a spherical space during the classification,
which keeps two classes apart and reduce the intra-class gap.
This effect plays the same role as the triplet loss mentioned
in [6]. A more centralized sample distribution is convenient
for the subsequent output layer to make accurate judgement.
The performance of the BP algorithm is similar to that of the
M − model, with majority samples concentrated in a small
circle near the edge. In the second column, 1–5 dB mixed
data was used for testing. Due to the lack of robustness,
the S − model has many misjudgments and it cannot work
normally, whereas theM − model can still accurately classify

FIGURE 8. Specific structures of sub-networks.

most samples and the samples of each category form two
separate circular zones.

In order to further comprehend the phenomenon, we exam-
ine the second column from different perspectives. The exper-
imental conditions in the third column are the samewith those
in column 2, and the five colors correspond to the data with 1–
5 dB noise, respectively. It can be seen that in theM − model,
the data with a high SNR of 4–5 dB ismostly mapped onto the
circular region far from the classification surface, which has
a large confidence to separate them. However, the low SNR
data of 1–2 dB is mostly close to the classification surface
and has low confidence, which is in the line with the BP algo-
rithm. The S − model cannot distinguish the data of different
SNR values. In the process of decoding, although the data
scales between BP and NNE-BP are different, M − model
will produce data distribution similar to the traditional BP
algorithm, and map the data onto the high and low confidence
regions according to SNR. In summary, with the same scale
training dataset, the model trained with mixed SNR data
will be more generalized, especially in the high SNR range.
Therefore, the Mixed-SNR was selected as the noise range of
the training data.

D. SELECTION OF NETWORK SCALE
In this section, we discuss the specific parameters and acti-
vation function selection of the three sub-networks. Take
MacKay (96,48) [21] as an example. The CN and VN degrees
of the LDPC codes are 6 and 3, respectively. The horizontal
network is used for the update of CN as per (3), which
involves a lot of multiplication and logarithm operations.
In order to fit this complex nonlinear process, we adopt
a hidden layer of a large dimension and put the nonlinear
activation function Tanh behind the hidden layer as show
in Fig. 8(a). Figure 9 shows the influence of five different
dimensions of the hidden layer on the BER performance as
the vertical network is fixed.

The vertical network is used to update a single VN through
(4). Only a few addition operations are performed in this
process.We also maintained the vertical process for replacing
the high-complexity horizontal process with neural networks,
as the computational cost of simulating simple operations
with a neural network might not affected by any loss in effi-
ciency. However, as demonstrated in Fig. 10, the convergence
and performance of a local replacement (Horizontal Net-
work+Vertical process) are slightly worse than those of the
overall replacement (Horizontal Network+Vertical Network).
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FIGURE 9. Impact of hidden dimension of horizontal layer.

FIGURE 10. Ablation study for vertical network.

TABLE 1. Network scale and SNR range for different LDPC codes

Finally, a single hidden layer network with a dimension of 6 is
used to fit the linear process without any activation function
as show in Fig. 8(b).
The output network does not need the hidden layer and

activation function, but SoftMax is used to normalize the
output when calculating the cross entropy loss in the training
phase.

Table 1 shows the minimum network scale modified under
other CN&VN degrees obtained from experiments. H-Dim
and V-Dim denote the hidden layer dimensions of the hori-
zontal and vertical networks, respectively. An increase in the
network scale can speed up the convergence of the training

FIGURE 11. An example about irregular LDPC codes.

process, but it would not improve the decoding accuracy any
further. Furthermore, we opted to utilize separate SNR ranges
for each LDPC code, based on its BER performance, in order
to ensure that the training dataset contains a reasonable pro-
portion of error blocks. To achieve this, we initially employed
the BP algorithm to identify the SNR range corresponding to
the BER range of 1∗10−1 to 1∗10−5 for a given LDPC code.
Subsequently, we generated the training dataset uniformly
within the obtained SNR range.

E. SOLUTION TO IRREGULAR LDPC CODES
In the above discussion, NNE-BP decodes the regular LDPC
codes, i.e., All the columns(or rows) in the parity check
matrix have the same number of 1’s. A regular LDPC code
is simple to decode in parallel. But in practical scenarios,
an irregular LDPC code with a better BER performance is
preferred. For the conventional BP algorithm, where the reg-
ularity of an LDPC code will not affect the decoding process.
But that of NNE-BP, only the scale of the horizontal/vertical
network is proportional to the CN/VN degree. Once the
model is fixed, the dimension of the LLR tensor that can
be input will also be determined. Only the regular LDPC
codes codewords with the required degree of node can be
decoded. Take Fig. 11 as an example. A partial Tanner graph
of an irregular LDPC code is shown on the left side. The
degrees of CN/VN are not fixed. The right side figure lists
the edge tensors of each CN and VN, which are the input
data of the horizontal and vertical networks, respectively.
The dimensions of the edge tensor are not unified, and the
neural network cannot receive the input tensors of multiple
dimensions at the same time. This factor limits the ability of
NNE-BP to decode irregular codewords.

In some deep learning scenarios, we also encounter the
problem of mismatching size of the input tensor, such as the
size of ROI (region of interest) mismatches in the target detec-
tion task [14], [15]. The common method is to resize or pad
the image. The resizing method is not suitable for the decod-
ing tasks, which are typically implemented using sampling,
but the missing edges cannot be determined according to the
surrounding edges like the missing pixels. The application of
padding in the decoding of irregular LDPC codes is below
covered in detail.

Firstly, consider the feasibility of padding in principle. The
horizontal network simulates (3), performs Tanh on all the
numbers in the input tensor and then multiplies them. If the
paddingPCN makes Tanh(PCN /2) → 1, then the paddingwill
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FIGURE 12. Decoding of irregular LDPC codes based on padding
scheme.

TABLE 2. Specifications of three irregular check matrices

basically not affect the multiplication result. Similarly, the
vertical network imulates (4), which adds the input tensor.
If the padding PVN is 0, the addition will remain unaffected.
However, since NNE-BP is a classification network and the
BP algorithm is an accurate mapping process, their data are
inconsistent. So, we cannot directly apply the experience
gained in the BP algorithm for padding NNE-BP.

We adopt two padding schemes: zero padding and learn-
able padding. The former fills an irregular CN/VN tensor with
zeros as in other vision tasks, while the latter sets the padding-
value PCN and PVN as the learnable variables and optimizes
them alongside NNE-BP. Taking the vertical network as an
example, Fig. 12 shows the VN updating process of the
irregular LDPC codes in Fig. 11. In order to begin with,
pad the edge vector of each VN to the maximum degree
among all the VNs (three in the figure), and then pass it to the
corresponding network. After the update, we keep only the
real edge information, and the padding edges (black box) are
discarded. The padding operation is performed only for data.
The network structure and parameter settings in the training
process are the same with those used in the regular LDPC
codes.

The training process of the irregular LDPC codes takes
longer than that of the regular LDPC codes as the optimiza-
tion of the padding value changes the input data of the net-
work. The decoding network can be updated stably only with
a reasonable padding value. Table 2 lists the specifications of
three irregular check matrices used in the experiment, as well
as the padding-values optimized for them. It can be seen that
the padding values of the three matrices are very close to each
other, in which all the three values of PVN are close to 0. The
absolute values of PCN are relatively large, around 0.8, which
are consistent with our previous conjecture based on the BP
algorithm.

IV. EXPERIMENTS AND RESULTS
In this section, we will introduce the specific parameter set-
tings used in the training process, compare and analyze the
impact of different parameters on the decoding performance,

FIGURE 13. Comparison of BER performance with different
4-cycles.

and finally demonstrate the superiority of NNE-BP over the
conventional BP algorithm in two aspects: BER performance
and decoding efficiency.

A. DATA PREPARATION
We generate the training dataset over the AWGN chan-
nel adopted BPSK as the modulation. An equal probability
source was used to randomly generate a 0/1 bit stream with a
length of K , which was encoded into the (N ,K ) LDPC codes
as the label. After the BPSK modulation, the AWGN noise
was added, and it was finally demodulated into LLR, which
was the input data of NNE-BP. The training dataset contained
a total of 2 ∗ 106 blocks codes, with 4 ∗ 105 blocks codes
generated under each SNR among the chosen SNR range.
Subsequently, 1 ∗ 108 blocks were generated at each SNR
for testing. Without further explanation, all the LDPC codes
presented in this paper meet the requirement that the degrees
of CN and VN to be 6 and 3, respectively.

B. EXPERIMENTAL CONFIGURATION
We implemented our code in python3.8 on PyTorch1.7, which
took about 2 minutes for each epoch training on the entire
dataset in a TITAN X GPU with CUDA 10.1 and CuDNN
7.6. Adam [13] was used as the optimizer with a starting
learning rate of 0.001 and exponential decay in every five
epochs. No warmup was employed, and mini-batches of size
100 blocks were used.

C. ANALYSIS OF BER GAIN
Although the received channel information of BP and
NNE-BP is the same, NNE-BP also uses additional source
of information during the training process, which is the true
label of each VN. Note that the use of more information
means the presence of less uncertainty.

On the other hand, the BP algorithm has a fixed decoding
process designed under ideal conditions without considering
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FIGURE 14. Comparison of BER performance under different
code lengths.

µ′s impact in (11). So the short-cycles in the tanner graph,
especially the 4-cycles, affect it’s decoding accuracy. Neural-
BP [3] learns different µ for each node. As a result, the
network structure is bound to a specific tanner graph and
the generalization is lost. We choose a more compromise
solution, that is, learning a general µ for all nodes, which not
only preserves the generalization, but also can achieve better
BER performance than BP algorithm.

To verify this conjecture, we test the gain obtained by
NNE-BP on (600, 300) LDPC with different 4-cycles.
As shown in the Fig.13, the number after the algorithm
indicates the 4-cycles included in LDPC codes. It can be
seen that under the same code length, the more 4-cycles
LDPC contains, the more obvious gain can NNE-BP obtain,
which confirms that NNE-BP plays a role in weakening the
influence of short-cycles.

D. GENERALIZATION
Since NNE-BP simulates the most basic node updating pro-
cess in the BP algorithm, this process is performed for a
single node without considering the code length or informa-
tion transfer. So, the decoding capability of NNE-BP can be
extended to all the LDPC codes with the same degree of node
via the Tanner graph replacement. We select regular LDPC
codes under five code lengths, which are (96, 48), (260,
130), (804, 404), (1200, 602), (2400, 1202). All the check
matrices meet the CN/VN degree of 6/3, and the 4-cycles
are eliminated. The three LDPC codes which code length
is greater than 260 obey the Quasi-Cyclic form and do not
contain 6-cycles.Without fine-tuning, the samemodel trained
with MacKay(96, 48) [21] LDPC codes is used to decode the
above LDPC codes and its BER performance is comapred
with that of the BP algorithm by testing on 1 ∗ 108 blocks.
Figure 14 shows the comparison result. Under the listed five
code lengths, the BER performance of NNE-BP is slightly
better than that of the BP algorithm.

FIGURE 15. Comparison with other DL-based methods.

E. COMPARISON WITH OTHER DL-BASED METHODS
We compare NNE-BP with neural-BP [3] and BP-
CNN [28]. The network structure of neural-BP is set
to 20 odd layers+ 20 even layers, which corresponds to
20 full BP iterations; The structure of BP-CNN is set to
BP(10) + CNN + BP(10), and the correlation coefficient
η is set to 0. Because Neural-BP is difficult to train on long
block-length codes, we choose BCH (7,4), LDPC (96, 48)
and LDPC (260, 130) three short codewords to test, and the
results are shown in Fig. 15. On the BCH code with more
4-cycles, NNE-BP and neural-BP achieve significant gains
over BP algorithm. On the LDPC code without 4-cycles, the
performance gains of NNE-BP and neural-BP are reduced.
While BP-CNN is designed for correlated noise channel,
so its performance is worse than BP under AWGN channel.

F. DECODING OF IRREGULAR LDPC CODES
Figure 16 shows the BER performance of NNE-BP on the
irregular LDPC codes listed in Table 2. Since the BER curves
of M1 and M2 overlap heavily, only M1 is presented here.
In comparison to the BP algorithm, NNE-BP still has a BER
gain. However, the irregularities of the above three matrices
are small, and only one or two position is needed for padding
each CN/VN tensor. In further experiments, we found that
for some LDPC codes with large irregularities, NNE-BP no
longer get BER gain or even BER performance lags behind
that of the BP algorithm. This might due to the fact that
the padding of the LLR tensor inevitably introduces some
incorrect information, even if the padding value is the optimal
one. The more the irregularity of the check matrix, the more
padding is required to follow more errors, which is unaccept-
able for high-precision classification problems like decoding.

G. DECODING EFFICIENCY
1) DECODING UNDER FIXED NUMBER OF ITERATIONS
In this section, we compare the time consumption of the BP,
MS, and NNE-BP algorithms under the same BER perfor-
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FIGURE 16. Comparison of BER performance under irregular
LDPC codes.

FIGURE 17. Comparison of BER performance under different
iterations.

mance. Both algorithms are implemented in Python, and all
the VN/CN calculations are performed in parallel. As shown
in Fig. 17, we appropriately reduced the number of iterations
of NNE-BP to achieve the BER performance similar to that of
the BP algorithm.When the code length is 96, eight iterations
could be reduced; and when the code length is up to 804,
only four iterations could be reduced. It can be seen that with
the increase in the code length, the number of iterations that
can be reduced by NNE-BP gradually decreases. We find
it difficult to fully align the BER curves of BP algorithm
and MS algorithm, so we only align their BER at 1 ∗ 10−7.
Finally iterations of the MS algorithm is set to 34. We select
the intermediate length of 260 for comparing the subsequent
decoding efficiencies.

The amount of required calculations is significantly
higher in NNE-BP than in the BP algorithm. However,
in terms of the parallelism, the majority computation in
the NNE-BP are matrix multiplication with high paral-

TABLE 3. Comparison of decoding efficiencies in different
devices

FIGURE 18. Average time consumed per iteration of the three
algorithms under different code lengths.

lelism. However, the BP algorithm contains more serial
operations and logarithmic operations, resulting in less par-
allelism. We conduct tests with (260, 130) LDPC codes
on four different devices by taking test samples of 1 ∗

105 blocks. Table 3 shows the average results of 10 repeated
experiments.

The CPU is used to simulate the devices with limited
parallelism. We constrain the clock speed of all CPUs to
2.9GHZ, and due to the weak parallel ability of the CPU,
we only decode one code block at a time. It can be seen that
on the dual-core CPU, the time consumption of NNE-BP is
much higher than that of the BP algorithm as the bottleneck
of the decoding efficiency at this time lies with the compu-
tation power. The algorithm with less computation obtains
higher throughput. NNE-BP gradually gains efficiency as the
number of CPU cores increases. The time gain of NNE-BP
reached 32.5% on a 16-core CPU. What GPU simulates is
a device with adequate computing power. It can be seen that
the decoding time and parallel block batches basically present
a linear inverse relationship, indicating that the device has
sufficient computing resources. At this point, the parallelism
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FIGURE 19. Comparison of BER performance under parity check.

TABLE 4. Comparison of average iterations under parity check

of the algorithm becomes the only factor to determine the
decoding efficiency, and the time gain obtained by NNE-BP
is basically maintained at around 40%.

In order to prove that our model does not become compli-
cated with the increase in the code length, we test the average
time required for each iteration under four code lengths and
compare it with that of the BP algorithm and MS algorithm
on GPU device. As shown in Fig. 18, under each code length,
NNE-BP reduces the time consumed in each iteration by 20%
compared with that of the BP algorithm. Moreover, when the
code length increases from 96 to 1200, the average iteration
time of NNE-BP increases linearly by 8.1%, which is lower
than 8.8% of the BP algorithm.

2) DECODING WITH PARITY CHECK
In this section, we no longer fix the number of iterations
of decoding, but conduct parity check after each iteration
to check whether H · x̂T = 0 is satisfied. The maximum
number of iterations is set to 20. If the check is successful,
the decoding is terminated in advance. Table 4 compares
the average iterations of the two algorithms under various
channel conditions, where NNE-BP can slightly reduce the
number of iterations in the high SNR region. Figure 19
presents the BER comparison of the two algorithms in the
case of parity check, where NNE-BP still maintains its
advantage.

V. CONCLUSION AND FUTURE RESEARCH
DIRECTIONS
In this paper, we propose a novel neural network decoder,
named as NNE-BP. The proposed framework uses a
small-scale neural network to replace the most basic node
updating operation of the BP algorithm. The network archi-
tecture is not restricted to any particular Tanner graph or
code length. It significantly reduces the number of parameters
when improving the generalization in comparison with the
existingDL decoders. Comparedwith the traditional BP algo-
rithm, the parallelism of the decoding process is improved
and the efficiency gain is obtained in a high performance
computing equipment. Additionally, the BER performance is
improved due to the weakening of the short-cycle effects.

There are still many aspects worth investigating in NNE-
BP. For example, the current padding scheme for irregular
codes does not perform well when dealing with LDPC codes
with high irregularity like 5G-LDPC codes. Besides, the sim-
ple network structure we adopted can not handle some nodes
in tanner graph with high degree (such as 20) well. We will
seek for a better solution in our future research. Furthermore,
as a neural network alternative to the BP decoding algorithm,
the application scope of NNE-BP should not be limited to
LDPC codes only. We will seek its application to other linear
codes.
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