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ABSTRACT This paper proposes a Gaussian mixture model (GMM) based access point (AP) clustering
technique in cell-free massive MIMO (CFMM) communication systems. The APs are first clustered on the
basis of large-scale fading coefficients, and the users are assigned to each cluster depending on the channel
gain. As the number of clusters increases, there is a degradation in the overall data rate of the system, causing
a trade-off between the cluster number and average rate per user. To address this problem, we present an
optimization problem that optimizes both the upper bound on the average downlink rate per user and the
number of clusters. The optimal number of clusters is intuitively determined by solving the optimization
problem, and then grouping the APs and users. As a result, the computation expense is much lower than the
current techniques, since the existing methods require evaluations of the network performance in multiple
iterations to find the optimal number of clusters. In addition, we analyze the performance of both balanced
and unbalanced clustering. Numerical results will indicate that the unbalanced clustering yields a superior
rate per user while maintaining a lower level of complexity compared to the balanced one. Furthermore,
we investigate the statistical analysis of the spectral efficiency (SE) per user in the clustered CFMM. The
findings reveal that the SE per user can be approximated by the logistic distribution.

INDEXTERMS AP centric clustering, cell-freemassiveMIMO (CFMM), Gaussianmixturemodel (GMM),
logistic distribution, spectral efficiency.

I. INTRODUCTION

THE investigation of using multiple antennas at the trans-
mitter and receiver ends was prompted by the need for

a larger data rate in wireless communications. Because of the
gains in terms of spatial multiplexing and diversity, multiple-
input multiple-output (MIMO) systems can provide more
reliability and higher spectral efficiency (SE) than single-
input single-output (SISO) systems.MassiveMIMO systems,
also referred to as large-scale antenna systems (LSASs), have
been proposed in [1] to obtain additional gains and capacity.
In massive MIMO systems, the base stations (BSs) are outfit-
ted with a huge number of antennas. Massive MIMO systems
have several benefits, which are illustrated in detail in [2].

But they also face many challenges, including difficulties
in estimating the channel, signal processing, pre-coding
methods, and pilot contaminations. Another major issue
is inter-cell interference which will be even more critical
for future wireless networks because of the network den-
sification [3]. Each user in a traditional cellular network
connects to the BS of one of the numerous cells (unless
during handover). The channel capacity of cellular net-
works is suboptimal since improved SE (bps/Hz/user) may
be attained by co-processing each signal at several access
points (APs) [4]. The idea of signal co-processing is realized
in [5] in a network-centric manner by separating APs into
distinct clusters, which is further implemented as coordinated
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multipoint with joint transmission (CoMP-JT) [6]. Cell-
free massive MIMO (CFMM) is a new idea proposed
in [7] and [8] that comes from combining user centric
connectivity, high-density distributed network structure, and
time-division duplex (TDD) protocol. CFMM is a promis-
ing key technology for 6G communication networks as
it provides better coverage and a uniform connection for
all users [9].
In a CFMM system, a large number of geographically dis-

persed APs are linked to a central processing unit (CPU) and
serve users cooperatively [7], [8], [9], [10]. A fronthaul con-
nection is used to connect each AP to a CPU that is utilized
for data processing and coordination purposes. In a traditional
cell-free network, a small number of slowly moving users
is served by a much larger number of APs, as proposed
in [7] and [8]. All users send orthogonal pilot sequences
synchronously so that the APs can estimate the channel state
information. In [8], the number of available orthogonal pilots
is considered to be much greater than the number of users
due to the slow movement of users. The power optimization
and linear pre-coding techniques in CFMM are evaluated
in [8] and [11]. However, due to the limited duration of the
coherence block, in general, the number of orthogonal pilots
is smaller than the number of users, and various users need to
use non-orthogonal pilot sequences [7]. The estimation of the
channel is compromised by pilot signals transmitted by other
users, which results in the pilot contamination effect. To han-
dle non-orthogonal pilot symbols, random and greedy pilot
assignments are proposed in [7]. A closed-form expression
for the achievable rate of a cell-free network is derived in [7]
and [10] which is further used for designing the max-min
power control scheme. The signal processing of CFMM in a
fully centralized, partially centralized, or fully localized way
is discussed in [12].

It is practically unaffordable to coordinate a large num-
ber of widely spread APs to serve users due to the high
complexity of the system and the requirement for wide-
bandwidth fronthauls that can handle the data of all users.
In order to decrease this fronthaul demand and computational
cost, [13], [14], and [15] suggested a user centric method
that restricts each AP’s connection to a subset of users.
Various unique clustered cell-free network topologies were
subsequently presented in [16], [17], [18], [19], [20], [21],
and [22], where the whole network is divided into a number of
non-overlapping groups so that the users that are interfering
with each other themost are containedwithin the same cluster
and the inter-cluster interference is minimal.

The clustering of CFMM is basically performed in two
ways: user centric and AP centric. User centric clustered
CFMM systems are formed by applying k-Means [16],
k-Means++, improved k-Means++ [17], agglomerative
hierarchical clustering [18] to cluster the users, followed by
different AP selectionmethods. On the other hand, AP centric
clustered CFMM systems use deep reinforcement learn-
ing [19] or weighted bipartite graphs [20], [21] for AP
groupings. But the main concern is how to decide the optimal

number of clusters to be formed andwhat should be the decid-
ing parameters. Optimization problems can be formulated to
find the optimal number of clusters that maximizes the sum
throughput or maximizes the 95%-likely throughput [23].
Two techniques are discussed in [22]: one is fronthaul
optimization with a minimum per user signal-to-interference-
plus-noise ratio (SINR) constraint, and the second is max-min
SINR optimization with a cluster size constraint. However,
as mentioned in [22], the computation time for finding a
solution for these optimization problems increases as the size
of the network grows. To maximize the number of clusters
with a per user rate constraint, a rate-constrained network
decomposition (RC-NetDecomp) algorithm was proposed
in [20]. However, the overall computational complexity of the
RC-NetDecomp algorithm isO(M3 log2M ) [21] whereM is
the number of APs.

In this paper, we propose Gaussian mixture model
(GMM) based AP clustering algorithms. GMM clustering is
more flexible than other unsupervised clustering techniques
because it is a probabilistic algorithm. GMM offers a way
to quantify uncertainty by calculating probabilities for each
sample associated with each cluster. The utilization of pos-
terior probabilities facilitates the integration of a new user
into the CFMM network without the need for re-clustering.
Clustering algorithms like k-Means and graph partitioning
make hard assignments with no probabilistic output. More-
over, compared to k-Means clustering and graph partitioning,
GMM is more flexible in cluster shape and less susceptible to
outliers. All clustering methods generate unbalanced groups,
but it is simple to balance the groups using GMM because
its probabilistic estimates provide greater flexibility in cluster
types. Other methods in the existing literature [20], [21], [22]
are complicated enough, as they usemultiple iterations to find
the optimal number of clusters and evaluate the performance
in each iteration. Here, we do not need to cluster multi-
ple times to obtain the optimal number of clusters. Instead,
we intuitively find it by solving the optimization problem and
then group the APs and users. The main contributions in our
work are as follows:
• To the best of our knowledge, GMM based AP centric
clustered CFMM has not been studied yet. Here, the
APs are clustered on the basis of large-scale fading
coefficients, followed by user assignment to each cluster.

• To solve the issue of finding the optimal number of
clusters, we formulate an optimization problem that
maximizes the upper bound on the average per user rate
in the downlink, as well as the number of clusters.

• We discuss the methods of forming both balanced and
unbalanced clusters. The unbalanced clustering always
outperforms the balanced one in terms of SE per user.
Moreover, creating balanced clusters and adding an
equal number of APs and users to each cluster is some-
times unachievable. Hence, to find the optimal number
of clusters, we assume that all the clusters have the same
number of users and APs and solve the optimization
problem.
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• We evaluate the performance of the proposed clustered
CFMM system on the basis of average rate, SE, and
computational complexity. It is shown that the aver-
age rate is improved while reducing the complexity by
least half of that of existing clustered CFMM structures
in [16] and 1.6 times of that of [20] and [21].

• We also approximate the distribution of SE per user and
observe that the SE per user almost follows a logistic
distribution. The statistical parameters of the logistic dis-
tribution of the SE are further analyzed and numerically
estimated.

The paper is organized as follows. Section II describes the
system architecture. Section III gives an elaborated idea of
the proposed methodology. The numerical results obtained
and the variation of performance with different parameters
are described in Section IV. In Section V, the statistics of the
SE per user are analyzed and approximated by the logistic
distribution. Section VI presents the comparison of our pro-
posed clustered CFMM with existing clustering techniques.
Finally, Section VII concludes the paper.

II. SYSTEM MODEL
Consider a cell-free MIMO system with K users and M APs
where M ≫ K . The APs are connected to a CPU using
fronthaul links. The users and APs follow the TDD protocol,
considering channel estimation from pilot signals followed by
data transmission. The time duration for mutually orthogonal
pilot symbols is taken as τp and the coherence time as τc.
We consider the downlink transmission for this work. The
channel between user k and AP m is taken as gkm, and the
channel coefficient is represented as

gkm =
√

βkmhkm, (1)

where βkm is the large-scale fading gain caused by shadow-
ing and path loss and hkm represents the small-scale fading
gain between user k and AP m. It is assumed that the gains
hkm ∀k,m are independent and identically distributed (i.i.d.)
complex Gaussian random variables each with zero mean and
unit variance. The received signal at user k for conventional
CFMM is given by

ydlk =
M∑
m=1

g∗km

K∑
i=1

wimsi + nk = gHk

K∑
i=1

wisi + nk , (2)

where sk is the unit-power independent data signal for user k
with E{|sk |2} = 1, nk is the additive white Gaussian noise
with mean zero and variance N0, gk = [gk1, · · · , gkM ]T

is the complex channel vector for the kth user, and wk =

[wk1, · · · ,wkM ]T is the precoding vector for user k . Here (·)∗

denotes the complex conjugate, (·)T denotes the transpose,
(·)H denotes the complex conjugate transpose or Hermitian,
and E{·} denotes the expectation operator. For the conven-
tional maximum ratio (MR) precoding, wkm is calculated as

wMRkm =
√

ρk
ĝkm√

E{|̂gkm|2}
, (3)

where ρk ≥ 0 is the transmit power allocated to user k and
ĝkm is the estimated channel between user k and AP m. Pilot
sequences are used to estimate the channel coefficient as ĝkm.

We consider that each user is served by only a group of
APs. Let dkl = 1 if AP l serves user k and dkl = 0 otherwise.
Hence, the received signal at user k as mentioned in (2) is
modified for clustered CFMM as

ydlk =
M∑
m=1

g∗km

K∑
i=1

dimwimsi + nk = gHk

K∑
i=1

Diwisi + nk ,

(4)

where Dk = diag(dk1, · · · , dkM ) is a diagonal matrix of size
M ×M .
From [12], we know that the fully centralized minimum

mean-square error (MMSE) processing gives better perfor-
mance than MR or local processing. Hence, we shall use
centralizedMMSE processing. TheMMSE combining vector
is given by

vk = pk

(
K∑
i=1

piDk ĝîgHi Dk + Zk

)†
Dk ĝk , (5)

where Zk is given in [15, eq. (18)], (·)† denotes the pseudo
inverse of a matrix, pk is the transmit power of user k for
the uplink transmission, and ĝk = [̂gk1, · · · , ĝkM ]T is the
estimated channel vector of the kth user.
Motivated by the uplink-downlink duality, we select the

downlink precoding vectors as

wi =
√

ρiw̄i, (6)

where

w̄i =
vi√

E{vHi Divi}
. (7)

The downlink SE per user is calculated as

SE (dl)
k = (1−

τp

τc
)Rk (8)

= (1−
τp

τc
) log2

(
1+ 0

(dl)
k

)
, (9)

where Rk is the achievable rate of user k and 0
(dl)
k is the SINR

for user k , which is given by

0
(dl)
k =

ρk
∣∣E {gHk Dk w̄k

} ∣∣2
K∑
i=1
i̸=k

ρiE
{∣∣gHk Diw̄i

∣∣2}+ N0

. (10)

The average rate per user in the system is

R =
1
K

K∑
k=1

Rk . (11)

From [18, eq. (10)] we can calculate the ergodic average rate
per user as

R̄ ≜ E{βkm}
[
EHH [Rk ]

]
, (12)

where H ∈ CM×K is the small-scale fading matrix.
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III. AP CENTRIC CLUSTERING
In a conventional CFMM structure, each AP serves all the
users within the coverage area. Let C be the connectivity
matrix representing the connections between APs and users.
The size of C is taken as M × K where the element of the
mth row and kth column is denoted by cmk . For conventional
CFMM we have

cCFMMmk = 1 ∀m ∈ {1, . . . ,M}, k ∈ {1, . . . ,K }. (13)

The original CFMM system lacks scalability. Thus, user
centric CFMM systems are proposed to reduce the fron-
thaul power consumption and computation load on the CPU.
In [14], user k is associated with only M0,k ≤ M APs using
the largest large-scale fading based selection (LLSF) method.
For the user centric approach, the group of APs serving user
k is denoted byMuc

k which is calculated as

Muc
k =

{
m

∣∣∣∣∣
∑M0,k

m=1 β̃km∑M
m′=1 βkm′

⩾ ε

}
, (14)

where {β̃km, · · · , β̃kM } is the sorted set of the set
{βkm, · · · , βkM } in descending order and 0 ≤ ε ≤ 1 is the
predefined threshold. The connectivity matrix can then be
formed as

cUCmk =

{
1 if m ∈Muc

k ,

0 else.
(15)

To address the scalability issue, one of the most commonly
used user centric methods is dynamic cooperation cluster-
ing (DCC) [15], where a master AP is assigned to each user.
This would help to form the dynamic cluster of that particular
user by cooperating with APs nearer to the user.

The AP subsets obtained by user centric CFMM overlap
with each other, which results in intra-cluster pilot contam-
ination. As such, different user centric [16], [17], [18] and
AP centric clustering [19], [20], [21] methods were pro-
posed to form non-overlapping groups so that interference
cancellation can be applied in each groups independently.
In user centric clustering, the users are clustered first, and
then different AP selection algorithms are applied to decide
which AP belongs to which cluster. In AP centric clustering,
the APs are grouped first, and then the users are assigned to
the cluster where their associated AP belongs.

Next we discuss AP centric clustering using the GMM
technique to form disjoint groups on the basis of large-scale
fading.

A. GMM CLUSTERING
Clustering is an unsupervised machine learning technique.
From a statistical perspective, clustering techniques may
be separated into non-parametric and probabilistic model-
based approaches. Some well-known non-parametric clus-
tering techniques are k-Means, fuzzy c-Means (FCM), and
hierarchical clustering. GMM is a probability model-based
approach that uses the expectation maximization (EM)
algorithm to calculate the mixture likelihood [24], [25].

Let the mean vector, covariance matrix, and weight of the
lth Gaussian distribution be µl, 8l, πl , respectively. The
Gaussian parameters for all L Gaussian distributions are rep-
resented by 2 =

{
µl, 8l, πl |∀l ∈ {1, . . . ,L}

}
. Firstly, the

randomGaussian parameters (2) are taken as the initial start-
ing point. An iterative algorithm is then used, as described
below, until convergence.
• Expectation step:
For a given 2, compute the responsibilities of the mth
sample (the posterior probability of the lth Gaussian
distribution given a data point m) as

p(zm = l|xm, µl, 8l) =
πlp(xm|zm = l, µl, 8l)∑L
l=1 πlp(xm|zm = l, µl, 8l)

,

(16)

where zm = l denotes that the mth sample belongs to
the lth Gaussian distribution and p(xm|zm = l, µl, 8l)
is the likelihood of observing the mth sample given that
it came from Gaussian l; it is given by

p(xm|zm = l, µl, 8l) = N (xm|µl, 8l), (17)

where N (·) represents the Gaussian distribution.
• Maximization step:

2 is updated by maximizing the expected complete log
likelihood given by

max
2

E[ln(p(x, z|2))]

= max
2

M∑
m=1

L∑
l=1

p(zm = l|xm, µl, 8l)(
lnπl + lnN (xm|µl, 8l)

)
. (18)

• Parameter update:
The estimated parameters in each iteration are given by

π̂l =

∑M
m=1 p(zm = l|xm, µl, 8l)

M
, (19a)

µ̂l =

∑M
m=1 p(zm = l|xm, µl, 8l)xm∑M
m=1 p(zm = l|xm, µl, 8l)

, (19b)

8̂l=

∑M
m=1 p(zm = l|xm, µl, 8l)(xm−µl)(xm−µl)

T∑M
m=1 p(zm = l|xm, µl, 8l)

.

(19c)

If the parameters do not converge, then the parameters
in each step are updated as follows

{πl, µl, 8l} ← {π̂l, µ̂l, 8̂l}.

The k-Means clustering algorithm can be seen as a spe-
cific instance of GMM where the covariance matrix is
set as a scaled identity matrix. The GMM algorithm has
demonstrated its superiority over the k-Means algorithm
by effectively identifying clusters with arbitrary ellipsoidal
shapes, regardless of the number of data points within each
cluster [26]. Additionally, the weights are defined in a way
such that just one element has a weight of 1, while all other

678 VOLUME 2, 2024



Biswas et al.: Optimal AP Centric Clustering for CFMM Using Gaussian Mixture Model Clustering

elements have weights of 0. This leads to a hard assignment
for k-Means.

B. GMM BASED CLUSTERED CFMM
The clustering technique proposed here basically ensures that
the orthogonal pilots are preferably reused by users from
different clusters. GMM clustering has not been used in the
CFMM structure so far. We will be using GMM to divide
the APs having a similar large-scale fading into L disjoint
clusters. The main bottleneck of the clustered CFMM system
is L, which must be fixed beforehand.

Once the number of clusters is fixed, we can easily
divide the APs and the users into disjoint groups depending
upon their large-scale channel gains. It is assumed that the
large-scale channel gain is perfectly known to the CPU. Let
the large-scale fading vector for AP m be represented by
bm = [β1m, · · · , βKm]T . We will then form L disjoint clusters
ofM APs where the lth cluster is termed asMl . The number
of APs in Ml is denoted by Ml and

∑L
l=1Ml = M . Each

cluster has a centroid µl (∀l = 1, . . .L). After cluster-
ing the APs, each user joins the cluster whose centroid is
closest. The centroid µl is a K × 1 vector indicating prop-
agation losses from each user to the centroid of cluster l.
The group of users served by cluster l is termed as κl and is
computed as

κl = {user k served by cluster l if µl(k) > µz(k)}

∀z ̸= l , z ∈ {1, . . . ,L} and k ∈ {1, . . . ,K } , (20)

where µl(k) represents the kth element of the vector µl .
So the connectivity matrix can be formed as

cmk =

{
1 if user k ∈ κl and APm ∈Ml,

0 else.
(21)

The GMM based clustering method can be summarized by
Algorithm 1.

Now the main problem is to decide the optimal number
of clusters, i.e., L. There is a trade-off between the number
of clusters and the sum rate of the system [19]. In the next
subsection we formulate an optimization problem with some
assumptions to find the optimal value of L which maximizes
the overall rate as well as the scalability of the system.

C. OPTIMAL NUMBER OF CLUSTERS
The theoretical analysis of the rate performance for clustered
CFMM is still unknown due to the lack of effective modeling
of inter cluster interference [18]. Here two assumptions are
made, which intuitively help to determine the number of clus-
ters. The first assumption is related to the number of users in
each cluster which is assumed to be the same (Kl = K/L,∀l),
i.e., we consider L balanced clusters. The second assump-
tion is that the ratio of the number of APs to the number
of users in each cluster is fixed and denoted as λ. From
[18, eq. (18)] we can write the upper bound of the average per
user rate which is a function of L for large M and balanced

Algorithm 1 GMM Based Clustered CFMM
Input: βkm∀k,m, L
Output:Ml , κl , µl , C
1. Compute the large-scale fading vectors b1, . . . ,bM for

all APs.
2. Apply GMM clustering to divide M APs into L

clusters to obtain M1, . . . ,ML with their centroids
µ1, . . . ,µL , respectively.

3. User assignment:
• for k = 1 to K do
• user k ∈ κl if µl(k) > µz(k) ∀z ̸= l , z ∈
{1, . . . ,L}

• end for
4. Calculation of C:
• for m = 1 to M do
• l̃ ← cluster of AP m
• for k = 1 to K do
• if user k ∈ κl̃ then cmk = 1
• else cmk = 0
• end if
• end for
• end for

clusters as

R̄≤ R̄ub = F1(L), (22)

F1(L)=
α

2

[
log2

(
(λ−1)

K
L
+1
)
−log2

(
λK
M

)
+γ log2e

]
,

(23)

where γ ≈ 0.5772 is the Euler-Mascheroni constant, α is
the path-loss exponent, and the AP-selection ratio λ satisfies
1 < λ ≤ M/K . We consider α = 3.76.

The value of R̄ub is maximum when there are no clus-
ters, i.e., L = 1, and gradually decreases as the number
of clusters increases. To maintain scalability, more clusters
are desirable. If an AP serves several users per pilot sym-
bol, then the signals to and from these pilot-sharing users
would overlap significantly, which is undesirable. When
L increases, the complexity of the channel estimation and
signal processing (i.e., precoding and combining) becomes
fixed and scalable. The fronthaul links need to handle τp
parallel uplink and downlink data signals per AP and each
AP preferably serves at most one user per pilot symbol
if Kl ≤ τp.
We cannot separately optimize F1(L) and L because F1(L)

is dependent on the number of clusters. It is necessary
to consider a joint optimization function that incorporates
both the average per user rate and the number of clus-
ters. The relationship between F1(L) and L can be fairly
characterized by utilizing the cost function F(L), which is
given by

F(L) = F1(L)F2(L) = F1(L)
(
1−

1
L

)
. (24)
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The cost function F(L) maximizes both the upper bound
and the number of clusters.1 The clarification about the
optimization function is elaborated on in Appendix A. The
optimization problem becomes

max
L∈N

F(L) , (25)

where N denotes the set of natural numbers.
We obtain the optimal number of clusters by solving the

equation
∂F(L)

∂L
= F1(L)F2(L)′ + F1(L)′F2(L) = 0 , (26)

which can also be solved as

F1(L)
1
L2
+

αlog2e
2

(
(λ− 1)K

(λ− 1)KL + 1

)(
−1
L2

)
F2(L)

= 0 (27)

H⇒ F1(L) =
αlog2e

2

(
(λ− 1)K

(λ− 1)KL + 1

)
F2(L) (28)

H⇒ log2

(
(λ− 1)

K
L
+ 1

)
− log2

(
λK
M

)
+ γ log2e

= log2e
(λ− 1)K

(λ− 1)KL + 1

(
1−

1
L

)
. (29)

The optimal number of clusters, Lopt , satisfies

(λ− 1)
K
Lopt
+ 1 =

λK
Meγ

e
(λ−1)K (Lopt−1)
(λ−1)K+Lopt . (30)

If the solution is not an integer, then we round it to the nearest
positive integer to obtain Lopt .
Algorithm 2 shows how to obtain balanced clusters using

GMM clustering where the APs in the lth cluster are grouped
as M̃l and the users in the lth cluster are grouped as κ̃l .
By solving (30), we get Lopt which is used to form Lopt
number of balanced clusters using Algorithm 2. Initially, the
AP clustering is done using the GMM clustering technique,
which creates unbalanced clusters. We then balance the clus-
ters forcefully by assigning Ml = M/Lopt number of APs
in each cluster. Step 4 of Algorithm 2 shows how the excess
Ml − M/Lopt elements in the lth cluster are shifted to the
clusters having the second highest posterior probability Pm,l .
One advantage of using GMM clustering is that it returns
the posterior probability (Pm,l), that is, the probability of
cluster l given a data point m. The probability Pm,l of each
l ∈ {1, . . . ,Lopt } given each observation m ∈ {1, . . . ,M} is
calculated using Bayes’ theorem as mentioned in (16). The
values of µl, 8l, πl ∀l ∈ {1, . . . ,Lopt } are obtained from the
maximization step after convergence. Similarly, the excess
users are also forced to be shifted to the cluster having the sec-
ond lowest propagation loss as given in Step 8 of Algorithm 2.
Once the balanced AP clustering and user assignment are
completed, the C matrix is calculated just like in Step 4 of
Algorithm 1.

1A more complicated cost function may yield better results than the pro-
posed one. Determining the optimal cost function for enhancing scalability
in CFMM remains an open problem.

Algorithm 2 GMM Based Balanced Clustered CFMM
Input: βkm∀k,m, Lopt
Output: M̃l , κ̃l , µl , C
1. Compute the large-scale fading vectors b1, . . .bM for

all APs.
2. Apply GMM clustering to divide M APs into L num-

ber of clusters to obtainM1, . . . ,MLopt .
3. Take a cluster set G whose APs are not balanced yet.

Initially G = {1, . . . ,Lopt }.
4. Balancing based on posterior probability Pm,l :
• for l = 1 to Lopt − 1 do
• if Ml > M/Lopt then
• Shift Ml − M/Lopt APs to the cluster l ′ such
that Pm,l > Pm,l′ > Pm,q ∀q ̸= l, l ′, q ∈ G

• G ← G − {l}
• end if
• end for
5. Now we get balanced AP clusters M̃1, . . . ,M̃Lopt

and compute the means to obtain their centroids
µ1, . . . ,µLopt .

6. User assignment:
• for k = 1 to K do
• user k ∈ κl if µl(k) > µz(k) ∀z ̸= l , z ∈
{1, . . . ,Lopt }

• end for
7. Again take a cluster set G whose users are not balanced

yet. Initially G = {1, . . . ,Lopt }.
8. Balancing based on propagation loss:
• for l = 1 to Lopt − 1 do
• if Kl > K/Lopt then
• Shift Kl − K/Lopt users to the cluster l ′ such
that µl(k) > µl′ (k) > µq(k) ∀q ̸= l, l ′, q ∈ G

• G ← G − {l}
• end if
• end for
9. Now we get balanced user clusters κ̃1, . . . , κ̃Lopt .

10. Calculation of C:
• for m = 1 to M do
• l̃← cluster of AP m
• for k = 1 to K do
• if user k ∈ κ̃l̃ then cmk = 1
• else cmk = 0
• end if
• end for
• end for

IV. NUMERICAL RESULTS
We evaluate the performance of the clustered CFMM by
analyzing its SE per user, 90% likely SE point, average SE
per user, and average minimum SE. The quantity 90% likely
SE point denotes the fairness [27] of the system, i.e., 90%
of the users have an SE greater than that. Here M APs and
K users are distributed in a 2 × 2 km2 area. Both the users
and the APs are equipped with one antenna each and are
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FIGURE 1. CDF of spectral efficiency per user with varying
number of clusters for K = 120, M = 480; GMM clustering used
to form balanced clusters.

distributed uniformly in a square coverage area. The other
model parameters are τc = 200, pk = 100mW, ρk = 1/τp W,
and a bandwidth of 20 MHz. The SE for each user is
obtained numerically by considering 50 different set ups with
1000 channel realizations for each set up. The numerical
findings are obtained using MATLAB, which, by default,
uses the k-Means++ algorithm to initialize cluster centers
for both GMM and k-Means clustering.

We consider K = 120 and M = 480 in Fig. 1 and use
GMM clustering to obtain 4, 5, and 6 balanced clusters. For a
fair comparison, we consider τp = 30 for L = 4, τp = 24 for
L = 5, and τp = 24 for L = 6. Fig. 1 shows the cumulative
distribution function (CDF) of the downlink SE per user using
MMSE processing. The 90% likely SE points for 4, 5, and 6,
respectively, are 0.8730, 0.8444, and 0.6459 bps/Hz. It is
clear that as the number of clusters increases, the 90%
likely SE point shifts left, indicating a decrease in user
fairness. The 90% likely SE point 0.8730 implies that
90% of the users achieve 0.8730 bps/Hz SE per user. The
average SE per user for L = 4, 5, and 6, respectively,
are 3.7693, 3.7836, and 3.8808 bps/Hz. The sum SE for
L = 4, 5, and 6, respectively, are 452.3154, 454.0297, and
465.7001 bps/Hz. The total SE of the system is increased by
increasing the number of clusters and using τp = ⌈K/L⌉.
Fig. 2 shows the variation of the cost function F(L) in (24)

and the upper bound of the average per user rate F1(L) in (23)
with respect to L. Here K = 120, M = 480, and λ = 4. The
function F1(L) decreases as L increases. The cost function is
concave in nature and has its maximum at L = 6.

Fig. 3 shows the CDF of the downlink SE per user for
K = 120, M = 480, τp = 20, and L = 6. Here we
consider both unbalanced and balanced clusters formed by
using Algorithms 1 and 2, respectively. It is clear from Fig. 3
that the SE performance of an unbalanced cluster is better
than that of a balanced one, as the 90% likely SE points
are 1.2685 and 1.2647, respectively, for GMM and k-Means

FIGURE 2. Variation of cost function and upper bound of
average per user rate with L for K = 120, M = 480.

FIGURE 3. CDF of spectral efficiency per user for unbalanced
and balanced clusters using GMM and k-Means clustering.

clustering. It can be shown from Table 1 that both the average
and the median SE per user of unbalanced GMM clustering
is better than those of the balanced clustering, as well as the
unbalanced k-Means clustering.2 The unbalanced clusters are
formed by grouping similar types of APs together and the
user assignment is done on the basis of the least propagation
loss from the centroid. But the balanced cluster was formed
by forcefully shifting some APs from their original cluster
to a cluster having the second highest posterior probability
based on the vacancies in other clusters. Some users are also
served by a cluster whose centroid is the second nearest,
as the nearest centroid cluster is full. So the overall perfor-
mance degrades. This observation emphasizes the correlation
between cardinality balancing and error performance, as dis-
cussed in [28]. Moreover, it is always not possible to make
a balanced cluster, i.e., assign an equal number of APs and
users to each cluster. Hence, we will be using the optimal
number of clusters obtained from (30) to form unbalanced
clusters using Algorithm 1.
Figs. 4, 5, and 6 show the performance comparison of two

different clustering methods, GMM and k-Means, that are
used to form unbalanced clusters forK = 100, andM = 400.
Fig. 4 shows how the average SE per user decreases as the

2The standard error for average SE for balanced GMM clustering is
0.0339, for unbalanced GMM clustering it is 0.0322, and for unbalanced
k-Means clustering it is 0.0323, as shown in Table 1.
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TABLE 1. Comparison of balanced and unbalanced clusterings for K = 120, M = 480, L = 6, τp = 20.

FIGURE 4. Average SE per user versus number of clusters for
clustered CFMM using GMM and k-Means clustering.

FIGURE 5. Average minimum SE versus number of clusters for
clustered CFMM using GMM and k-Means clustering.

number of clusters increases. It is also clear that the average
SE per user decreases as τp increases. In general, GMM
clusters offer a better average SE per user than k-Means
clustering, but for large τp, k-Means can outperform GMM
clustering. Fig. 5 shows how the average minimum SE starts
to degrade abruptly when we start forming clusters. When
there are no clusters, the CFMM system performs better, but
this comes at a cost, such as higher fronthaul requirements for
data co-processing and longer delays.

Fig. 6 shows the variation in the spectral efficiency per
user with respect to τp and the number of clusters. If we

FIGURE 6. CDF of spectral efficiency per user with varying τp for
K = 100, M = 400, and L = 6; GMM and k-Means clustering used
to form unbalanced clusters.

fix L = 6, the minimum number of orthogonal pilots required
is ⌈K/L⌉ = 17. Due to unbalanced clustering, some clusters
may require τp > 17. It is clear from Fig. 6 and Table 2 that as
τp increases from 17 to 25, the 90% likely SE point decreases
from 1.1128 to 1.0263 for GMM clustering. The 80% likely
SE point, 90% likely SE point, and the median shift towards
the left indicating a decrease in the overall rate as we
increase τp, as shown in Table 2. Further incrementing τp
does not help much to improve the system performance as the
max(Kl) ≤ 20∀l ∈ {1, . . . , 6} in case ofGMMclustering and
the max(Kl) ≤ 23∀l ∈ {1, . . . , 6} in case of k-Means cluster-
ing. Hence, the best choice of τp is 17, namely, ⌈K/L⌉. The
performance of clustered CFMM for varying τp is tabulated
in Table 2.3 The total SE for GMM clustering is 7.45 bps/Hz
(1.96%) higher than that for k-Means for τp = 17. The total
SE for GMM clustering is 4.91 bps/Hz (1.30%) higher than
that for k-Means for τp = 20. The total SE for GMM clus-
tering is 2.95 bps/Hz (0.82%) higher than that for k-Means
for τp = 25. Table 2 shows that the 90% likely SE point
for GMM clustering is improved by 9.94%, 3.84%, and
5.86% for τp = 17, 20, and 25, respectively, when compared

3The standard errors for average SE for GMM clustering, as shown
in Table 2, are 0.0314, 0.0312, and 0.0300 for τp = 17, 20, and 25,
respectively. The standard errors for average SE for k-Means clustering,
as shown in Table 2, are 0.0318, 0.0312, and 0.0301 for τp = 17, 20, and 25,
respectively.
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TABLE 2. Comparison of unbalanced clustering for K = 100, M = 400, and L = 6.

FIGURE 7. Empirical PDF and logistic approximation of spectral
efficiency per user with GMM clustering for K = 100, M = 400,
L = 6, and τp = 17.

to k-Means. It is observed that as τp increases, the perfor-
mance gap between GMM and k-Means clustering decreases.

V. APPROXIMATE ANALYSIS OF SE PER USER
Previously, Wang et al. have shown that the probability den-
sity function (PDF) of the mutual information in a distributed
MIMO system can be approximated as a Gaussian distribu-
tion (for high SNR values) or a log-normal distribution (for
low SNR values) in [29]. Hence, we numerically compute the
SE per user for K = 100, M = 400, L = 6, τp = 17 and
estimate its statistics. It is observed that the SE per user
follows a logistic distribution approximately, and its PDF is
given by

g(x, θ, s) =
e
x−θ
s

s(1+ e
x−θ
s )2

, (31)

where θ is the location parameter and s is the scale parameter.
The CDF of the logistic distribution is given by

G(x, θ, s) =
1

1+ e−
x−θ
s

. (32)

Figs. 7 and 8 show the numerical logistic approxima-
tions to the SE PDF and CDF, respectively, with location
parameter and scale parameter computed by the maximum
likelihood (ML) estimation. The numerical estimation of the

FIGURE 8. Empirical CDF and logistic approximation of spectral
efficiency per user with GMM clustering for K = 100, M = 400,
L = 6, and τp = 17.

parameters gives a close match to the empirically generated
PDF and CDF. The log-likelihood function for n samples is
given by

L(θ, s) = n ln(
1
s
)−

n∑
i=1

xi − θ

s
− 2

n∑
i=1

ln(1+ e−
xi−θ

s ).

(33)

The likelihood equations are obtained by

∂L(θ, s)
∂θ

= 0 , (34a)

∂L(θ, s)
∂s

= 0 . (34b)

TheML estimates (MLEs) of the two parameters, θ̂ and ŝ, can
be obtained by solving (34a) and (34b), respectively, which
further implies

θ̂

n∑
i=1

 1

e
xi−θ̂

ŝ + 1

 = n
2

, (35a)

nŝ =
n∑
i=1

[(
xi − θ̂

)
tanh

(
xi − θ̂

2ŝ

)]
. (35b)

The likelihood equations (35a) and (35b) do not provide any
direct solution, and these are to be solved iteratively using
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TABLE 3. Empirical and approximate statistics of se per user for K = 100, M = 400, τp = 17.

TABLE 4. Empirical and approximate statistics of se per user for K = 100, M = 400, τp = 20.

TABLE 5. Empirical and approximate statistics of se per user for K = 100, M = 400, τp = 25.

computers to obtain θ̂ and ŝ [30]. In the iterative estimation
process, each parameter is estimated one at a time in a cyclic
order, skipping one parameter if it is assumed to be known.
An initial estimate is to be selected first for the unknown
parameters.

We can avoid the complex iterative techniques by
using [31], which gives the approximate MLEs of the two
parameters as

ˆ̂
θ = B− ˆ̂sC , (36)

ˆ̂s =
−D+

(
D2
+ 4nE

)1/2
2n

, (37)

where B,C,D, andE are computed from the SE per user
obtained from the clustered CFMM using (8). The calcu-
lation of the coefficients B,C,D, andE are discussed in
Appendix B.

The mean and median of the logistic distribution is θ and
the standard deviation is (sπ/

√
3). The 90% likely SE point,

SE90%, is calculated by solving

G(SE90%, θ, s) =
1

1+ e−
SE90%−θ

s

= 0.1

H⇒ SE90% = θ − s ln(9) . (38)

Tables 3, 4, and 5 show the sample mean, median, and
standard deviation, respectively, of the SE per user obtained
numerically, as well as the parameters estimated for the logis-
tic approximation for τp = 17, 20, and 25. It is observed that

the parameters obtained by the approximateMLEs are almost

the same as the parameters obtained byMLEs, i.e., ˆ̂θ ≈ θ̂ and
ˆ̂s ≈ ŝ. It is observed from Tables 3, 4, and 5 that the estimated
location parameter of the logistic approximation, ˆ̂θ , also gives
the upper limit of the median SE per user and the lower limit
of the average SE per user for all τp. Similarly, the 90%
likely SE point calculated from (38) presents the lower limit
for the actual 90% likely SE point. To formulate an opti-
mization problem that maximizes the 90% likely SE point,
the 80% likely SE point, or themedian, we can use the logistic
distribution approximation presented in (38). Additionally,
the statistics may be utilized as constraints of optimization
problems. Focusing on maximizing the number of clusters
while maintaining a 90% probable SE point constraint is one
approach. Fronthaul optimization while maintaining a 90%
probable SE point constraint is an alternative.

VI. COMPARISON WITH OTHER CLUSTERED CFMM
Our proposed method finds the optimal number of clusters
in a single step by solving the optimization problem and
directly performs the clustering using GMM. The complexity
of GMM clustering is O(LMK 3). Another advantage is that
a new user can be instantly added by using its large-scale
fading coefficient. For a new user, we can use the parameters
obtained from the existing clustering. We compute the mean
for the newly added feature, i.e., β(k+1)m∀m = 1, . . . ,M for
all the L clusters. The mean for the (K +1)th feature is calcu-
lated as µl(K + 1) =

(∑M
m=1 Pm,lβ(k+1)m

)
/
(∑M

m=1 Pm,l
)
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for clusters l = 1, . . . ,L and then the centroid of each
cluster is compared for user assignment. The new user is
served by the AP whose centroid has the highest value, i.e.
µl(K + 1) > µz(K + 1) ∀z ̸= l , z ∈ {1, . . . ,L}. We can fix
some threshold SE for the (K + 1)th user to detect whether
it is grouped correctly. If the SE of the (K + 1)th user is less
than the threshold, then the clustering of all the M APs and
K +1 users need to be done again. Further analysis of adding
a new user and deciding on the value of the threshold is not
included in this work as it is beyond the scope of this paper.

In [16], initially, the number of clusters is fixed to L0 =
⌈K/τp⌉ and k-Means clustering is performed until Kl ≤ τp,

∀l = 1, . . . ,L. This ensures that each user in a cluster is
assigned to one orthogonal pilot. The optimal number of
clusters is approximately L0 + log2(L0) and to find it, k-
Means might be performed up to (L0 − 1) times. So the
overall complexity to cluster K users is O(TKML(L0 − 1)),
with T being the number of iterations required to converge.
This method is computationally faster as it uses k-Means
clustering. But k-Means offers less flexibility than GMM in
terms of the cluster size, and it is more difficult to form
balanced clusters by using k-Means. Moreover, numerical
results show that the SE per user is improved by using GMM
clustering. Even if we use GMM clustering and follow the
method proposed in [16], the clustering operation needs to be
performed more than once to ensure its criteria.

In [18], agglomerative hierarchical clustering is employed
to cluster the users into L groups, and it ensures that the
AP-selection ratio λ is fixed, i.e., the number of APs serving
each cluster is Ml = λKl . It is shown in [18] that as the
number of clusters increases, both the average rate per user
and the average minimum rate of users decrease. However,
no criteria are discussed to find the optimal number of clus-
ters. Agglomerative hierarchical clustering is slower than
other clustering methods as the time complexity isO(K 3) and
memory complexity is O(K 2). Agglomerative hierarchical
clustering is less preferable for massive MIMO systems and
is not flexible enough to assign a group to a new user.

In [20] and [21], binary searching is required to find the
optimal number of clusters so that the average per-user rate
is maintained above a threshold (Rth). Each time, the network
has to perform an eigenvalue decomposition of the Laplacian
matrix followed by k-Means clustering to find whether the
average rate is above the threshold or not. To create L clusters
of an L dimensional dataset, the complexity of k-Means
is O(ML2T ), where T is the number of iterations required
for convergence. In each search iteration, the complexity
is O(ML2T + M3). The complexity of binary search is
O(log2M ) and the overall complexity of RC-NetDecomp
algorithm is O(M3 log2M ) (as M ≫ L,T ). As mentioned
in [20] for K = 100, M = 200, and Rth = 3.5, the optimal
number of clusters is 9 and to find that optimal value the
clustering operation is performed 8 times to ensure R ≥ Rth.
Thus, one can conclude that overall our proposed method
has less complexity when the ratio of APs to users M/K >√
K/ log2M . For M = 400 and K = 100, our proposed

method is 1.6 times less complex than the method in [20]
and [21] as M/K > 3.33. In addition, it will be necessary
to partition the new graph after reconfiguring it if a new user
joins the network.

VII. CONCLUSION
In this paper, we introduced a new application of GMM
clustering to form unbalanced, as well as balanced clusters
in CFMM. We discussed a method of obtaining the optimal
number of balanced clusters by formulating an optimization
problem that maximizes the upper bound on the average
per user rate, as well as the number of clusters. Due to the
relatively poor performance and impracticability of forming
balanced clusters, we use the same optimization problem to
obtain the optimal number of clusters to form unbalanced
clusters. Numerical results demonstrated the superiority of
GMM clustering over k-Means clustering in terms of average
SE per user, median SE, and 90% likely SE point. We also
evaluated the statistics of the SE per user and proposed that
the SE can be numerically approximated by the logistic dis-
tribution.

APPENDIX A
CLARITY REGARDING THE OPTIMIZATION FUNCTION
The selection of the objective function (24) is determined
by comparing cost functions of various functional forms.
The choice of the F2(L) function is challenging as the cost
function needs to be concave in nature. Here, F2(L) focuses
on maximizing L while maintaining the concavity of F(L).
Examples of functions F2(L) that exhibit monotonic increase
as L increases include L, −1/L, and 1 − 1/L. Two potential
cost functions that could be considered are F1(L)+ F2(L) or
F1(L)F2(L), as elaborated upon in the following discussion:
1) F1(L)+L is a convex function andmaximizes at L = ∞;
2) F1(L) × L is a monotonically increasing function and

maximizes at L = ∞;
3) F1(L)−1/L is a monotonically decreasing function and

maximizes at L = 1;
4) F1(L)× (−1/L) is a monotonically increasing function

and maximizes at L = ∞;
5) F1(L)+ 1− 1/L is a monotonically decreasing function

and maximizes at L = 1;
6) F1(L)×(1−1/L) is a concave function andmaximizes at

L = 6 for K = 100 and M = 400, at L = 5 for K = 10
and M = 100, at L = 4 for K = 50 and M = 100,
and other values of K and M as far as K < M . In a
cell-free massiveMIMO network a large number of geo-
graphically distributedAPs simultaneously serve a small
number of users and M ≫ K is generally considered.
Thus, the cost function in (24) is a reasonable choice.

APPENDIX B
APPROXIMATE MLEs OF PARAMETERS OF LOGISTIC
DISTRIBUTION OF SE
The coefficients of the approximate MLEs of the logistic
distribution can be calculated from [31] and [32]. First we
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sort the n samples of SE per user such that x ′1 ≤ · · · ≤ x
′
n and

compute the variables νi, ζi, bi, ai for i = 1, . . . , n as

νi =
i

n+ 1
, (39)

ζi = ln
(

νi

1− νi

)
, (40)

bi = 2(1− νi)νi , (41)

ai = 1− 2νi + biζi . (42)

Now we calculate the coefficients B,C,D, andE as

B =

∑n
i=1 bix

′
i∑n

i=1 bi
, (43)

C =

∑n
i=1 aix

′
i∑n

i=1 bi
, (44)

D =
n∑
i=1

aix ′i−BC
n∑
i=1

bi , (45)

E =
n∑
i=1

bi(x ′i )
2
− B2

n∑
i=1

bi . (46)
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