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ABSTRACT Automatically learning medium access control (MAC) communication protocols via multi-
agent reinforcement learning (MARL) has received huge attention to cater to the extremely diverse real-world
scenarios expected in 6G wireless networks. Several state-of-the-art solutions adopt the centralized training
with decentralized execution (CTDE) learning method, where agents learn optimal MAC protocols by
exploiting the information exchanged with a central unit. Despite the promising results achieved in these
works, two notable challenges are neglected. First, these works were designed to be trained in computer
simulations assuming an omniscient environment and neglecting communication overhead issues, thus mak-
ing the implementation impractical in real-world scenarios. Second, the learned protocols fail to generalize
outside of the scenario they were trained on. In this paper, we propose a new feasible learning framework that
enables practical implementations of training procedures, thus allowing learned MAC protocols to be tailor-
made for the scenario where they will be executed.Moreover, to address the second challenge, we leverage the
concept of state abstraction and imbue it into the MARL framework for better generalization. As a result, the
policies are learned in an abstracted observation space that contains only useful information extracted from
the original high-dimensional and redundant observation space. Simulation results show that our feasible
learning framework exhibits performance comparable to that of the infeasible solutions. In addition, the
learning frameworks adopting observation abstraction offer better generalization capabilities, in terms of
the number of UEs, number of data packets to transmit, and channel conditions.

INDEX TERMS 6G, multi-agent reinforcement learning, abstraction, generalization, feasibility, protocol
learning.

I. INTRODUCTION

WHILE 5G is rolled out globally and the standardiza-
tion discussions for its future evolution are taking

place, researchers in academia and industry have already
been reflecting on visions, use cases, and disruptive key

technologies for 6G systems [1]. Apart from new spectrum
technologies, the support of simultaneous communications
and sensing, and extreme connectivity requirements, it is
expected that machine learning (ML) and artificial intelli-
gence (AI) will play a defining role in the development of 6G
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networks end-to-end across its design, deployment, and oper-
ational phases [2], [3].ML/AI-based network automationwill
play a vital role in simplifying networkmanagement and opti-
mization, such that multiple elements like virtualized network
function placement, slicing, mobility management, radio
resource management, and spectrum sharing will natively
depend on ML/AI.

However, despite these efforts, the integration of AI/ML
into several areas of the radio access network (RAN) has not
yet been considered. One of these areas regards the medium
access control (MAC) protocols, where the heterogeneous
services expected by the 6G networks impose significant
challenges onmeeting the diversified quality of service (QoS)
requirements [4]. The standardization bodies started to face
this problem, and in [5] several improvements to the conven-
tional radio access procedures are provided without taking
into account AI/ML. However, this process involves high
costs in terms of time and effort [6]. Although standardization
has not given any directives on how to address the protocol
learning problem from an AI/ML perspective, it is clear that
AI/ML can be used to design efficient communication proto-
cols tailored for specific QoS requirements [7], [8].

Among the ML techniques, reinforcement learning (RL)
can be instrumental in developing solutions for sequential
decision-making problems, especially in robotics, games,
distributed control, and economics [9]. The growing impor-
tance of RL arises from the fact that it does not require
a pre-existing dataset, differently from the supervised and
unsupervised learning. Conventional single-agent RL prob-
lems are usually modeled as Markov decision processes
(MDPs), where the agent learns through trial-and-error inter-
actions with the environment to learn an optimal behavior
(i.e., policy) to reach a given goal. However, communication
networks, such as cellular networks or wireless industrial
networks [10], consist of multiple decision-makers that do
not align with the conventional RL setting. Thus, analyzing
them requires multi-agent reinforcement learning (MARL)
frameworks.

Given the nature of communication protocols, they can be
cast as cooperative MARL problems [11], [12], where all
agents learn to coordinate in a communication efficient man-
ner. Dealingwith cooperativeMARL is far more onerous than
the single-agent case, since it introduces several additional
issues, the most common of which are non-stationarity [13],
scalability, and partial observability [14], [15]. To deal
with these problems, recently several learning methods have
been proposed. Among them, the most important are fully
centralized learning (FLC), independent learning (IL), and
centralized training with decentralized execution (CTDE),
which differ in terms of the vision of the global state [16].
The first two learning methods totally resolve one of above
issues at the expense of increasing the others, while the
CTDEmethod provides a partial resolution of all three issues.
For this reason, the latter is considered one of the most
promising approaches for dealing with cooperative MARL
settings [17].

In the CTDEmethod, during the centralized training phase,
each agent computes its own policy exploiting not only its
partial observation of the global state but also some global
information (e.g., a centralized reward and/or the global state
value) provided by the environment and/or a centralized
entity (e.g., the critic). During execution, the system works in
a decentralized fashion, i.e., each policy provides the agent
with the optimal probability distribution among all actions
given the partial observation.

A. RELATED WORK
Recent advances in deep RL and learning-to-communicate
techniques [18] have led to the emergence of data-driven
MAC protocols for the physical (PHY) [19], [20] and MAC
layers [6], [21], [22], [23], [24], [25]. These techniques
represent a cost-effective and flexible approach to boosting
the performance of actual wireless networks. In this paper,
we focus on the MAC layer. To implement a proper MAC
protocol for a wireless access, the main building blocks are
the data plane and the control plane. The latter defines what
control information is available to the radio nodes and when it
is available. As a result, the control messages lead the actions
that can be taken in the data plane.

However, most current works treating the problem of
emerging new MAC protocols with ML focus mainly on
the data plane [23], [24]. To the best of our knowledge, the
only ones that assess the problem of MAC protocol learning
considering both the control and the data planes are [6], [21],
[22], [25]. Therein, the authors examined the MAC protocol
learning in an uplink radio network consisting of a single
base station (BS) and several user equipments (UEs). The
objective is to deliver MAC protocol data units (PDUs) to the
BS through a shared data radio channel. One strong assump-
tion is that the network provides for each UE a dedicated
control channel, instead of a more realistic common channel
control. The authors explore theMARLparadigm,whereUEs
are cast as learning agents trained to obtain optimal policies
representing the MAC protocols.

In [6] the UEs adopt the Tabular Q-learning [26] as a
learning algorithm, where UEs share the same copy of the
Q-table and each UE updates its local copy exploiting its
experience. As a result, UEs obtain the same shared policy.
As regards the reward design, the authors define a very simple
global reward function that can be calculated by any entity
based only on the length of the episode, without exploiting
any other information available.

In [21] each UE learns the MAC protocol by exploiting
the actor-critic multi-agent deep deterministic policy gradient
(MADDPG) [27]. Specifically, each agent has a local policy
function, namely actor, together with a common centralized
critic that estimates the value of the global state. The authors
exploit the parameter sharing technique to update a unique
central copy of the actor network for all the UEs. The global
reward function is more sophisticated than [6], and can be
computed knowing the buffer status of all UEs and the obser-
vation of the BS.
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In our prior works [22], [25], we adopt an approach sim-
ilar to [21], but the update of the policy function is carried
out by means of the actor-critic multi-agent proximal policy
optimization (MAPPO) algorithm [28]. Similar to [21], the
computation of the reward function requires information from
all the network entities.

B. MOTIVATION AND CONTRIBUTION
All the works described in the previous subsection adopt
CTDE as learning scheme and consider a typical implemen-
tation where centralized training is carried out via simulation.
The environment is an omniscient entity, without any place-
ment in the network, that provides the learning agents (i.e.,
UEs) with their observations and global rewards. However,
from the perspective of using RL-based MAC protocols
in real scenarios (e.g., industrial environments), a learning
framework where training can be performed only via sim-
ulation is not the best solution. Indeed, obtaining the best
performance in the execution phase would require the use of
an accurate simulation environment containing both a proper
traffic model for the UEs and a channel model tailor-made for
the considered scenario.

To overcome these severe limitations, the introduction of
a new learning system that can be trained directly in a real-
world scenario is of great value. Then, the implementation
of the above state-of-the-art works on the field would require
finding which physical entity collects the observations and
computes the global reward, how it receives the information
needed to get these parameters, and how it provides them to
the learning agents. However, this design might require an
intensive and continuous exchange of information, making
the implementation not practical. Hereinafter, we term this
issue as ‘‘feasibility’’, and define a learning system as ‘‘fea-
sible’’ if it enables practical implementation of the training
procedures in real scenarios. To the best of our knowledge,
no other state-of-the-art works address this problem.

In addition, a further issue related to the adoption of
RL-based MAC protocols is the robustness to changes in sce-
narios in terms of the number of UEs, traffic patterns, channel
conditions, and so on. Indeed, the resulting MAC protocols
would typically work properly as long as the network scenario
maintains the same conditions in which they were trained on
and fail to generalize outside of their training distributions.
As a consequence, this aspect prevents the applicability of
RL-based approaches to a dynamic wireless environment that
would require re-training the learning framework every time
it undergoes a change. The lack of generalization of RL-based
MAC protocols had already been highlighted in [6], without
providing any solution. We already addressed this problem
in [22], wherewe provided a preliminary approach to improve
the generalization performance in RL-based MAC protocols,
introducing the concept of observation abstraction (OA).

In this paper, in view of applying the MARL paradigm
for designing new wireless MAC protocols in real-world
scenarios, we focus on both of the above issues. As regards

feasibility, the straightforward solution would be to propose
a feasible learning framework that removes any exchange of
information among all network entities, i.e., UEs are isolated.
This means that each learning agent (i.e., UE) exploits the
local view of the network to compute its own reward and train
its policy, accordingly. Although this seems like an optimal
solution from the practical implementation point of view,
a reward computed by every single agent would not lead
to convergence in a cooperative problem [29]. Hence, the
objective of the proposed feasible MARL is to reduce the
exchange of information among the network entities, while
still allowing the agents to learn the right behavior.

As regards the second issue, our idea is that the lack of gen-
eralization stems from the fact that during the training phase
the agents learn their policies in the original observational
space, which is specified for the scenario, instead of learning
observation representations, which are invariant overmultiple
scenarios. The ability to learn from abstracted observations
enables better generalization and robustness to previously
unseen configurations. The notion of abstraction is based on
learning invariance across configurations while filtering out
irrelevant information [30]. Through this concept, the agents
may reason about only the salient features of their scenario
while ignoring what is irrelevant. Consequently, agents are
able to solve considerably more complex problems than they
would be able to without the use of abstraction.

Driven by the above analysis, in this paper, we propose a
novel feasible wireless MAC communication learning frame-
work that leverages abstraction to learn in a real-scenario new
wireless MAC communication protocols with good gener-
alization capabilities compared to infeasible state-of-the-art
solutions. To the best of our knowledge, no other works in
literature deal with the definition of a wireless MAC com-
munication learning framework that considers both feasibility
and generalization issues. The main contribution of this work
can be summarized as follows.
1) We investigate the problem of learning a wireless MAC

protocol that takes into account both the data and control
planes to maximize the number of transmitted PDUs,
while minimizing the time spent to do so, and reducing
the number of collisions in the data plane.

2) Starting from the communication scenarios presented
in [6], [21], [22], [25], we propose a new system model
that overcomes the strong limitations of assuming UE-
dedicated uplink control channels, by introducing a
more realistic common control channel, where all UEs
attempt their access procedure in a contention mode.

3) We cast the problem of learning the wireless MAC pro-
tocol as a feasible MARL problem. Toward this, we set
local observations that each agent is able to compute
without any additional information, define which entity
calculates the reward and how it provides the rewards to
the agents, and finally design a reward function that is
based only on the information available at this entity.

4) For solving the feasible MARL problem, we present
our multi-agent implementation of the PPO algorithm.
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Therein, instead of adopting a conventional centralized
critic, our implementation provides a decentralized critic
network for each agent.

5) We introduce the concept of OA and leverage the con-
cept of parameter sharing to boost the generalization
performances of the learnedMACprotocols with respect
to the number of dPDUs and the number of learning
agents, respectively.We present a new autoencoder (AE)
architecture to derive the optimal OA function that maps
the original observation space to the abstracted observa-
tion space. Through a rigorous analysis, we derive the
cardinality of the original observation space.

We evaluate the performance of our feasible learning
approach against the infeasible solutions [6], [22]. We inte-
grate the OA to both the proposed feasible approach and the
infeasible solution [22]. Simulation results show that learning
schemes with OA exhibit slightly higher convergence times
compared to those without OA, but better generalization per-
formances in terms of both the number of UEs and dPDUs.
The comparison between the infeasible solution [22] and
the feasible solution both implementing the OA shows that
the performance of the feasible solution is in line with the
infeasible one.

The rest of the article is organized as follows. Background
on RL and MARL is reported in the next section. The sys-
tem model and the UEs-BS interaction as a feasible MARL
are described in Section III and IV, respectively. The pro-
posed learning approach integrating the implementation of
the MAPPO is described in Section V. The learning of gen-
eralized policies is reported in Section VI. The performance
evaluation is drawn in Section VIII. Finally, the conclusions
are drawn in Section IX.

II. BACKGROUND ON RL
A. SINGLE-AGENT RL
Single-agent reinforcement learning (RL) is an area of
machine learning concerned with the problem of one agent
that learns the best behavior from experience, adopting a
trial and error process. The thing it interacts with is called
environment. The agent and the environment interact at
each of a sequence of discrete time steps, denoted as t ∈
{0, 1, . . . , tend − 1}. At each time step t , the agent receives
from the environment a representation of the environment’s
state, denoted as st ∈ S, where S is the state space.

The agent interacts with the environment by performing
an action at inside its own action set A according to its
policy π : S −→ 1(A), where 1 is a probability space.
In detail, π (at | st ) is the probability of selecting the action
at given that the state st , and π (· | st ) denotes the probability
distribution among all actions given that the state is st . One
time step later, as a consequence of the action at , the state
st will transit to st+1 ∈ S and the agent obtains from
the environment a numerical reward Rt+1(st , at , st+1). The
reward should quantify the effect (benefit or drawback) of
the action performed by the agent. We define a trajectory τ

of length tend as a sequence of states and actions, i.e.:

τ = (s0, a0, s1, a1, . . . , stend−1, atend−1). (1)

The discounted return following a given τ from time instant
t is

Gt (τ ) =
tend−1∑
k=t

γ ^(k−t)Rk+1(sk , ak , sk+1), (2)

where ^(·) is the exponentiation operator and γ ∈ (0, 1) is
the discount factor, which determines the impact of future
rewards on the current decision. The objective is to find the
optimal policy π∗ so that

π∗ = argmax
∀π

{
Eπ [Gt (τ )]

}
,∀t ∈ {0, 1, . . . , tend}, (3)

where Eπ [Gt (τ )] denotes the expected discounted return fol-
lowing a given policy π .
Finally, we introduce some additional definitions. For each

state s ∈ S, given a policy π , the state value function is:

V π (s) = Eπ
[
Gt (τ )

∣∣
st=s

]
. (4)

Given the couple (s, a) and the policy π , the action-value
function is

Qπ (s, a) = Eπ
[
Gt (τ )

∣∣
st=s,at=a

]
. (5)

For a given couple (s, a) and a policy π , the advantage
function is

Aπ (s, a) = Qπ (s, a)− V π (s). (6)

To obtain π∗ several different approaches are avail-
able in the literature [26], [31], and can be classified into
two main classes, namely, value-based and policy gradient.
Value-based methods, such as Q-learning or state-action-
reward-state-action (SARSA) [26], traditionally involve a
deterministic policy, whereas policy gradient methods, such
as REINFORCE or proximal policy optimization (PPO) [31],
naturally generate a stochastic policy that can also converge
towards a deterministic policy [26]. Given that the objective
of this paper is to leverage RL augmented with communi-
cation to allow a novel MAC protocol to emerge, we aim to
explore a large range of possible MAC protocols, considering
the potential of both deterministic and stochastic protocols.
This means that the most appropriate choice for the RL
algorithm falls into the policy gradient category.

In policy gradient methods, the policy is modeled through
a parameterized function with respect to θ , denoted as πθ and
is updated explicitly to maximize the expected discounted
return by exploiting the policy gradient theorem [26]. Never-
theless, this method may introduce variability in estimating
the policy gradient, potentially causing instability during
training or slowing convergence. Several policy gradient
methods are available in the literature, with PPO standing out
as an algorithm explicitly designed to mitigate this issue [31].

Compared to REINFORCE, the PPO introduces two main
features to reduce the gradient variance. First, the objec-
tive function for the policy introduces an estimate of the
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advantage function (6) denoted as Ât . The advantage function
estimates how much better or worse it is to take a spe-
cific action at in state st than following the policy’s default
behavior. Second, the PPO algorithm aims to reduce the high
variance in the gradient estimate between the old policy and
the new policy, by limiting the size of the policy update. To do
so, it introduces the probability ratio at a generic time step t
as

r t (θ ) =
πθ (at |st )
πθold (at |st )

, (7)

and defines the following objective function for the policy
gradient:

L tPG,CLIP(θ ) = min
(
r t (θ )Ât , clip

(
r t (θ ), 1− ϵ, 1+ ϵ

)
Ât
)
,

(8)

with ϵ representing a hyperparameter usually set to 0.2.
The first term inside the minimum is the unclipped objec-
tive function that includes Ât , while the second term clips
the probability ratio r t (θ ) outside the interval [1 − ϵ, 1 +
ϵ]. In addition to this, PPO combines the objective func-
tion (8) with an additional entropy regularization term, which
balances exploration and exploitation. This term prevents
excessive exploration strategies that may lead to high vari-
ance in gradient estimates, especially in environments with
high variability or stochastic elements [32]. Therefore, the
overall objective function of the policy is

LPPO(θ ) = L tPG,CLIP(θ )+ cS
[
πθ
(
· | st

)]
, (9)

where c is the entropy coefficient and S
[
πθ
(
· | st

)]
is the

policy entropy.
However, to compute the objective function of the policy,

we need to estimate the advantage function (6) because it
depends on V (s) and Q(s, a), which both are unknowns.
To solve this, a variety of different methods can be used [33].
Typically, the estimated advantage function is calculated as:

Ât = Gt (τ )− V̂ (st ), (10)

where V̂ (st ) is an estimate of the value of state st . As a
consequence, the agent needs to learn V̂ (st ), for each state
st ∈ S. To do so, the estimated value state is modeled through
a parameterized function with respect to φ, denoted as V̂φ .
The simplest method to estimate V̂ (st ) is called temporal
difference (TD) 1-step approach [26], and the state value
function is estimated by solving the following regression
problem, whose objective function is:

LVF(φ) =
[
V̂φ(st )− Gt (τ )

]
^(2). (11)

This function is trained jointly with the policy, but unlike the
policy function, it is used only during the training.

To complete the description of the PPO algorithm,
we describe the training steps.
1) The policy parameter θ and the state value parameter φ

are initialized at random.

2) The policy function πθ is used to collect the trajectory τ
(1).

3) For each time step t of τ , the following operations are
carried out. First, the state value function V̂φ is used
to provide V̂φ(st ). Then, Gt (τ ) in (2) and the advantage
value Ât in (10) are calculated.

4) The policy function πθ is updated by maximizing (9)
and the state value function V̂φ is updated by minimiz-
ing (11).

5) Steps 2-4 are repeated until the convergence is reached.

B. MULTI-AGENT RL
Multi-agent RL (MARL) is an extension of RL for multi-
agent systems, whereN agents interact with the environment.
Typical MARL problems are modeled as a multi-agent par-
tially observable MDP (MPOMDP), defined by ⟨N , Ai, S,
T , Oi, πi, R, γ ⟩, described in the following.
• N is the set of all agents.
• Ai is the action space for agent i. At each time step t ,
each agent i ∈ N performs an action ati ∈ Ai. We denote
with at the joint action tuple (at1, a

t
2, . . . , a

t
N ).

• S is the global state space of the environment.
• T (st+1 | st , at ) denotes the transition probability from
st to st+1 given the joint action tuple at .

• Oi: observation space of the agent i. At time t , the
environment provides to agent i a partial observation of
the global state st ∈ S, defined as oti ∈ Oi. Specifically,
oti = hi(st ), where hi : S → Oi is the mapping function
for agent i.

• πi : Oi → 1(Ai) is the policy of agent i. In detail,
we denote with πi(ati | o

t
i ) the probability to take ati

when observing oti , and with πi(· | oti ) the probabil-
ity distribution among all possible actions in Ai given
observation oi. We also define π = [π1, . . . , πN ] as the
policy vector.

• Rt+1(st , at , st+1) is the reward received after transition-
ing from state st to state st+1, due to action at . In general,
in MARL problems, the reward can be divided into two
categories: global and local. The global reward approach
assigns the same global reward to all agents with-
out distinguishing their contributions. The local reward
approach provides different rewards to each agent based
solely on its individual behavior.

We redefine a trajectory τ of length tend as the following
sequence of states and joint actions:

τ = (s0, a0, s1, a1, . . . , stend−1, atend−1), (12)

and the discounted return following a given τ from time
instant t as:

Gt (τ ) =
tend−1∑
k=t

γ ^(k−t)Rk+1(sk , ak , sk+1). (13)

The expected discounted return for a given policy vector π is
denoted as:

Eπ [Gt (τ )]. (14)
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FIGURE 1. Conventional CTDE implementation with actor-critic
structure.

The objective of a multi-agent RL algorithm is to find the
optimal policy vector π∗ so that

π∗ = argmax
∀π

{
Eπ [Gt (τ )]

}
,∀t ∈ {0, 1, . . . , tend}. (15)

Due to the additional issues introduced by multi-agent
settings, to obtain π∗ we need to select both a proper learning
method and an RL algorithm among the ones available in
the literature. On the basis of the learning method chosen,
the single-agent RL algorithm must be suitably adapted for
supporting multi-agent settings.

In this paper, we choose as a learning method the CTDE,
whose typical implementation adopts the actor-critic struc-
ture shown in Fig. 1 in the case of N = 2 agents. It consists
of a single centralized critic network for all agents, and a
decentralized actor network i for each agent i ∈ N . Specifi-
cally, during the training procedure, for each time step t , the
environment sends the global state st to the critic, and the
partial observation oti = hi(st ) to each agent i. The critic
network provides all agents with an estimation of the global
state value V̂φ(st ), whereas each actor network i provides the
environment with an action ati ∼ πi

(
· | oti

)
. As a result of

the joint action at , the state transits to st+1 with probability
T (st+1 | st , at ). Then, the environment computes the reward
Rt+1(st , at , st+1), and sends it to the agents and the critic.
Each actor network utilizes both the reward and the estimated
state value for updates, while the critic network is updated
solely using the reward. During the execution, the system
works in a decentralized fashion, and the critic stops its
activity.

III. SYSTEM MODEL
Consider a radio network composed of a single BS serving
a N homogeneous UEs needing to deliver P MAC PDUs to
the BS.

A. UPLINK TRANSMISSION
In the uplink transmission, we consider both the data plane
and the control plane, as shown in Fig. 2.
Data Plane: Each UE i ∈ NUE has a data PDUs (dPDUs)

storage capability, modeled as a buffer with first-in first-out
(FIFO) policy, which contains at mostQ dPDUs.We consider
the following dPDU traffic model. The UL Tx buffer of each
UE in NUE is filled with P ≤ Q dPDUs at t = 0. UEs can
send dPDUs using the same physical uplink shared channel

FIGURE 2. High-level depiction of the uplink system model.

(PUSCH) operating according to a time division multiple
access (TDMA) scheme, with time slots of equal length.
We suppose that each time slot t has a length such that
each UE can transmit exactly one dPDU inside the time slot,
including the propagation delay within the medium and other
additional delays.

Since the uplink data plane acts as a shared TDMA chan-
nel, simultaneous transmissions result in collisions. As a
consequence, the BS fails to correctly decode dPDUs. if more
than one UE transmits its dPDU in the same time slot, then
a collision occurs and the BS cannot correctly decode any
received dPDU. Moreover, we assume that the data plane
transmissions are modeled as a packet erasure channel, i.e.,
the dPDU sent by only one UE in a given time slot is correctly
decoded with a fixed probability equal to 1-TBLER, where
TBLER is the transport block error rate. Finally, in time slot
t , UE i is able to carry out only one of the following actions
in the data plane.

1) Transmit the first dPDU in the buffer.
2) Delete the first dPDU in its buffer.
3) Do nothing.

Control Plane: Each UE i can send a signaling PDU
(sPDU) in the physical uplink control channel (PUCCH).
The sPDU received by the BS is interpreted as a scheduling
request (SR), i.e., a reservation request for the transmission
of the dPDU in the next time slot. In [6], [21], [22], the
control channels are assumed to be error-free and dedicated
to each UE. In contrast, in this paper, we introduce a more
realistic system model, where the UEs also compete for
the transmission of SRs, i.e., the PUCCH is modeled as a
contention-based (CB) TDMA channel. In detail, the time
domain is divided into time slots, in the same way as the
data plane channel, but each time slot provides L different
signatures1 [34]. When a UE transmits one sPDU in the CB
control channel, the UE first selects randomly one of the
available L signatures and then transmits the sPDU with the
selected signature. If multiple UEs send their sPDU with
identical signatures, then a collision in the control plane
occurs. To summarize, for each time slot t , in the control

1The signature represents a specific pattern to be adopted inside the same
time slot. It can be provided by exploiting random sequences (e.g., preamble
sequences), by exploiting the frequency domain, or by dividing the time slot
into mini-slots.
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FIGURE 3. High-level depiction of the downlink system model.

plane, UE i is able to randomly select one signature and
transmit the SR.

B. DOWNLINK TRANSMISSION
Since data are only transmitted by UEs in our scenario, the
downlink shown in Fig. 3 has only the control plane.
Control Plane: The control channels are divided into two

categories, namely, broadcast control channel (BCCH) and
common control channel (CCCH). The BCCH is used by the
BS to broadcast information such as cell and network identity.
The broadcast PDUs (bPDUs) are transmitted in each time
slot and allow the UEs to synchronize their frequencies to
that of the transmitting base site, and to synchronize to the
time slots of the TDMA frame. Other information useful for
all the UEs can be encapsulated in the bPDUs. The CCCH is
responsible for transferring control information from the BS
to the specific UE i, such as a scheduling grant (SG) or an
acknowledgement (ACK) message.

Similar to [6], [22], we assume that the BS is aMACexpert,
i.e., it adopts a given MAC protocol for sending the sPDU to
UEs. At each time slot t , the adopted MAC protocol acts as
follows.

• The BS checks if the dPDU has been correctly received
and decoded in the previous time step t−1. If so, then it
sends an ACK message to the related UE that has made
a successful data transmission.

• TheBS checks the SRs received from all UEs in time slot
t−1. If the BS received one or more SRs, then it chooses
randomly one of the requesting UEs and responds with a
scheduling grant (SG). We note that if the UE has made
a successful data transmission concurrently with a SR,
then the BS will ignore this SR and send only an ACK
message to it.

IV. LEARNING A WIRELESS MAC PROTOCOL AS A
FEASIBLE MARL PROBLEM
The goal of this paper is to find an optimal MAC protocol
adopted by the UEs that maximizes the number of unique
dPDUs successfully received by the BS,whileminimizing the
time spent to do so, and the number of collisions to improve
energy consumption. In order to effectively reach this goal,

we cast the UEs-BS interaction as anMPOMDP, as described
in Section II-B.
The aim of this section is to define a feasible MARL

problem that goes beyond the concept of an omniscient envi-
ronment that gives the observations and the rewards to the
agents. Toward this, we set local observations that each agent
is able to compute without any additional information from
the environment. Moreover, to implement a feasible reward
assignment, we define i) which entity calculates the reward,
ii) how it provides the rewards to the agents, and iii) a reward
function that is based only on the information available at this
entity. To map our system model to the feasible MPOMDP,
we use the following notations and assumptions.

• The discrete time steps of the MARL correspond to the
time slots of the communication channel.

• N = NUE ∪ NBS, where NUE is the set containing N
UEs (i.e., learning agents) andNBS is the set containing
the BS (i.e., expert agent).

• The UEs interact with the BS for the time of one episode
that lasts tend time slots. An episode endswhen one of the
following conditions is met. First, the P dPDUs of each
and all of theN MAC learners have successfully reached
the BS and the learners have removed them from their
buffers. Second, the maximum length of one episode,
denoted as tmax, is reached.

The observation and action spaces for the BS and the UEs
are described in the next subsections, respectively. Then,
we define the global state and treat the reward assignment
problem.

A. BASE STATION
The BS is a MAC expert agent that operates in the DL control
plane following the protocol described in Section III. The
observation space of BS is denoted as OBS. At time t , the
BS observes otBS = (btBS, b

t−1
BS , . . . , b

t−M
BS ) ∈ OBS, where M

is the considered memory length. We endow the agents with
an internal memory that stores the history. The motivation for
this memory is to address the problem of partial observabil-
ity [35]. btBS is a discrete variable that assumesN+2 possible
values. In detail, btBS = 0 if the data channel is idle, btBS = i
if the data channel is detected busy with a single dPDU from
UE i that is correctly decoded, and btBS = N + 1 if there
is non-decodable energy in the data channel (i.e., a collision
occurred).

The action space for the BS is denoted as ABS. For each
time slot t , the BS sends a control message mti to each UE
i, where mti ∈ MBS = {0, 1, 2}. Here, mti = 2 represents
an ACK message that confirms a correct reception in the
previous time slot t − 1, mti = 1 refers to a SG message,
andmti = 0 indicates that no signaling message has been sent
to UE i.
Being the BS a MAC expert agent, it adopts the deter-

ministic policy described in Section III that, on the basis
of otBS, provides into the CCCH the message vector mt

=

[mt1,m
t
2, . . . ,m

t
N ].
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B. USER EQUIPMENTS
Due to the homogeneous nature of the UEs, each agent i ∈
NUE has the same action space AUE. Agent i performs an
action ai = (ai,u, ai,s) ∈ AUE, where the data plane action
ai,u ∈ AUE,u = {0, 1, 2} and the control plane action ai,s ∈
AUE,s = {0, 1}. Specifically, ai,u = 1 means that the agent
transmits the first dPDU in its buffer (if any), ai,u = 2 means
it deletes the first dPDU in the buffer, and ai,u = 0 to do
nothing. For the control plane, ai,s = 1 means to randomly
select a signature and send an SG message, while ai,s =
0 means do not transmit any signaling message.

Due to the homogeneous nature of the UEs, each agent also
has the same observation space OUE. We define an observa-
tion by oti = (bti , b

t−1
i , at−1i ,mt−1i , . . . , bt−Mi , at−Mi ,mt−Mi ),

where bti ∈ B = {0, 1, . . . ,Q} is the buffer status at time
t . We note that the messages mt−ki , with k = 1, . . . ,M ,
have been received from the BS inside the CCCH during the
previous time slots. The other information, i.e., the previous
actions at−ki and the buffer statuses bt−ki are available at the
UE side by default. As a consequence, at each time step t , the
local observation oti can be easily computed by each agent
i without any additional information from the environment.
Being the UEs learning agents, each UE i ∈ NUE should learn
a policy πi : OUE→ 1(AUE).

C. GLOBAL STATE AND REWARD ASSIGNMENT
S is the global state space of the environment. At time t , the
global state st is described by st = (bt ,bt−1, at−1,mt−1, . . . ,

bt−M , at−M ,mt−M ) ∈ S, where bt = (bt1, b
t
2, . . . , b

t
N , b

t
BS)

is a tuple containing all the buffer states for each agent i and
the observation of the BS, and at = (at1, a

t
2, . . . , a

t
N ) is the

joint action tuple.
Rt+1(st , at , st+1) is the reward received after transitioning

from state st to state st+1, due to the joint action at . In generic
MARL problems, at time step t+1, each agent receives either
a global or a local reward value from the environment. In this
paper, due to the cooperative nature of the task, we adopt a
global reward, i.e., the environment provides to each agent the
same reward Rt+1(st , at , st+1), which quantifies the benefit
of the joint actions performed by all theN agents. This design
decision reflects the objective of optimizing the performance
of the whole network, rather than that of individual agents.
Here, we assume that the BS is the physical entity that broad-
casts the reward to UEs by exploiting the BCCH.

The reward function should be properly designed to inform
the agents the quality of their decisions/actions in terms of
achieving the cooperative goal. The reward function is typi-
cally hand-designed, and so, it requires a high expertise and
domain knowledge of the designer.

In [6], the authors define a very simple reward function
generating -1 for each time step t until the episode ends. This
reward design motivates MAC learners to finish the episode
as quickly as possible. Although it is a simple reward that can
be computed and sent to the UEs by the BS, it does not take
into account the additional information that may help agents

to obtain π∗ in a shorter time. Indeed, in [6], the convergence
time for a simple problem consisting of N = 2 learning
agents and P = 2 is in the order of million episodes.
Conversely, in [21], [22], the reward function is more

sophisticated, i.e., Rt+1 ∈ {ρ,−1,−ρ}, where ρ is an
integer > 1. Therein, the agents are rewarded with ρ if there
exists aUE that has successfully transmitted a new dPDU, and
with −ρ if a UE deletes a dPDU that has not been received
by the BS. In [22], the agents are also rewarded with ρ
when a UE deletes its dPDU having previously transmitted it
successfully. For all other situations, the conventional reward
of Rt+1 = −1 is granted for all agents to minimize the
number of communication time slots. Despite the significant
reduction in the convergence time [21], on the other hand,
the reward computation requires an omniscient environment
with access to the information available at both the BS and the
buffer status of each UE. For this reason, we term this reward
function as ‘‘infeasible reward’’.

In contrast, in this paper, we propose a new reward function
that falls in between the two approaches. Specifically, the BS
should be able to compute and send the reward to the UEs,
as [6], but the reward should also contain more information
to help learning agents to achieve convergence quickly, same
as [21], [22]. Toward this, the proposed reward function is
defined as

Rt+1 =


+ρ if btBS ̸= {0,N + 1},
−ρ if btBS = N + 1,
−1 otherwise.

(16)

Here, the agents are rewarded with ρ if a new dPDU has
been received by the BS, and penalized with−ρ if a collision
occurred. The latter condition aims to minimize the number
of collisions to improve the energy efficiency at the UEs
during their packet transmissions. We note that this objective
is not treated by the ‘‘infeasible reward’’ designed in [22].
In addition, differently from [21], [22], the reward does not
contain any information from the buffer status of each UE
and so, the BS can generate the reward without additional
information. For this reason, we term this reward function as
‘‘feasible reward’’.

V. TRAINING ALGORITHM FOR SOLVING THE
FEASIBLE MARL PROBLEM
In this section, we present our implementation of the training
algorithm adopted for solving the MPOMDP, whose com-
ponents have been described in the previous section. Then,
we detail the training procedure for the entire framework.

A. MULTI-AGENT IMPLEMENTATION OF THE PPO
ALGORITHM
As reported in Section II-A, we focus on the PPO algorithm
and, in this subsection, we present our multi-agent implemen-
tation, termed as multi-agent PPO (MAPPO). We adopt the
CTDE as the learning method and make appropriate imple-
mentation choices that differ from the conventional ones
shown in Fig. 1.
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The MAPPO algorithm leverages the single-agent PPO
where both a policy function with parameter θ and a state
value function with parameter φ are learned. Specifically,
these functions are represented as two separated deep neural
networks (DNNs): an actor network with parameter θ and a
critic network with parameter φ. Each agent i ∈ NUE has
its actor (policy) network with parameters θi. Policy network
i uses the partial observation oti of the global state st as the
input and results a categorical distribution over actions in the
discrete action space AUE as the output.

Compared to the conventional single-agent implementa-
tion described in Section II-A, our multi-agent implementa-
tion collects samples from Ntr trajectories instead of a single
trajectory τ , to further mitigate the high variance issue in
gradient estimates. As a consequence, the ith actor network
aims to maximize the following objective function:

LPPO,i(θi) =
1
Ntr

Ntr∑
j=1

Eτj
[
L tPG,CLIP,i(θi)+ cS

[
πθi (· | o

t
i )
] ]
,

(17)

where Eτj [. . . ] indicates the average over the experience
collected in the trajectory τj,

L tPG,CLIP,i(θi) = min
(
r ti (θi)Â

t
i , clip

(
r ti (θi), 1− ϵ, 1+ ϵ

)
Âti
)
,

(18)

r ti (θi) =
πθi (a

t
i |o

t
i )

πθi,old (a
t
i |o

t
i )
, (19)

and Âti is the estimated advantage function related to agent i.
As reported in Section II-A, for calculating Âti , we also

need to learn the estimated state value function. As shown in
Fig. 1, the conventional approach provides a centralized critic
network that takes as input the global state st . Adopting this
centralized critic gives the impression to provide two main
benefits: a centralized critic fosters ‘‘cooperative behavior’’,
and also stabilizes (or speeds up) the training. However,
as reported in [36], these intuitions have never been formally
proven or empirically tested and, in general, the adoption of
a centralized critic does not necessarily improve cooperation
compared to the adoption of decentralized critics. Note that
the global state st is not available at the UE. For this reason,
the proposed MAPPO algorithm adopts a decentralized critic
network for each agent i. Specifically, the input of the critic
network for agent i is the partial observation oti of the global
state st and the output is denoted as V̂φi (o

t
i ), which is a real

value representing an estimated value of the local observation
oti . The critic network for agent i is trained with the aim of
minimizing the following objective function:

LVF,i(φi) =
1
Ntr

Ntr∑
j=1

Eτj
[(
V̂φi (o

t
i )− G

t (τj)
)
^(2)

]
, (20)

where Gt (τj) is the same for all the learning agents i ∈ NUE,
since it depends on the global states st and st+1, and on the

FIGURE 4. Proposed CTDE-based learning framework.

joint action at . The main advantage of this approach is that
each agent needs to know only the cumulative rewards Gt (τj)
as centralized information to train its own networks, rather
than the global state st . Finally, the advantage value in (18) is
estimated as

Âti = Gt (τj)− V̂ (oti ). (21)

As a result of the choices made, the proposed learning
framework is shown in Fig. 4, in the case of N = 2 agents.
Each agent i ∈ {1, 2} has its own pair of actor and critic
networks with parameters θi and φi, respectively. During the
training, at each time step t , the agent receives from the BS
the control message mti inside the CCCH. By collecting the
messages received in the previous time slots jointly with the
information available at the UE side by default, the agent
easily computes its local observation oti . This observation is
used by the critic network i to provide the actor network i
with an estimation of the local observation oti value, whereas
actor network i outputs πθi (· | o

t
i ) and agent i performs action

ati ∼ πθi
(
· | oti

)
. The BS observes the effect of joint action at

on the radio channel, computes the reward Rt+1, and sends it
to the agent by exploiting the BCCH.

Consequently, during the training, the proposed feasible
implementation provides a reduced information exchange
among the network entities. In fact, it is up to the BS to send
information using only common control channels, without
establishing dedicated control channels for the UEs. In turn,
UEs need only to listen to this control information, without
transmitting additional control data. During the execution,
this exchange of information stops, and the system works in
a decentralized fashion.

To better understand the advantages compared to the con-
ventional CTDE implementation shown in Fig. 1, we evaluate
the information exchange provided by that scheme. Fig. 1
shows a centralized critic that receives the global state st and
the reward Rt+1 from the omniscient environment, and pro-
vides each agent with an estimation of the global state value
V̂φ(st ). To implement that scheme in a real-world scenario,
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we need to identify the physical entity where the critic is
located, how it receives the information needed to get both
the global state and the reward, and how it provides V̂φ(st ) to
the learning agents.

The most convenient solution in terms of information
exchange is to insert the critic inside the BS. As reported in
Section IV-C, st is composed of the buffer states of all agents,
the observation of the BS, the joint action tuple at , and the
message vectormt . Therefore, the BS should receive, at each
time step t and from each agent i, the action ati (involving
both the data and control plane) and its buffer status. The
cost in terms of information exchange is twofold. Firstly, it is
necessary to reserve valuable radio resources in the form of
control channels dedicated to each UE throughout the entire
training phase. Secondly, for each time step, UEs should
transmit their information on the dedicated control channel,
even in cases of inactivity both on the control plane (i.e.,
ai,s ̸= 1) and on the data plane (i.e., ai,u ̸= 1). As regards
how to send the output, V̂φ(st ) must be broadcast to all agents,
and BCCH could be used for this purpose.

In Section VIII, we compare the performance obtained by
adopting the learning framework in Fig. 4 against the infea-
sible solution [22], which adopts the CTDE implementation
in Fig. 1.

B. TRAINING DETAILS
The proposed training algorithm is presented in Algorithm 1
and depicted in Fig. 5. As shown, the updates of the agents’
networks are carried out with a periodicity corresponding to
Ntr episodes. The algorithm works as follows. The policy
network and the estimated state value networks are initialized
with random weights. The agents exploit their own policy
network to generate an experience consisting of Ntr episodes
as shown in Lines 5-17. In each episode j, the agents interact
with the environment until either t = tmax or the cooperative
task have been successfully completed. As a consequence,
a complete trajectory lasts tend time steps, where tend ≤ tmax
is in general not the same for each episode. At each time step
t of the generic trajectory τj, the experience of each agent i is
stored inside the time step tuple

T ti =
(
oti , a

t
i , πθi,old

(
ati | o

t
i
)
,Rt+1

)
. (22)

At the end of one experience (i.e., Ntr episodes), all the
time step tuples T ti related to agent i have been inserted
inside the related rollout list Ti. This list is used by agent
i to compute the discounted returns Gt (τj) (see Lines 18-
22). Next, to stabilize learning and improve convergence,
z-score normalization is applied to the discounted returns
(refer to Line 23). After that, the advantage values Âti are also
computed (see Lines 24-30). Then, normalized rewards and
advantage values are used to compute the losses (17) and (20).
Finally, to further enhance training stability, adaptive learning
rates based on the Adam optimizer are utilized for updating
the networks (refer to Lines 31-33). After the update, a new

Algorithm 1 The proposed MAPPO algorithm
Inputs: Learning rate α and discount factor γ .
1: Initialize the policy networks {πθi }

N
i=1 and the estimated state

value networks {V̂φi }
N
i=1 with random weights.

2: repeat
3: Set {πθi,old ←− πθi }

N
i=1

4: Initialize the experience rollouts list {Ti}Ni=1 as empty.
5: for j ∈ {1, . . . ,Ntr} do
6: Initialize the time step counter t = 0.
7: repeat
8: for each agent i ∈ NUE do
9: Observe oti .
10: Extract ati ∼ πθi (· | o

t
i ).

11: Execute the action ati .

12: Compute πθi,old
(
aji | o

j
i

)
.

13: end for
14: Each agent i receives Rt+1 and appends the time step

tuple T ti (22) inside Ti.
15: Increase the time step counter.
16: until the trajectory τj has been completed.
17: end for
18: for each trajectory τj with j ∈ {1, . . . ,Ntr} do
19: for t ∈ {0, . . . , tend − 1} do
20: Exploit Ti to compute Gt (τj) in (13).
21: end for
22: end for
23: Apply z-score normalization individually to the discounted

returns Gt (τj) for all time steps t within each trajectory τj.
24: for each trajectory τj with j ∈ {1, . . . ,Ntr} do
25: for t ∈ {0, . . . , tend − 1} do
26: for each i ∈ NUE do
27: Compute the advantage value Âti in (21).
28: end for
29: end for
30: end for
31: for each i ∈ NUE do
32: Update the policy network πθi and the estimated state

value network V̂φi using the Adam optimizer with α
by maximizing LPPO,i in (17) and by minimizing LVF,i
in (20), respectively.

33: end for
34: until convergence

experience is generated by exploiting the updated networks.
The procedure is iteratively carried out until the convergence.

In addition, we improve learning by running K gradient
descent steps on the same experience. The benefit is to allow
the networks to learn more from the same experience. This
approach is typically avoided in vanilla policy gradient algo-
rithms due to the risk of taking large steps on local samples.
However, it is commonly adopted in PPO since the adopted
clipped policy gradient objective function avoids the risk of
destructively large policy updates.

VI. LEARNING GENERALIZED MAC PROTOCOLS
So far, we focused on the feasibility of the proposed MAC
protocol learning approach. Another relevant issue is the
generalization capability, which is addressed in this section.
In the context of RL in general, the policies are typically
overfitted to the scenario in which they have been trained,
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FIGURE 5. Temporal dynamics of the training algorithm.

in terms of the observation/state space. Moreover, in the case
of MARL, the policies can be also overfitted to the number
of learning agents.

Concretely, the problem of overfitting to the observa-
tion/state space can be explained as follows. Consider that
the policy networks of the agents have been trained in the
observation space OUE. As a consequence, the agents are
able to make their sub-optimal decision as long as their local
observations belong to OUE. For instance, if the training has
been carried out with P = 2, the best test performance can
be observed with a system with P = 2. The testing scenarios
with a larger number of dPDUs (e.g., P = 10) are likely to
fail due to unseen observations. In other words, the policies
fail to generalize (i.e., there is no guarantee that their policies
will be able to make the most appropriate decisions) because
they have not been trained to handle these inputs.

As regards the overfitting to the number of learning agents,
it is an issue specific to MARL. Consider that the training has
been carried out withN = 2 agents, which corresponds to two
policies π1 and π2. If we want to test the functioning of the
protocol with a larger number of agents (e.g., N = 4 agents),
the first issue is to choose which of the learned policies should
be adopted by the other agents. One straightforward solution
to overcome this is to force agents 3 and 4 to adopt one of
the learned policies chosen at random. Nevertheless, there is
no guarantee that the policy customized for being used by
one single agent will work also if another agent adopts at the
same time the same policy. For instance, π1 may force agent
1 to transmit only on even slots and π2 forces agent 2 on odd
slots. This type of policy is clearly overfitted on two agents.
Indeed, if agent 3 and 4 adopt at the same time π1 and π2,
respectively, then the MAC protocol fails to work.

The common solution to work with a new scenario (char-
acterized by a different number of dPDUs to be transmitted
and/or a different number of UEs) is to perform a new training
phase (known as retraining) in the new scenario. However,
performing a new training phase involves an exchange of
information, energy consumption, and time, which is of large
impact in real deployment scenarios (not a simulated inter-
action). Moreover, if we consider retraining the policies by
adopting a larger number of dPDUs to be transmitted, then
the training time will be typically larger since the optimal
policies will be learned in a larger observation space OUE.
To understand the impact of the buffer dimension on the cardi-
nality ofOUE, we refer readers to Appendix A containing the
analytical computation of the cardinality of OUE. The same

consideration is valid when the number of learning agents
increases.

In this paper, we aim to boost the generalization per-
formances of the learned policies with respect to both the
number of dPDUs and the number of learning agents. For
doing so, we introduce below the concept of observation
abstraction and the concept of parameter sharing.

A. GENERALIZATION TO THE NUMBER OF dPDUs
In this subsection, we introduce the concept of observation
abstraction that facilitates generalization to the number of
dPDUs. The conventional policies are defined in the orig-
inal observation space, which typically contains redundant
and noisy observations. This affects the ability to generalize
respect to different tasks (e.g., the number of dPDUs). The
observation abstraction aims to overcome this problem. Each
learning agent (i.e., UE) will learn a policy in a reduced-
size set containing abstracted observations, instead of in the
original observation space OUE.

The new abstracted observation set can be defined by
means of an observation abstraction (OA) function that clus-
ters and aggregates similar observations from the original
OUE. The policy defined in the abstracted observation space
is termed abstracted policy. When we test these learned
abstracted policies with a number of dPDUs that differs from
the one the policies have been trained in, the OA function
maps them into the same abstracted observations handled
during the training. As a consequence, the abstracted policies
will be able to make appropriate decisions. In the following,
we summarize how OA is adopted within the proposed learn-
ing protocol.

To develop efficient abstracted policies, we first define the
abstracted MPOMDP (AMPOMDP) by four components.

i) The original MPOMDP presented in Section IV.
ii) An abstraction of OUE denoted as O(ψ).
iii) The OA function ψ : OUE → O(ψ) that maps each

observation oti ∈ OUE into an abstracted observation
ot,(ψ)i ∈ O(ψ).

iv) The abstracted policies operating on O(ψ) denoted as
π
(ψ)
i : O(ψ)

→ 1(AUE), ∀i ∈ NUE.

Differently from [22], where the omniscient environment
provides abstracted observations to the agents, in this paper,
we present a feasible AMPOMDP that works as follows.
We consider that each agent i ∈ NUE knows the OA function
ψ , because it is to be broadcast by the BS. At each time step
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t , each agent i computes its local observation oti ∈ OUE.
This original observation is passed through ψ yielding the
abstracted observation ψ(oti ) = ot,(ψ)i . Then, agent i uses
ot,(ψ)i to take the action ati according to its abstracted policy
π
(ψ)
i . At time step t + 1, the BS computes Rt+1 on the basis

of its local observation and provides it to the UEs by means
of the BCCH.

The objective of the AMPOMDP is to learn the optimal
abstracted policy vector π (ψ)

= [π (ψ)
1 , . . . , π

(ψ)
N ] so that

π∗(ψ) = argmax
∀π (ψ)

{
Eπ (ψ) [Gt (τ )]

}
,∀t ∈ {0, 1, . . . , tend}.

(23)

To solve the AMPOMDP, we propose to adopt Algorithm 1
with the following three changes. First, Line 9 is substituted
with

9: Observe oti and calculate ot,(ψ)i = ψ(oti ).
Second, π (ψ)

θi
substitutes πθi . Third, o

t,(ψ)
i substitutes oti ,

except for Line 9.
In summary, given the OA function ψ , the AMPOMDP

represents a slight variation of the original MPOMDP. The
challenge of finding the appropriate OA function for the
proposed AMPOMDP is discussed in the next section.

B. GENERALIZATION TO THE NUMBER OF UEs
In this subsection, we aim to generalize to the number of UEs.
Since the learning agents are homogeneous (i.e., they share
the same action and observation space), we adopt the param-
eter sharing approach [18] for both the policy and estimated
observation value function networks. This approach permits
the agents to train one common shared policy network and
one common shared estimated observation value network.
By exploiting the parameter sharing technique, even if the
training has been carried out with N = 2 agents, we can test
the functioning of the protocol with a larger number of agents
(e.g., N = 4 agents) that will adopt the same shared policy,
which has been trained to be used by more agents at the same
time.

Despite the benefits of generalization to the number of
learning agents, the parameter sharing is a generic approach,
and there are no guidelines on how to implement it in
practice [18]. To overcome this gap, we provide a possi-
ble implementation to exchange and update the weights of
the shared networks, consisting of the parameters θ and φ.
In Fig. 5 we show that the update of the agents’ networks is
performed at the end ofNtr episodes, and also by adopting the
parameter sharing approach, the update periodicity remains
the same.

To carry out this update among all UEs, we describe a
simple distributed mechanism that follows a round process.
A high-level depiction in the case of two agents is shown in
Fig. 6. It consists of four steps, as follows.
1) At the beginning of the procedure, both Agent 1 and

Agent 2 have the sameweights from the previous update.
Then, by following Line 32 of Algorithm 1, on the basis

FIGURE 6. High-level representation of the distributed approach
for sharing the network parameters among two learning agents
during the training.

of the information stored in its experience rollout list
T1, Agent 1 updates the initial weights into temporary
parameters (θ1 and φ1).

2) Agent 1 transmits the temporary parameters to Agent 2.
3) Agent 2 considers weights θ1 and φ1 as the weights to

be updated and performs the update by following the
Algorithm 1 Line 32 and by exploiting T2. The updated
weights become (θ2 and φ2), and the agent passes them
to the next agent, and so on.

4) The agent who last updated theweights will send them to
all agents so that these final weights are applied to their
networks to be used for the subsequent training episodes.
In this specific case, Agent 2 sends the final weights to
Agent 1.

Doing so, at the end of this update routine, all the agents
obtain the same weights, thus enabling the parameter shar-
ing.2 The transmission of the parameters among agents can
be made through direct control-plane links, which can be
established with several technologies, ranging from wireless
personal area network (WPAN) standards, e.g., Bluetooth
or Zigbee, to transmission at FR1 frequencies. Hence, this
approach permits to end the training phase having the same
final policy for each agent.

Another challenge in making feasible the generalization
to the number of UEs involves how new agents acquire the
shared policy during the operational phase. To address this
issue, we propose an implementable solution wherein the BS
periodically broadcasts both the policy and theOA functionψ
to all new agents. These pieces of information can be mapped
within a predefined system information block (SIB) sent into
the BCCH. Therefore, the new agents can receive the policy
and ψ by listening to the broadcast channel.

VII. OA FUNCTION DERIVATION
Several approaches can be adopted to derive the appropriate
OA function and, in this paper, we resort to the concept

2The same target could be achieved through the implementation of a
centralized federated learning approach [37], but our mechanism offers the
advantage of not needing a central parameter server and an aggregation
function. On the other hand, unlike federated learning methods that leverage
parallel training among agents, our solution requires sequential training,
resulting expensive as the number of agents rises. However, due to the
expected generalization feature, the proposed framework can be trained with
a limited number of agents (e.g., two), making our mechanism suitable.
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of apprenticeship learning [38]. Therein, the authors present
a single-agent RL problem, where the aim is to find the
proper state abstraction function ψ : S → S(ψ), where
S(ψ) denotes a new representation of the state space, termed
abstracted state space, with |S(ψ)

| ≪ |S| that contains
the most useful information yielding an efficient decision-
making for the agent. In [30], learning the abstracted policy
π (ψ) is carried out by observing one expert demonstra-
tor following the policy π (E) in the original state domain.
The goal of the state abstraction is tantamount to com-
pressing S into S(ψ), so that S(ψ) provides the learning
agents with an effective understanding of the environment to
allow the agent to follow the expert policy in the abstracted
space.

This gives rise to an interesting trade-off between state
space compression and the ability of the agent to follow the
expert policy, expressed as a divergence between the expert
policy π (E) and the abstracted policy π (ψ) in the compressed
space S(ψ). To quantify this divergence, the authors adopt the
average Kullback-Leibler (KL) divergence:

d
{
π (E), π (ψ)

}
= E

s∈S

{
DKL

(
π (E)(· | s) ∥ π (ψ)(· | ψ(s)

)}
,

(24)

where

DKL

(
π (E)(· | s) ∥ π (ψ)(· | ψ(s)

)
=

∑
a∈A

π (E)(a | s) log
(

π (E)(a | s)
π (ψ)(a | ψ(s))

)
. (25)

Departing from the apprenticeship learning for the single-
agent MDPs that rely on a unique optimal expert policy [30],
we extend this concept for the MPOMDP scenario pre-
sented in this paper. The aim is to find a new representation
O(ψ) with |O(ψ)

| ≪ |OUE| that contains the most use-
ful information yielding an efficient decision-making for
each agent i ∈ NUE. Differently from [30], in order to
improve the robustness and retain an appropriate amount of
information allowing the agents to learn diversified policies,
we allow agents to adopt and exploit the information gath-
ered from a set P (E)

=

{
π
(E)
1 , π

(E)
2 , . . . , π

(E)
G

}
containing

G expert policies defined in the original observation space
OUE. Specifically, we consider G scenarios, where in the
gth scenario each of all the N learning agents adopts the
same expert policy π (E)

g . In this view, we also introduce a set

P (ψ)
=

{
π
(ψ)
1 , π

(ψ)
2 , . . . , π

(ψ)
G

}
containing the correspond-

ing abstracted policies defined in the abstracted observation
space O(ψ).
The objective is re-defined as finding the optimal OA func-

tion ψ with |O(ψ)
| ≪ |OUE|, which minimizes the following

divergence loss function:

Ldiv

=

G∑
g=1

d
{
π (E)
g , π (ψ)

g

}

FIGURE 7. The proposed AE-based abstraction architecture.

=

G∑
g=1

∑
o∈OUE

∑
a∈AUE

[
π (E)
g (a | o) log

(
π
(E)
g (a | o)

π
(ψ)
g (a | ψ(o))

)]
.

(26)

Since it is not straightforward to solve this equation,
we propose a new autoencoder (AE) architecture, which is
composed of two deep neural networks (DNNs), namely
encoder and decoder. The conventional AE architecture
works as follows. The encoder maps the input spaceX ⊆ Rm

into a latent space Z ⊆ Rn, with m, n ∈ N and n < m.
The decoder decompresses the latent spaceZ into the original
input spaceX . In detail, for any x ∈ X , the encoder produces
the latent representation z ∈ Z . Then, the decoder receives
as input z and outputs a representation x̂ ∈ X as close as
possible to the original input x. Both the encoder and decoder
are trained jointly to minimize the mean square error between
each input x and the related output x̂.
Starting from the conventional AE architecture, we pro-

pose a new architecture represented in Fig. 7. Therein, the
proposed AE receives the observations o ∈ OUE as the
input. Instead of reducing the input dimension, the aim of
the new encoder is to reduce the cardinality of the input set
OUE to obtain |O(ψ)

| ≪ |OUE|. This objective is realized by
enforcing the proposed encoder model to act as a multi-class
classifier, in which, each sample fromOUE is assigned to one
and only one of n different abstracted observations, with n≪
|OUE|. Specifically, the sample o ∈ OUE is assigned to the
abstracted observation o(ψ)k ∈ O(ψ) with k ∈ {1, 2, . . . , n}.

Note that |O(ψ)
| ∈ {1, 2, . . . , n} is held in general, since

some abstracted observations o(ψ)k may not be assigned to
any input o. Therefore, this new encoder represents the obser-
vation abstraction function ψ . Instead of reconstructing the
inputs as in conventional AE, the proposed decoder serves as
an abstract policy network that maps each abstracted obser-
vation o(ψ)k from O(ψ) to a distribution over the action space
AUE. Since we consider a set P (E) of G expert policies,
we adopt G decoders, where each decoder is trained to pro-
duce the gth abstracted policy π (ψ)

g . Each gth network aims to
minimize the KL divergence with respect to π (E)

g as per (26).
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Similar to the conventional AE, both encoder and decoders
are jointly trained.

Finally, the proposed loss function consists of the sum of
two parts.

The first one, named divergence loss, aims to achieve the
goal (26), while the second one, named prior loss, acts as
a regularization term on the latent representation to make
the distributions returned by the encoder close to a prior
distribution p.
We propose to regularize the training with a prior distribu-

tion to avoid overfitting in the latent representation of the data
so that the decoder networks can provide proper abstracted
policies. For this, the regularization term is expressed as the
KL divergence between the distribution at the output of the
encoder and the prior p as a uniform distribution among all
the possible labels:

Lprior = E
o∈OUE

{
DKL(1(O(ψ)),p

}
. (27)

The trade-off between the divergence loss and the regu-
larization term is expressed by means of the hyperparameter
β ∈ R≥0. The total loss is expressed as:

Ltot = Lprior + βLdiv. (28)

As β → 0, the prior becomes more important, whereas as
β → ∞, minimizing divergence is prioritized. Given the
latent space dimension n, the weights and biases of both the
encoder and the decoder models are randomly initialized and
updated via (28) by using the gradient descent (GD) method
for Nabs episodes with the Adam optimizer and a learning
rate labs.

VIII. PERFORMANCE EVALUATION
In this section, we focus on the assessment of the AE-based
abstraction scheme to obtain an appropriate OA function, then
we examine the performance of the proposed MAC protocol
learning approach in terms of convergence time of the training
phase, feasibility limits, and generalization capabilities.

A. ABSTRACTION EVALUATION AND PARAMETER
SETTINGS
In Fig. 7, the encoder is a DNN composed of 3 hidden
layers, each one with 512 neurons and the rectified linear
unit (ReLU) as activation function. We adopt 2 decoders (i.e,
G = 2 expert policies), in which each decoder is a DNN with
one hidden layer of 100 neurons and the ReLU as activation
function. Moreover, we set labs = 2.5 · 10−4 and Nabs =

10 000, β = 1000. All the possible elements contained in
the input set OUE and its cardinality are rigorously derived
in Appendix A. We set M = 2 and Q = 10 and, as a
consequence, from (38), we obtain |OUE| = 13104.
Regarding the expert policies, we adopt π (E)

1 as the conven-
tional grant-based transmission, where the UE only transmits
the dPDU following the reception of a scheduling grant, and
deletes a dPDU following the reception of the ACK. As π (E)

2 ,
we adopt a grant-free transmission, where the UE transmits

FIGURE 8. Evaluation of the OA performances by varying the
abstracted observation space cardinality. Here, |OUE| = 13104.

the dDPU immediately after it is available in the buffer, and
deletes it after the transmission without waiting for the ACK
message.

For the setting of the latent space dimension and the related
OA function, we performed the following simulation cam-
paign. Starting from n = 1 (i.e., |O(ψ)

| = 1), we evaluated
the loss (26) at the end of the training. Then, we increased
the value of n (i.e., the dimension of the latent space) with
1 unit until the loss (26) at the end of the training reached a
plateau. As shown in Fig. 8, the optimal cardinality of O(ψ)

results
∣∣O(ψ)

∣∣ = 8 ≪ |OUE|, and the related OA function ψ
is periodically transmitted by the BS.

B. BENCHMARK SCHEMES AND TRAINING SETTINGS
We evaluate the performance of the feasible learning
approach, named FM, consisting of the proposed MPOMDP
adopting the feasible reward described in Section IV-C,
with our implementation of the MAPPO algorithm described
in Section V. We also consider the solution [22], termed
as UM, which adopts the infeasible reward described in
Section IV-C, with a conventional CTDE implementation
of the MAPPO algorithm shown in Fig. 1. More precisely,
we compare these two schemes, both when they adopt the
integration of the observation abstraction and when they
do not. Therefore, the notation here adopted is: FMOψ and
FMO for the scheme FM with and without OA, respectively;
UMOψ and UMO for the scheme UM with and without OA,
respectively.

Moreover, we compare these schemes with the approach
[6], adapted to our systemmodel, and denote it asQO. Specif-
ically, QO applies in our MPOMDP the tabular Q-learning
as a training algorithm with the same hyperparameters as
the original paper [6] without OA, and adopts the infeasible
reward described in Section IV-C. We note that, due to the
tabular nature of the algorithm adopted byQO, the agents act
randomly when they encounter an observation that has not
been seen during the training.

For training all schemes, the number of UEs N = 2, the
number of dPDUs to transmit P = 2, and the TBLER equal
to 10−4 are used. All the training parameters together with
the hyperparameters are reported in Table 1.
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TABLE 1. Training parameters.

C. TRAINING PERFORMANCE
For each scheme, we carried out 6 independent training
sessions with different seeds. For each session and scheme,
we determined the cumulative reward value per episode.

In Fig. 9, we show the average cumulative reward values
over the training sessions (continuous line) and their range
of variation (cloud around the average value). We note that
the upper bound of the cumulative reward of FMO/FMOψ
and UMO/UMOψ are different because they do not adopt the
same reward function. As a consequence, the aim of these
curves is twofold. Firstly, they compare the maximum value
of the average cumulative reward between schemes adopting
the same reward function (i.e., FMO vs FMOψ and UMO vs
UMOψ ). Secondly, they compare all learning approaches in
terms of the episodes required to achieve convergence.

As regards the first aim, it can be seen that the schemes
without OA achieve a slightly higher average cumulative
reward value than the relative systems with OA. The reason
for this gap is that schemes without OA have access to the
original observation space, which is specific for the training
scenario, whereas schemes with OA to a reduced number
of abstracted observations, which are invariant over multiple
scenarios. This implies that schemeswithout OA reach a near-
optimal solution for the specific configuration in which they
were trained (i.e., the maximum cumulative reward) but with
a scarce generalization to unseen configurations. On the other
hand, schemes with OA reach a sub-optimal policy for the
specific training scenario but with the advantage of enabling
good generalization performance across different scenarios,
as shown in the next subsection.

FIGURE 9. Convergence time in the training phase. Number of
agents N = 2, number of dPDUs per agent P = 2, and
TBLER = 10−4.

As regards the convergence time, schemes without OA
exhibit lower convergence times compared to those with OA.
We believe that this difference arises from the reduced num-
ber of abstracted observations in schemes employing OA.
Indeed, this reduction can lead to more diverse options for the
same abstracted observation, potentially causing loops in the
decision-making process and thereby delaying convergence.
However, despite the longer training time, the significant
advantage of schemes adopting OA is to prevent the need
for a costly re-training procedure every time the scenario
configuration changes.

D. RESULTS IN THE OPERATIONAL PHASE AND
DISCUSSION
In this subsection, we report the performances obtained in the
operational phase. After the training phase, for each of the
6 training sessions, we selected the last trained instance, and
then we tested each instance for 1000 episodes with different
seeds.

1) FEASIBLE VS INFEASIBLE LEARNING APPROACH
In this first simulation campaign, we have chosen not to
consider the integration of the abstraction to focus on the
performance obtained by adopting FMO and UMO under
the same conditions for which they have been trained. The
results of this simulation campaign are reported through the
boxplots shown in Fig. 10. In the boxplots, the red line is
the median, the blue box represents the interquartile range
(IQR) from the first quartile (Q1) to the third quartile (Q3),
the whiskers represent the minimum (Q1-1.5 IQR) and the
maximum (Q3+1.5 IQR) values, and the outliers are plotted
individually using the ‘+’ marker symbol.

Fig. 10a shows the total number of successfully delivered
dPDUs, Fig. 10b the number of time slots experiencing a
collision, Fig. 10c the number of useless retransmissions
per dPDU (i.e., the number of times that a dPDU already
successfully received by the BS has been retransmitted by
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FIGURE 10. Performance evaluation in the testing phase. Number of agents N = 2, number of dPDUs per agent P = 2, and
TBLER = 10−4.

the UE), and Fig. 10d the number of time slots needed for
successfully completing the task, considering only the cases
in which the task has been completed.

As regards Fig. 10a, we note that both protocols perform
very well in sending all 4 dPDUs, with very few outlier
cases. The same holds for Fig. 10c, where the number of
useless retransmissions per dPDU is almost 0 across the
simulation results. Slight differences arise when considering
Figs. 10b and 10d.

In detail, in Fig. 10b, we observe that for both the feasible
and infeasible schemes, both the median number of collided
time slots and the minimum are 0, whereas Q3 is 2. This
indicates that 50% of the simulation results correspond to the
optimal value (i.e., they do not involve any collisions), while
75% of the simulation data deviate slightly from the optimal
value, with at most two time slots being collided. As regards
the remaining 25% of the results, UMO exhibits a higher
whisker than the feasible scheme and other outliers extend up
to 8 time slots. The slightly better performance of the FMO
can be explained by the fact that the feasible reward explicitly
penalizes collision occurrences, unlike the infeasible one.

This reduction in collisions comes at the expense of the
time needed to complete the task, as illustrated in Fig. 10d.
Indeed, therein we show that the median value of FMO is
2 time slots higher than UMO, and the IQR is 3 vs. 1. This
outcome can be attributed to UMO’s goal of minimizing
task completion time without considering collision risks,
whereas the feasible reward aims to minimize task comple-
tion time while also reducing collisions. Consequently, FMO
may restrict UEs from transmitting in certain time slots where
collision risks exist, thereby prolonging the time required to
complete the task.

We note that the increase in time to complete the task
does not conform to how much the number of collisions is
reduced. This discrepancy arises from the fact that the feasi-
ble reward accesses only the information available to the BS
and consequently, at the aim of minimizing collisions, FMO
may prevent transmissions even in cases where an omniscient
environment’s knowledge would have allowed transmission
(for example, when only one of the two UEs has data to
transmit).

In summary, FMO shows performance in line with UMO,
by successfully achieving the task of transmitting all dPDUs
and avoiding useless retransmissions. Moreover, it obtains

a lower risk of collision, at the cost of a slightly worse
time taken to successfully complete the task. We remark
that the results of FMO have been obtained through a train-
ing procedure that involves a reduced information exchange
among the network entities compared to UMO, as described
in Section V-A.

2) GENERALIZATION ASSESSMENT
Now, we compare the solutions in terms of generalization to
the number of dPDUs, to the TBLER, and to the number of
UEs, and show the results in Figs. 11, 12, and 13, respectively.
Similar to Fig. 10, the figures consists of four sub-figures,
each one reporting the average values for the same metrics
defined above. Regarding sub-figures (d), we note that, in the
case a learning scheme fails always in completing the task,
the related curve is not shown.
Generalization With Respect to the Number of dPDUs:

Fig. 11 shows the KPI values obtained in the operational
phase when the evaluation is carried out using the training
parameters listed in Table 1, except for tmax = 300 and
P ∈ {1, . . . , 10}.

Regarding Fig. 11a, the results show that QO performs
well for the P value it was trained on (i.e., P = 2), while
its performance degrades for higher P value. On the con-
trary, the solutions adopting the MAPPO algorithm without
abstraction, i.e., FMO, and UMO, seem to show an initial
intrinsic capacity of generalization in terms of total number
of successfully transmitted packets within a certain range.
However, this generalization ability does not persist when
additional metrics are considered.

In particular, when P = 4, MAPPO without abstraction
still shows a good number of successfully transmitted packets
thanks to a higher average number of useless retransmissions
per dPDU, as shown in Fig. 11c. Instead, as expected, the
performance of generalized systems with abstraction clearly
outperforms previous benchmark solutions for all metrics, see
Fig. 11.
The results also show that on average UMOψ performs

slightly better than FMOψ for 3 out of 4 considered metrics.
This result can be justified since the infeasible reward is
based on a more complete knowledge of the state. However,
both exploit the intrinsic generalization ability of the on-
policy algorithm and jointly reduce the uncertainties related
to the different observation spaces through OA, obtaining
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FIGURE 11. Performance evaluation in the testing phase. Number of agents N = 2, number of dPDUs per agent P ∈ {1, . . . ,10},
and TBLER = 10−4.

FIGURE 12. Performance evaluation in the testing phase. Number of agents N = 2, number of dPDUs per agent P = 10, and
TBLER∈ {10−4, . . . ,10−1}.

FIGURE 13. Performance evaluation in the testing phase. Number of agents N ∈ {1, . . . ,10}, mean arrival time λ = 1, number
of dPDUs per agent P = 10, TBLER = 10−4.

almost perfect performance for all considered intervals of P,
reaching in the most difficult configuration, i.e., at P = 10,
a performance boost of about two- and ten-fold compared to
QO and UMO.
Generalization With Respect to the TBLER Values: Fig. 12

depicts the metric values obtained using the training param-
eters listed in Table 1, except for tmax = 300 and TBLER
∈ {10−4, 10−3, 10−2, 10−1}. We note that by increasing the
TBLER value, the expected performance degradation is small
for each scheme. We underline that only the schemes adopt-
ing the abstracted observation space are able to complete the
task, and for this reason, Fig. 12d exhibits only the perfor-
mance achieved by those schemes.
Generalization With Respect to the UE Number: Finally,

in Fig. 13 the maximum number of UEs active in the whole
simulation interval is variable. In particular, we have adopted
an arrival process of active users, with P = 10 packets to be
transmitted, described by a Poisson distribution with mean
arrival time λ. The simulations were carried out by varying
both λ = {1, 20}, and tmax = 600, but for space reasons,
we report only the results obtained with λ = 1 (heavy traffic

load), because performances obtained were also similar for
the other cases tested.

Fig. 13 shows that schemes that adopt abstraction signif-
icantly outperform other solutions for any metric. In partic-
ular, in Fig. 13d, we note that the feasible scheme with OA
performs better even than the related infeasible scheme for
high loads. In fact, the latter scheme fails to complete the
task. The reason could be that the proposed feasible reward
function aims also to minimize number of collisions, unlike
the infeasible one.

This aspect is less pronounced when the number of agents
is 2 (see Fig. 10b) since the probability of collision is decid-
edly lower than in the case of N ≥ 9 UEs. As can be seen in
Fig. 13b, with a high UE number, the number of collisions for
the infeasible scheme is 100% higher than the feasible one,
thus contributing to task failure.
Summary: The proposed FMOψ scheme, which adopts

jointly the feasible learning approach and the OA, achieves
good generalization performance as the number of UEs,
TBLER, and the number of dPDUs varies. The advantage
overUMOψ is more evident when the number of UEs is high,
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thanks to the feasible reward that penalizes the occurrence
of collision. This generalization capability prevents the need
for re-training procedures every time the scenario configura-
tion changes. This result is obtained at the cost of slightly
increased training time, which however requires a reduced
exchange of information compared to the other infeasible
solution.

IX. CONCLUSION
In this work, we studied the problem of learning MAC
protocols in an uplink TDMA transmission scenario via a
CTDE-based MARL framework considering both the user
and the control planes. The goal is to maximize the number of
successfully transmitted packets while minimizing the time
spent doing so and the number of collisions. Compared to
state-of-the-art works, our framework considers the chal-
lenges of the feasibility of the solution for implementation
in real-world scenarios and the generalization performance
outside of the training distribution.

To do so, we presented a feasible MPOMDP that over-
comes the assumption of an omniscient environment, and
designed a new reward function that does not require infor-
mation exchange among the network entities to be computed,
while still allowing the learning agents to learn the opti-
mal policies. To solve the MPOMDP, we also presented our
implementation of the MAPPO algorithm that adopts local
critics as a replacement of the centralized critic.

Then, we leveraged the concept of state abstraction and
defined an AMPOMDP that facilitates the generalization to
the number of dPDUs. The AMPOMDP introduces the con-
cepts of OA function, which maps the original observation
space into an abstracted observation space, and abstracted
policies, which operate on the abstracted observation space.
Finally, we applied the parameter sharing approach for the
actor and policy networks to generalize to the number of UEs.

The simulation results showed that MAC protocols learned
by adopting either infeasible solutions that can be trained only
via simulation or our feasible learning framework exhibit
performance comparable. with that of the MAC protocols
obtained by using infeasible solutions that can be trained only
via simulation. In addition, the proposed feasible framework
adopting both the OA and the parameter sharing approach
learns MAC protocols that reach the established goal, while
generalizing in terms of number of dPDUs to transmit,
TBLER, and number of UEs. The generalization feature is
obtained at the cost of a slightly higher training time com-
pared to solutions without OA.

APPENDIX A
COMPUTATION OF THE CARDINALITY OF THE
OBSERVATION SPACE FOR THE UEs
In this section, we calculate the cardinality of the set OUE.
We remind that the learning agents are homogeneous, and
so, they share the same observation space OUE. Given a
generic learning agent i ∈ NUE, the elements belong-
ing to the set OUE are all possible partial observations of

the agent i at each time t , denoted as oti . We remind that
oti = (bti , b

t−1
i , at−1i ,mt−1i , . . . , bt−Mi , at−Mi ,mt−Mi ), where

bt−ki ∈ B, at−ki ∈ AUE, and mt−ki ∈ MBS, with k =
0, 1, . . . ,M . As a consequence, the set OUE can be easily
seen as all possible arrangements between the elements in
B and the M -arrangements with repetition (also called M -
permutations with repetition) of the elements in B, AUE, and
MBS. Thus, the dimension ofO is 4M+1 and the cardinality
is:

|OUE| = |B| · (|B| · |AUE| · |MBS|)M . (29)

Consequently, |OUE| increases significantly as both M and
the buffer size Q increase. Nonetheless, this definition of
OUE does not take into account that some combinations of
elements (i.e., some partial observations) cannot occur.

For this reason, we derive the set OUE containing only all
possible partial observations. Hence, we take into account
that, given bti ∈ B, b

t−1
i cannot assume each value of B. For

deriving the range of possible values, we consider two simple
dPDUs arrival models [6]:

1) Full buffer start: The UL Tx buffer of each agent is
filled with P = Q dPDUs at t = 0.

2) Empty buffer start: TheULTx buffer is empty at t = 0.
Then, it is filled with a given probability with one new
dPDU each time step until a maximum ofQ dPDUs have
been generated.

Given these two arrival models, the following considerations
are valid. Each agent i can delete at most one packet at a
time (via action ai,u = 2) and can add at most one packet
at a time to its buffer following the second packet arrival
rate. This means that the range of possible values assumed
by bt−1i depends both on bti and on the data action at−1i,u .
The same statement is valid for bt−2i , which depends on the
value of bt−1i and at−2i,u , and so on. In general, bt−ki , with
k = 1, 2, . . . ,M , can only assume the values in B(k), where:

B(k)
=


{
bt−k+1i ,max

(
bt−k+1i − 1, 0

)}
, if at−1i,u ∈ {0, 1}{

min
(
bt−k+1i + 1,Q

)
, bt−k+1i

}
if at−1i,u = 2.

(30)

As shown,
∣∣B(k)

∣∣ ≤ 2,∀k = 1, 2, . . . ,M and thus∣∣∣O(M )
UE

∣∣∣ ≤ |B| · (2 · |AUE| · |MBS|)N . (31)

As shown in (30),
∣∣B(k)

∣∣ ≤ 2,∀k = 1, 2, . . . ,M . Let
define D(M )

l , with l ∈ B, as the number of all possible
arrangements we can obtain when bti = l with memory M .
Let us start analyzing the caseM = 1. We obtain:

∣∣∣B(1)
∣∣∣ =


1, if (bti = 0 and at−1i,u ∈ {0, 1})

or (bti = Q and at−1i,u = 2)
2, otherwise.

(32)
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Starting from which, it can be easily derived that:

D(1)
l =


2
3
· 2 · |AUE| · |MBS|, if l = 0

5
6
· 2 · |AUE| · |MBS|, if l = Q

2 · |AUE| · |MBS| otherwise.

(33)

Starting from D(1)
l ,it follows:∣∣∣O(1)

UE

∣∣∣ =∑
l∈B

D(1)
l = |B| · 2 · |AUE| · |MBS|

− |AUE| · |MBS| (34)

Now, let us consider the case M = 2. In this case we have
B(1) and B(2). As regards the cardinality of the last one, it can
be derived as follows:

∣∣∣B(2)
∣∣∣ =


1, if (bt−1i = 0 and at−2i,u ∈ {0, 1})

or (bt−1i = Q and at−2i,u = 2)
2, otherwise,

(35)

where the value of bt−1i depends on bti , and so onD
(1)
l . Starting

from (35),D(2)
l can be derived as a function of (33) as follows:

D(2)
l =



D(1)
0

[
3
4
D(1)
0 +

1
4
D(1)
1

]
, if l = 0

D(1)
1

[
2
3
D(1)
1 +

1
3
D(1)
0

]
, if l = 1

D(1)
Q−1

[
5
6
D(1)
Q−1 +

1
6
D(1)
Q

]
, if l = Q− 1

D(1)
Q

[
3
5
D(1)
Q +

2
5
D(1)
Q−1

]
, if l = Q

(2 · |AUE| · |MBS|)2 otherwise.

(36)

It is straightforward to derive that, for a general caseM > 1,
the related D(M )

l can be recursively derived as a function of
D(1)
l and D(M−1)

l as:

D(M )
l =



D(1)
0

[
3
4
D(M−1)
0 +

1
4
D(M−1)
1

]
, if l = 0

D(1)
Q

[
3
5
D(M−1)
Q +

2
5
D(M−1)
Q−1

]
, if l = Q

D(1)
l

[1
2
D(M−1)
l +

1
3
D(M−1)
l−1

+
1
6
D(M−1)
l+1

]
, otherwise

(37)

and so ∣∣∣O(M )
UE

∣∣∣ =∑
l∈B

D(M )
l . (38)
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