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To support use cases with extreme performance 
requirements in a cost-efficient manner, 
communication service providers need 
comprehensive, end-to-end (E2E) network 
slicing orchestration that covers the full range 
of network resources – RAN, core, cloud and 
transport. 

■  The acceleration of industrial digitalization and 
the rise of new applications such as cloud robotics 
and remote-assisted surgery are leading to a high 
demand for the new capabilities available in 5G. At 
the same time, future use cases like massive 
twinning, immersive telepresence and collaborative 
robotics are helping to shape the journey toward 6G. 

There is also a desire to achieve ubiquitous radio 
access in specific deployment areas, supporting a 
high density of users and access points to the 
network. The goal is to achieve all of this without 
increasing the cost/revenue ratio.

Based on Service Level Agreements (SLAs), new 
services for industry verticals [1] – including those 
that demand extreme performance – will require 
E2E QoS at scale over three main network 
deployment areas: local, confided wide and general 
wide. Examples of the local area include indoor 
locations and campuses, while examples of confined 
wide areas include ports and railway systems. 
General wide area refers to larger geographical 
locations such as cities.
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E2E QoS depends on factors such as throughput, 
latency, availability, reliability and resilience. To 
ensure service delivery with the required E2E QoS 
without resorting to over-provisioning of network 
resources, the corresponding RAN, core and 
transport resources must be made available in the 
specific deployment areas. The network must have 
the ability to support a mix of heterogeneous services 
in the corresponding deployment areas. Our 
research shows that by including transport 
awareness in orchestration and slice operations, it is 
possible to tailor the network resources to the actual 
QoS values. 

Our end-to-end slice orchestration concept
In a 5G network, there is always at least one default 
slice and each UE (user equipment) is associated to a 
slice. The 5G network slicing feature makes it 
possible to set up independent logical networks on a 
shared physical and virtual infrastructure. A slice 
can, for example, ensure ultra-reliable low-latency 
communication (URLLC) to support a service 
related to the remote control of robots in a factory. 
Each slice operates on specific tracking areas (TAs) 
served by a set of gNodeB base stations along with 
the Access and Mobility Management Function. 
This means that each network function can be 
placed in accordance with both the area and the 
service conveyed by the related slice.

An industry-vertical service that spans a specific 
deployment area can be mapped on a slice that 
includes multiple TAs. The service is characterized 
by specific E2E QoS requirements that the slice must 
support within the deployment area. The E2E QoS 

is defined by the combination of the QoS in the radio 
layer (RAN/Core Network (CN)) and the QoS in the 
transport layer. An optimal combination can be 
achieved by using automatic and dynamic 
techniques to create smart mapping between the 
RAN/CN QoS and the transport QoS that takes into 
account the specific technology of the infrastructure. 
For example, the 5G QoS Identifier of the RAN 
could be mapped to the corresponding 
Differentiated Services Code Point of the transport. 

The transport connections are implemented 
according to the specific transport data-plane 
technologies such as IP, VPN and VLAN. Because a 
particular service is available in a specific 
deployment area, there can be multiple transport 
connections for it. As a result, it is essential that there 
is a procedure during service provisioning that 
automatically maps the E2E QoS parameters (peak 
rate, guarantee rate, resilience, availability and so on) 
of the slice on all the available transport connections. 
A requirement that all the transport connections 
support the slice peak rate would result in a waste of 
resources, while splitting the slice peak rate among 
all the transport connections could adversely affect 
the service level. An effective solution assigns the 
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rate for each connection according to the actual 
needs.

In fact, the orchestration of all the various 
infrastructure components should be extended to 
ensure effective mapping based on actual traffic 
behavior. The mapping must be fully dynamic and 
automatic for each specific service, including those 
that impose a guaranteed and deterministic 
performance level. 

Moreover, each network slice should operate as an 
isolated E2E network, tailored to fulfill the specific 
requirements requested by a particular application. 
The most appropriate type of isolation for a 
particular slice depends on the transport technology 
it uses. For example, in the case of optical networks, 
it is possible to utilize the separation provided by the 
wavelength channel, while a dedicated scheduler 
could be used for packet networks. Our E2E 
orchestration solution bases decisions about 
isolation on information from the transport domain 
related to the types of isolation that it can provide. 

As shown in Figure 1, our transport-aware, E2E 

network slicing orchestration solution consists of 
four main components: 

 ❭ Transport-aware slicing including the 
interaction between RAN/CN and transport 

 ❭ Transport-aware network abstraction
 ❭ Artificial intelligence (AI) based admission 

control (AC)
 ❭ AI-based network dynamics for QoS tuning.

Transport-aware slicing
One important aspect of network slicing 
orchestration is to map traffic from a single slice or 
group of slices to transport resources that match the 
required E2E QoS for that slice or group of slices. 
Dedicated transport may also be required when 
latency is an issue, when there is a need for transport 
observability per slice, or to guarantee isolation.

Since the transport layer is logically separated 
from the radio layer and the expected radio needs 
are known, the standard approach to transport 
resource allocation in this scenario is to base it on the 
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Figure 1  The four core components of Ericsson’s E2E network slicing orchestration solution
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peak of expected radio needs. The downside of this 
approach is that it frequently results in the over-
provisioning of the transport layer, which may not 
always be feasible or economically justifiable. 

As an alternative to the current approach in which 
the QoS of the RAN/CN and the QoS of transport 
are orthogonally associated and independently 
configured, we have developed an approach that 
avoids over-provisioning by making the radio layer 
orchestration aware of the transport resources. The 
traffic flows for a single slice (or group of slices with 
heterogeneous SLA needs) are mapped to the most 
appropriate transport connection in a shared (not 
dedicated) transport network. 

It is important to note that our transport-aware 
approach requires some changes to current 5G 
slicing practices. Firstly, it requires that the service 
and its deployment area are associated to a 
particular slice. Secondly, it requires that the slice 
TAs are chosen to cover the deployment areas of the 
service. Thirdly, the E2E QoS parameters of the 
service need to be mapped to the corresponding 
network resources (RAN, CN and transport) 
associated to the slice by using a RAN/CN and 
transport abstraction to expose a suitable view of the 
network resources to the orchestrator. 

When all of these conditions are met, a consistent 
association of the QoS of slices in the RAN/CN and 
the QOS of transport will be performed automatically, 
and both layers will be automatically configured. 

Transport-aware abstraction
Transport-aware abstraction is a compact 
description of all network resources (radio, transport 
and cloud) that expose the corresponding QoS 
parameters (latency, bandwidth, resilience and so 
on) to the E2E orchestrator. Abstraction simplifies 
the resource details (such as quantity, vendors, 
location of the resource, physical details, real 
topology and so on) for the E2E orchestrator so that 
it can consider the essential transport features in a 
simplified way concurrently with the features of 
radio and cloud resources.

A network service is constituted by the sequence 
of virtual network functions (VNFs), physical 

network functions (PNFs) and container network 
functions (CNFs). Transport provides the 
connectivity among them. One of the main 
challenges is the optimization of resource placement 
on top of the underlying transport infrastructure. 
For example, VNFs/CNFs can be connected 
through a simple point-to-point transport link or, 
alternatively, through a meshed geographical 
transport network. These two options imply 
different latency values or different availability. 
Knowledge about transport characteristics is 
particularly relevant in the case of services with 
critical performance requirements. Transport-aware 
abstraction provides a flat view of all the network 
resources, including transport, to facilitate the best 
resource selection and enable cross-optimization. 

By logically separating the service from the 
infrastructure technologies, the abstraction 
technique makes independent services from 
technologies, allowing these two elements to evolve 
independently. Additionally, the abstraction enables 
a clear separation of responsibility and roles between 
the infrastructure provider and the service provider. 

Our proposed abstraction models a geographical 
site as a point of presence (PoP) that is composed of a 
set of functions. The various PoPs in the network are 
connected by virtual links that represent the 
transport connections. In the evolution of 5G toward 
6G, some of the RAN functions can be located at 
geographically distant sites (in the cloud RAN 
scenario, for example), and some of the CN functions 
can migrate toward the access site up to the antenna 
sites. In other words, each site can host a mix of RAN 
and CN functions. The transport network is 
abstracted by point-to-point virtual links with 
associated QoS parameters, including information 
related to resilience and availability. 
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AI-based network dynamics for QoS tuning
Effective QoS tuning is challenging for transport-
aware network slicing orchestration. The traffic 
associated with a specific service will change over 
the deployment area, both in space and time, which 
will affect the QoS parameters. Therefore, the 
assignment of QoS parameters to the transport 
tunnels supporting a slice should be done 
dynamically with appropriate mechanisms. In most 
cases, service traffic is by nature dynamic and at least 
partially related to predictable situations or historical 
trends that influence traffic load such as the time of 
day, weekday versus weekend and the like.

Dynamically tuning the parameters of slices to 
support current needs is especially useful in cases 
where the QoS parameters – peak information rate 
(PIR) and committed information rate (CIR) , for 
example – that are assigned to the services are not 
well known in advance and could potentially be 
overestimated. This plays an important role in the 
bandwidth partitioning that is needed to support 

services for industry verticals, by making it possible 
to do it dynamically according to actual traffic need.

AI-based admission control 
The role of AI-based AC is to check whether network 
resources are available to support the QoS and 
traffic parameters of an incoming connection. Three 
types of AC should be considered when supporting 
services for industry verticals: 

 ❭ AC related to the radio domain (managed by the 
Radio Resource Controller)

 ❭ AC for the transport domain
 ❭ E2E AC that combines the AC from radio and 

transport and manages the E2E service 
accordingly. 

Reference network 
Figure 2 shows the three main functional blocks in 
our reference network: transport AC, machine 
learning based or statistical traffic forecasting, and 
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Figure 2  Functional blocks in the reference network 
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AI-based network dynamics for QoS tuning. The 
combined use of these three blocks enables optimal 
dimensioning and operation of the transport 
network and reduces the level of over-provisioning.

Transport AC is invoked in two main phases. The 
first is when the slice for the E2E service is created, 
to dynamically verify the availability of the transport 
resources before their configuration/placement. If 
resources are not available, the connection is 
rejected and a notification is sent back to the 
originator or requester of the service. The second 
main phase is during service transmission, to ensure 
that QoS is in accordance with the SLA. Our 
proposed E2E orchestrator includes a novel function 
of transport AC that can be combined with the  
radio AC.

The traffic forecasting engine, which is either 
AI-based (machine learning) or statistical, utilizes 
metering functions on the traffic that enters the 
transport network nodes. This data is integrated 
with the current network status and with 
information related to specific circumstances (time 
of day, special events and so on). The traffic 
forecasting engine is responsible for determining 
traffic trends and their time behaviors over the 
considered deployment area. It also provides 
insights on actual radio traffic conditions that could 
not be observed and understood otherwise.

The QoS tuning functionality in the reference 
network is responsible for allocating and optimizing 
performance and network resources for all the 
admitted services, deciding at runtime the best 
routing based on a transport snapshot and the 
trends derived by traffic forecasting. Guided by 
policy, a certain amount of bandwidth is assigned to 
each transport tunnel (VLAN/VPN). The QoS 
parameters (effective bandwidth, PIR, CIR and 
committed burst size) are tuned according to actual 
needs, based on traffic prediction and 
measurements.

Case study: a smart factory 
In a smart factory, many use cases are realized 
indoors in parallel. A smart factory pilot hosted at 
facilities operated by Comau, an industrial 

automation company, and TIM, a telecom operator, 
in Turin, Italy [2, 3] is a good illustration of this. Each 
use case in the smart factory puts specific, and often 
challenging, performance requirements on the 
telecommunication network. Failing to meet those 
requirements would immediately translate into 
bottlenecks in the manufacturing process. 

The experimental area in the Comau factory is 
covered with a 5G network (RAN/CN) that is 
connected to TIM’s central office (CO). The pilot 
includes a shared transport infrastructure, based on 
optical technologies deployed by Ericsson, which 
conveys radio traffic with appropriate E2E QoS. 
Cloud platforms, located on site and at TIM’s CO, 
enable the implementation of Network Functions 
Virtualization and the support of Comau’s 
applications that are running remotely. Figure 3 
visualizes the pilot architecture, where the 
orchestration functionality runs in a specific server 
hosted at TIM’s CO (in the bottom-right corner).

Three use cases have been deployed in the Comau 
pilot, as shown on the left side of Figure 3. The first 
use case captures the motion of a real robot and, 
through an ultra-low latency radio link, produces a 
synchronized digital twin. The movement of the 
mechanical robot and of the respective virtual 
renderings are perfectly aligned in time.

The second use case is dedicated to 
demonstrating real-time monitoring of the industrial 
assets. Data is captured from a massive number of 
sensors and sent to an application deployed by 
Comau that runs in TIM’s cloud. This application 
uses the acquired data to plan predictive 
maintenance, improve the accuracy of its production 
planning forecast, and improve quality, among  
other things. 

The third use case demonstrates immersive 
telepresence for an enhanced remote support 
scenario in which the maintenance staff are assisted 
by a remote expert to investigate and solve a failure 
using augmented reality (AR) and step-by-step 
digital tutorials. 

The Comau pilot features two of the four key 
components of our E2E transport-aware slice 
orchestration solution: the transport-aware slicing 
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and the transport-aware network abstraction 
functionalities shown in Figure 1. As a result, the 
solution ensures the alignment of all the resources 
(radio, transport and cloud) involved in the 
provisioning of the services with the related E2E 
QoS characteristics. Based on the QoS defined on 
the radio network, the corresponding requirements 
on transport are identified by the orchestrator, which 
then sends the requests to the transport domain. 
E2E QoS is managed automatically and dynamically 
through a unique infrastructure composed of radio 
and transport. 

AI-based network dynamics for QoS tuning and 
AI-based AC – the other two key components of the 
solution presented in Figure 1 – have been defined 
and demonstrated as software modules in Ericsson 
laboratories. 

The Comau pilot clearly demonstrates that the 
transport domain can maintain the properties of the 
network slice(s) it transports without the need to 
dimension it to the peak of the radio traffic, which will 

be a critical enabler for a wide variety of uses cases. 
Our concept of introducing transport-awareness into 
the slicing mechanism, and the other concepts 
demonstrated in the Comau pilot, have already 
gained significant recognition in our industry [4, 5].

Conclusion
The digital services of the future will demand new 
capabilities in 5G and beyond, including appropriate 
end-to-end (E2E) QoS at scale, in specific 
deployment areas (local, confined wide, general 
wide), where services vary dynamically in time and 
space. To meet these requirements, the network 
infrastructure will need to support a mix of 
heterogeneous services, including those demanding 
extreme performance. 

Transport-aware network slicing orchestration 
will serve as a key enabler of services for industry 
verticals because its ability to manage network 
resources according to actual needs ensures cost-
efficient service support. It does this by mapping the 

Figure 3  Architecture of the Comau pilot
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E2E QoS parameters of the service associated to the 
slice on the corresponding network resources, 
including the transport connections in the 
deployment area. The infrastructure domains can 
automatically maintain the properties of the network 
slice(s), from the service provisioning phase, without 
the need to dimension the transport network 
resources to the peak of the radio traffic. Our 
solution also features an artificial intelligence 
method to perform traffic forecasts and dynamically 

tune the QoS of the transport connections in the 
service deployment area, with the scope to optimize 
the usage of resources while guaranteeing the 
required performance level.

In essence, to support services for industry 
verticals, our research indicates that 5G slice 
orchestration should be extended in several aspects 
to increase automation and awareness of transport, 
and to maximize the amount of traffic served by 
reducing over-provisioning.
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