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Abstract— Speech impairments due to cerebral lesions and
degenerative disorders can be devastating. For humans with
severe speech deficits, imagined speech in the brain–computer
interface has been a promising hope for reconstructing the
neural signals of speech production. However, studies in
the EEG–based imagined speech domain still have some
limitations due to high variability in spatial and temporal
information and low signal–to–noise ratio. In this paper,
we investigated the neural signals for two groups of native
speakers with two tasks with different languages, English and
Chinese. Our assumption was that English, a non-tonal and
phonogram–based language, would have spectral differences
in neural computation compared to Chinese, a tonal and
ideogram–based language. The results showed the significant
difference in the relative power spectral density between
English and Chinese in specific frequency band groups. Also,
the spatial evaluation of Chinese native speakers in the theta
band was distinctive during the imagination task. Hence, this
paper would suggest the key spectral and spatial information
of word imagination with specialized language while decoding
the neural signals of speech.

Clinical relevance— Imagined speech–related studies lead
to the development of assistive communication technology,
especially for patients with speech disorders such as aphasia
due to brain damage. This study suggests significant spectral
features by analyzing cross–language differences of EEG–based
imagined speech using two widely used languages.

I. INTRODUCTION

Brain-computer interface (BCI) has attracted much interest
in biomedical engineering fields in pursuit of rehabilitation
matters, such as robotic arms and spelling system [1]–
[3]. In many BCI applications, imagined speech, which is
defined as an internal pronunciation of words without any
audible output, has also been studied for neural rehabil-
itation. It has been immersed by many professionals to
assist people with disabilities such as aphasia or locked-
in syndrome due to amyotrophic lateral sclerosis [4]–[7].
Noticeable achievements of imagined speech–based stud-
ies have been brought using various signal processing ap-
proaches. Especially, the studies using an invasive method
electrocorticography (ECoG) have contributed the significant
improvement in decoding signals of imagined speech with a
natural communication rate [8], [9].
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To accomplish the fundamental goal of imagined speech,
electroencephalogram (EEG) studies also must be contin-
uously advanced in parallel with the studies using ECoG
and other imaging methods, since the broad variety of data
and diverse aspects of observation are in demand. Imagined
speech studies using EEG signals have attempted to uti-
lize various computer–based approaches including machine
learning algorithms to calibrate and interpret the neural
signals [10]. EEG is one of the most effective brain imaging
techniques since it is non-invasive, easy-to-use, and highly
applicable in a real-world environment [11]–[13].

However, Proix et al. [14] referred that the studies in
imagined speech still have some limitations because of
the low signal–to–noise ratio in raw data. Moreover, the
neural signals of imagined speech have several challenges
to carry out; i) clear findings of neural pathways during
imagination of speech production, ii) reduction of variability
in spatial and temporal decoding, and iii) perfect exclusion
of confounding factors in experiments.

In order to fully understand the language processing of
imagined speech using EEG signals, understanding the neu-
ral representation of various languages is essential. Speech
production requires a strong interaction between cognitive
process and articulation, and language is one of the key
components for lexical, syntactic, and semantic speech pro-
cessing. Hence, in this paper, we investigate the neural
correlates of language-specific imagined speech, which is
based on the native language (NL) for each person and the
language for the imagination task (LT). Namely, our alterna-
tive hypothesis is that the language-specific imagined speech
must be decoded in discriminative neural computation. We
selected two widely used languages, English and Chinese.
English is characterized as a non-tonal and phonogram–based
language, which implies that the tonal differences do not alter
the meaning of the words and each letter does not contain
any meaning itself [15]. In contrast, Chinese syllables have
four major tonal difference, and each tonal differences have
a specific meaning of its word, such as the flat tone, the
rising tone, the falling-rising tone, and the falling tone [16],
[17]. Moreover, Chinese words are built as ideogram–based
language, which means that each letter contains a meaning.
We observed spectral power differences of neural signals
for two LTs with two groups of NL speakers. We could
observe the significant difference by analyzing the power
distribution and scalp topographic results using EEG signals.
This observation has been the first attempt in the imagined
speech-EEG domain to the best of our knowledge.

2022 44th Annual International Conference of
the IEEE Engineering in Medicine & Biology Society (EMBC)
Scottish Event Campus, Glasgow, UK, July 11-15, 2022

This work is licensed under a Creative Commons Attribution 3.0 License.
For more information, see http://creativecommons.org/licenses/by/3.0/

1977

20
22

 4
4t

h 
An

nu
al

 In
te

rn
at

io
na

l C
on

fe
re

nc
e 

of
 th

e 
IE

EE
 E

ng
in

ee
rin

g 
in

 M
ed

ic
in

e 
&

 B
io

lo
gy

 S
oc

ie
ty

 (E
M

BC
) |

 9
78

-1
-7

28
1-

27
82

-8
/2

2/
$3

1.
00

 ©
20

22
 IE

EE
 |

 D
O

I: 
10

.1
10

9/
EM

BC
48

22
9.

20
22

.9
87

17
21



II. MATERIALS AND METHODS
A. Participants

We acquired EEG signals from 12 healthy participants
(two males and 10 females; age 27.5±1.73 years). All of
them were confirmed as right-handed. The participants were
gathered and divided into two NL groups as six English
native speakers (EN) and six Chinese native speakers (CN).
This study was approved by Institutional Review Board
at Korea University (KUIRB-2020-0319-01), and written
informed consent was obtained from all participants prior
to the experiment.

B. Experimental Protocols

The experiment was designed into two sessions with two
different languages, English tasks (ET) and Chinese tasks
(CT), respectively. Both ET and CT used identical paradigms
as shown in Fig. 1(a). Prior to the non-NL tasks, the quiz
for four words was given to all of the participants in order
to ensure that they were familiar with the foreign language.

As shown in Fig. 1(a), each trial consists of a visual cue,
beep sounds, ‘+’ (preparation for imagination), four imagi-
nation times with blank screens, and bold ‘+’ (rest). Between
the visual cue-imagination and imagination-rest, the beep
sounds were presented to notify the participants of either
the preparation of imagination or the end of imagination.
For the imagination times, the blank screens were presented
in a regular sequence and the participants were instructed to
imagine the specific word without any movements of muscles
for speech production.

The words for imagination were selected based on the
application of drone swarm control in BCI [18]. The meaning
of words for ET and CT were equivalently paired, for
instance, “Go” and “走 [Zǒu]”, meaning “Go” in Chinese.
We also instructed the participants to imagine ‘speaking’ the
words and not the scene of a moving drone. The chosen
words for ET were “Go”, “Follow Me”, “Return”, and
“Stop”. The words for CT with identical meanings were
“走 [Zǒu]”, “跟着我 [Gēnzhe wǒ]”, “返回 [Fǎnhuı́]”, and
“停止 [Tı́ngzhı̌]”, respectively.

C. Data Acquisition and Preprocessing

All participants were seated on a comfortable chair, and
the partition was used to minimize the disturbance during
the experiment as shown in Fig. 1(b). EEG signals for this
experiment were acquired at 1,000 Hz using 64 electrodes
according to the international 10-20 system via BrainVision
recorder (BrainAmp, Brain Products GmBH, Germany) as
shown in Fig. 1(c). The ground and reference electrodes
were FPz and FCz channels, respectively. All electrodes were
set at impedance levels below 10 kΩ, and a notch filter of
60 Hz was applied to reduce power supply noise. Also, the
band-pass filter was used between 0.1 and 125 Hz. Then,
the independent component analysis was used to remove the
artifacts such as eye blinks or muscle movements.

The subgroups of datasets were divided into four groups
based on the NLs and LTs. We named each subgroup, and the
four subgroups: ‘EN/ET’, ‘EN/CT’, ‘CN/ET’, and ‘CN/CT’.

Fig. 1. Description of the experimental setup and channel locations.
a) Experimental paradigm for both English and Chinese tasks. Each trial
consists of four imagination times for the presented words as a visual cue. b)
Experimental environment for imagined speech tasks. c) Channel locations
for 64 electrodes.

The five frequency band groups were the delta (0.1–4
Hz), theta (4–8 Hz), alpha (8–12 Hz), beta (12–30 Hz), and
gamma (30–125 Hz) bands, which have been widely used in
the analysis of EEG signals [7].

D. Relative Power Spectral Density
The power spectral density (PSD) is widely used to

evaluate the EEG signals, especially because it describes the
power distribution of EEG series in frequency domain [19].
Based on the trigger information of imagination segments,
the PSD was measured for each frequency:

PSDf2−f1 = 10 ∗ log10(2

∫ f2

f1

|x̂(2πf)|2df) (1)

where f1 was lower frequency and f2 was higher frequency.
x̂(2πf) was measured during the fast Fourier transform
calculation [20].

We used the relative PSD (RPSD) in order to fairly
compare the power of signals in cross-subject [21], [22].

Prelative =

∑f2
f=f1

P (f)∑fH
f=fL

P (f)
(2)

As shown in Eq. 2, the RPSD was obtained by dividing the
PSD of targeted bands by the total PSD of whole bands.f1
and f2 represent the targeted band groups (e.g., f1 = 4 and
f2 = 8 when the theta band is chosen), and fL = 0.1
and fH = 125, which fixed as the total PSD. The RPSD
could offer information on the proportion in each band group
and the significance. Moreover, in order to test the neural
correlation between different combinations of subgroups, we
subtracted the RPSD with six possible subtractions. The
statistical significance using the significance level below 0.05
was performed for all RPSD.

III. RESULTS
Fig. 2 shows the bar plots of the averaged RPSD for each

subgroup in the five different band groups. All subgroups
had the highest RPSD in the delta band.
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Fig. 2. The bar plots of the averaged RPSD across participants, trials, and
channels for the band groups. The four subgroups were divided into the five
band groups, and the RPSD was represented by the bar plots.

Fig. 3. The channel-wise RPSD for the subgroups in scalp topographies.
Each scalp topography indicates the RPSD within the subgroups for the five
different band groups. The scale bars below the topographies represent the
scale used for the topographies in each band group.

A. Analysis of RPSD for each subgroup

As shown in Fig. 3, the RPSD of four subgroups in the five
band groups were interpolated into the scalp topographies.
All of them had high distribution in the prefrontal cortex
for the delta band groups. In the theta band group, both
CN groups had a higher proportion of power in the central
parietal and occipital lobes. Also, for the beta and gamma
band groups, CN had stronger activation in the motor and
somatosensory cortex. In contrast, EN groups had the higher
RPSD in the central and temporal lobes for the alpha band.
Since the suppression of the alpha band is correlated to
the discrimination of visual target, CN groups might have
a higher ability to differentiate the imagination process for
four different words [23].

B. RPSD differences for NL comparisons

We used the paired t-test of RPSD difference in each
channel location using the significance level below 0.05 in

Fig. 4. Inter–NL differences of RPSD between subgroups in t–value scalp
topographies. Each scalp topography indicates the distribution of channels
with t–value using the paired t-test in the significance level below 0.05. The
locations of channels with the statistical significance are indicated as white
‘∗’ (*: p<0.05).

Fig. 5. Intra–NL differences of RPSD between subgroups in t–value scalp
topographies. No statistically significant difference for two language tasks
within the same NL groups was observed.

order to observe the distinctive PSD feature in combination
with spatial information [7]. The significant difference of
RPSD in each channel location based on the subgroups and
the band groups was successfully observed using calculation
of the statistical significance and interpolation of t–values
into the topographies.

The RPSD differences in topographies can be divided into
two analyses, which are inter– and intra–NL comparisons.
Inter–NL analysis is to observe the difference between
different NL groups for two LTs. As shown in Fig. 4,
plotted topographies for inter–NL comparisons were ob-
tained by calculation of t–values using subtraction of RPSD
such as EN/ET–CN/CT, EN/ET–CN/ET, EN/CT–CN/CT, and
EN/CT–CN/ET, respectively. This enabled us to compare the
distribution of power across conditions with varying detail.

For the delta band group, both EN/ET subgroups had
higher activation on the right hemisphere of the central lobe,
especially the significant difference was observed between
EN/ET and CN/ET on C4 channel. This result could also
be expected based on Fig. 3, since CN groups had the
significantly lower power in the motor and somatosensory
cortex for the delta band. In contrast, CN groups had stronger
activation in the same areas during the beta and gamma
bands, which could be observed in both Fig. 3 and 4.
Since high activation of the sensorimotor cortex for tonal
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differences was studied earlier, observation in Fig. 4 was
in line with the past studies [17]. However, the significant
difference was produced only when CN groups are compared
EN/ET group.

The most important finding was that all inter–native
comparisons had the significant difference in the inferior
parietal lobe including a wide range of central-parietal or
occipital lobe during the theta band. Especially, although
both groups used their NL, a stronger difference was made
between EN/ET and CN/CT on O1, Oz, O2, P5, and PO7
channels. Most of these channels locate on the inferior
parietal lobe, which is a well-known area as a multimodal
brain region related to spatial attention, language, and higher
motor processing [24]. Hence, CN might have stronger
attention to language and higher motor processing based on
the topographies.

Intra–NL comparisons were also made by subtracting the
RPSD for identical NL speakers with different LT. The
plotted t–values in topographies are negligible based on Fig.
5. Hence, the language processing for the same NL speakers
with a different language was hard to discriminate based on
this EEG analysis.

IV. DISCUSSION AND CONCLUSION

We have several limitations in this paper. First, although
the imagination tasks in our experiment were built to classify
the words using machine learning algorithms, we did not
evaluate the classification performance at this time. However,
the goal of this study was to observe the distinction of neural
signals for different languages, therefore the classification
performance might not be the key evaluation of the index.
Moreover, by applying the language-specific features that we
observed in this work, we will develop the algorithm for
classification eventually. Also, the absolute value of PSD
was not discussed in this work. Although we obtained all
PSD values for subgroups and the band groups, we did
not use them to evaluate at this time since the PSD can
be highly varied among the participants and the RPSD can
minimize the participant dependent variance, especially for
the subtraction [22].

Our major goal of this study was to analyze the neural
correlation of imagined speech in different languages. By
comparing the RPSD in the combinations of NL and LT, we
were able to find that the spectral feature and the distribution
of power had the significant distinction for different NL
speakers. Hence, we found that the difference in spectral
features according to language characteristics is an important
factor when decoding imagined speech-based EEG signals.
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