
  

 

Abstract— With the continued integration of technology in 

medicine, large amounts of patient data are often vulnerable to 

cyber-attacks. Medical data must be secured, however 

traditional cryptographic algorithms are inapplicable to medical 

images due to factors such as bulk data capacity, strong 

correlation among adjacent pixels, and high redundancy. To 

address the need for new medical image encryption algorithms, 

a novel approach based on the central dogma of molecular 

biology is proposed. The resulting algorithm has a linear 

runtime complexity, and is resistant to brute force, differential 

and statistical attacks. The algorithm advances the state-of-the-

art in DNA-based image encryption and surpasses recent 

approaches in medical image encryption in its defence against 

cyber-attacks. 

Clinical Relevance— Secure data transmission and storage is 

critical for patient privacy. This algorithm increases the security 

of patient imaging when compared to image encryption 

algorithms in literature. 

I. INTRODUCTION 

With the continued progression of medical technology, 

patient data is more frequently stored and transferred digitally 

[1]. This makes patient information vulnerable to a variety of 

threats [2], and an attack on such data can often lead to severe 

consequences for the healthcare system. Medical data must be 

encrypted in order to prevent malicious use. For medical 

images specifically, traditional cryptographic algorithms are 

inappropriate due to their inherent features such as bulk data 

capacity, strong correlation among adjacent pixels, and high 

redundancy [3]. To address the need for new medical image 

encryption algorithms, we propose a novel approach based on 

the central dogma of molecular biology, which is the theory 

that deoxyribonucleic acid (DNA) is transcribed into 

ribonucleic acid (RNA) and then translated into a protein 

consisting of amino acids in living organisms [4]. This is 

illustrated in Figure 1.  

 
Figure 1.  The central dogma of molecular biology [4]. 
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The transcription of DNA into RNA is one-to-one, but the 

translation of RNA into protein uses degenerate triplet 

“codons”, where three RNA nucleotides translate to one 

amino acid in a protein. The degenerate codon table is shown 

in Figure 2. Cryptography researchers have been utilizing the 

inherent features of DNA in order to create new encryption 

algorithms which learn from the evolved processes of the 

natural world [3], [5], [6], [7], [8], [9].  

The novelty of our approach is our usage of a degenerate 

genetic code with a dynamic codon table in order to increase 

security. Common cryptography operations such as 

substitutions and permutations are used [10]. Our algorithm 

also uses pseudorandom number generators (PRNGs) for 

several cryptographic steps. PRNGs use mathematical 

formulae to produce seemingly random sequences of 

numbers, with the ability to re-generate the same sequence 

using an identical “seed” value [11].  

The rest of the paper is organized as follows. Section II 

presents our literature survey. Section III outlines our 

encryption method. Section IV demonstrates our encryption 

performance and results. Section V presents our discussion, 

future work and conclusion. 

II. LITERATURE SURVEY 

Previous literature in this field is varied in its biological 

inspiration. Ning [6] proposed one of the earliest pseudo-

DNA cryptography approaches, converting plaintext binary 

values into a protein sequence form. The algorithm was strong 

against brute-force attacks, but weak against chosen plaintext 

attacks [6]. Hossain et al. [12] proposed a method which 

converts plaintext into a DNA form using a dynamic DNA 

sequence table. The method is inefficient, but the concept of 

a dynamic DNA conversion table was novel. 

 
Figure 2.  The standard genetic codon table for mRNA translation 
into amino acids [4]. 
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Many image-focused DNA encryption methods did not 

convert plaintext into a protein form, and therefore did not use 

the degeneracy of the genetic code [13], [14], [15]. The 

method proposed by Zhang et al. [5] was inspired by the 

translation step of the central dogma and demonstrated 

improved correlation coefficients in their cipher images. The 

DICOM image format was found to be the most popular in 

medicine [16]. 

A review of the literature revealed three research gaps: 

namely, a lack of fast DNA-based encryption methods, a lack 

of methods employing the degeneracy of the genetic code, 

and the security flaws in the DICOM image format. We have 

targeted these gaps to propose a novel encryption method.  

III. METHODS  

The overall idea behind this algorithm is to simulate the 

central dogma of molecular biology by converting data in a 

“nucleotide” form into a “protein” form, thereby encrypting 

it. A working example is shown in Figure 3. The first step is 

the conversion of digital information into a nucleotide 

sequence, so that DNA operations can be performed on it. 2-

bit values can be used to represent the four different 

nucleotides (A, G, C or T). This conversion can be seen in 

most DNA-based cryptography literature as well [6], [7], [8].  

Our algorithm is novel in its approach to several steps of 

central dogma-based encryption. In the binary-to-nucleotide 

conversion step, other researchers have generally used a 

single conversion between 2-bit values and nucleotides (e.g. 

A=00, C=01, G=10, T=11). However, there are 24 

possibilities for this conversion, so our approach uses all 24 

using a PRNG to determine which conversion to use for each 

2-bit value. PRNG seed values are used as keys throughout 

the algorithm in order to reduce key size. 

The next step in the algorithm is permutation of the 

nucleotide sequence. Permutation is critical for image 

encryption, as it aids in removing statistical patterns in the 

ciphertext.  

The conversion of the nucleotide sequence into protein is 

another novel component of our algorithm. We use a dynamic 

conversion table, similar to the table used by Hossain et al. 

[12]. There are 64 possible 3-letter codons, and as such our 

table dynamically permutes all 64 possible codons for each 

plaintext. For simplicity and storage efficiency, 16 amino acid 

values are used instead of the 20 which are commonly present 

in the natural world. The 16 amino acids are also permuted by 

a PRNG and assigned randomly to codons in the table. This 

results in a table which contains 16 amino acids, with 4 

codons assigned to each amino acid, in a pseudorandom 

arrangement. 

The result of the translation step is a series of 4-bit amino 

acid values (for the 16 amino acids) and corresponding 2-bit 

degeneracy values to indicate which specific codons yielded 

the amino acids (for the 4 possible codons per amino acid). 

The amino acid values and degeneracy values are permuted 

and represented as binary values. This produces the final 

ciphertext. The decryption of a given ciphertext uses the same 

seed values for the PRNGs, reversing the overall process. 

 
Figure 3a. Padding of file with '0' value bytes (File size must be 

divisible by 6 for later steps, this step is only executed if needed). 

 

 
Figure 3b. Conversion of bytes into binary bits. 

 

 
Figure 3c. Conversion of 2-bit numbers into nucleotides. 

 

 
Figure 3d. Permutation of nucleotide sequence. 

 

 
Figure 3e. Generation of codon table.  

 
Figure 3f. Translation of nucleotide sequence into amino acid 

sequence. 
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Figure 3g. Permutation of amino acid and degeneracy values, 
producing final ciphertext. 

IV. RESULTS 

A. Experimental Setup and Test Dataset 

The algorithm was implemented using the Java 

programming language on a desktop computer running 

Windows 10. The PRNG used in this implementation was the 

SecureRandom class in the Java security library, which used 

the “SHA1PRNG” algorithm [17]. Seed sequences were 

generated and used as keys. The permutation steps in the 

algorithm used the Fisher-Yates shuffle algorithm [18] to 

generate permutations from a PRNG output.  

The Lena image, as a 512x512 .tiff file, was used as a 

benchmark image due to its ubiquitous usage in computer 

imaging research [19]. Five DICOM format images were 

found online from three different sources [20][21][22]. These 

files range in their content and file size. All images were 

converted into 8-bit grayscale pixel data using ImageJ [23], 

as this removes all non-image data from the DICOM format. 

This data can still be encrypted by the algorithm, but using 

grayscale representations made testing and comparisons more 

intuitive.  

B. Performance 

The encryption and decryption processes are both O(n) 

(linear run time complexity) for the proposed algorithm. File 

size vs. execution time was tested for the Java implementation 

of the algorithm, for both encryption and decryption of the 

five DICOM test images. The results of these tests can be 

found in Figure 4. Linear time complexity was demonstrated 

with increasing file sizes. The algorithm has a similar speed 

to Mondal and Mandal [8], showing that this technique is fast 

when compared to literature standards. 

Memory usage vs. file size was also tested using the five 

DICOM images. The memory usage for encryption and 

decryption did not change significantly with changes in file 

size. The implementation reads files in small buffers, which 

are recycled sections of memory, rather than reading entire 

files into memory. As a result, the memory usage is constant 

regardless of file size. Most memory overhead was likely due 

to the Java virtual machine and automated garbage collector. 

A more efficient programming language such as C could be 

used to lower this memory overhead. 

 
Figure 4. Plot of DICOM image file size (in bytes) vs. encryption 
and decryption time (in milliseconds) 

C. Key Space and Sensitivity  

The key for this algorithm includes five 8-byte PRNG seed 

sequences, as well as a “padding” value between 0 and 5. 

Overall, the key space is 2320 when this key is considered as 

one 40-byte key. The key space, as well as the permutation 

and substitution steps, defend this algorithm from brute force 

attacks. 

Key sensitivity is the measurement of how sensitive a 

decryption process is to a slight change in key value [13]. The 

Lena image and three of the DICOM test images were used in 

this test. The images were encrypted using an original key, 

then decrypted using an altered key (incremented by 1). 

Pearson correlation values between the original images and 

key-sensitive decrypted images were taken. These 

correlations were very low, ranging from 0.04107 to 0.08792 

for the various images. This demonstrates a high key 

sensitivity for our algorithm. The test image “Knee MRI 1” is 

shown in Figure 5.  The histograms for the test image “Knee 

MRI 1” can be found in Figure 6, demonstrating key 

sensitivity. 

D. Differential Attack Analysis 

The Number of Pixel Change Rate (NPCR) value is 

defined as the percentage of different pixels between two 

encrypted images, where the two original images differ by 

only one pixel [13]. The ideal NPCR value is 100%. The 

NPCR values for Lena and three of the DICOM test images 

can be found in Table 1. 

 
Figure 5.  “Knee MRI 1” test image, converted from DICOM to 

TIFF format for figure [19] 
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Figure 6.  Original image, encrypted image and key-sensitive 
decrypted image pixel value histograms for Knee MRI 1 test image. 

 

TABLE I.  NPCR AND UACI VALUES FOR TEST IMAGES 

Value 
Test Image 

Lena Knee MRI 1 Knee MRI 2 Brain MRI 

NPCR (%) 99.620 99.607 99.614 99.617 

UACI (%) 33.428 33.510 33.588 33.520 

 
The Uniform Average Changing Intensity (UACI) value is 

defined as the average intensity difference between two 

encrypted images, where the original two images differ by 

only one pixel [13]. Higher UACI values are ideal. Our UACI 

values for the Lena and three DICOM test images can be 

found in Table 1.  

Belazi et al. [15] demonstrated mean NPCR and UACI 

values of 99.617 % and 33.475 % accordingly for their 

medical image encryption algorithm. This indicates our 

algorithm matches the standards of current medical image 

encryption literature, or exceeds it, in its defence against 

differential attacks.  

 

 

 

E. Statistical Attack Analysis 

Histograms can be used to analyze the distribution of pixel 

intensities present in an image. Non-encrypted images 

generally show patterns in their intensities, while encrypted 

images ideally have uniform distributions. Assuming an ideal 

encrypted image has a uniform distribution of pixel values, 

the probability of a given value occurring should be near equal 

between pixel values. Information entropy (IE) measures this 

probabilistic aspect, and has an ideal value of 8 for an 8-bit 

image [13]. Our IE values ranged between 7.996 and 7.999. 

The numerous results in Kaur and Kumar [13] had IE values 

which ranged between 7.3419 and 7.9996. With regards to 

medical image encryption literature, this study out-performs 

one of the most recent papers in this field by Akkasaligar and 

Biradar [14], as their IE values had a mean of 7.846. Our 

algorithm produces IE values which are similar to some 

literature values while exceeding many others. 

A correlation coefficient value measures the similarity 

between adjacent pixels in an image. An original image would 

have strong correlations in the horizontal, vertical and 

diagonal directions. Encrypted images should have 

correlation values close to 0. Zhang et al. [5] stated that their 

encryption scheme achieved superior correlation coefficient 

values compared to most other schemes mentioned in their 

paper. Our algorithm produced improved correlation 

coefficient values when compared to their paper, as shown in 

Table 2. The corresponding p-values can be found in Table 3. 

Our correlation coefficient values surpassed image encryption 

literature, indicating strong statistical attack defence. 

F. Bit Correct Ratio (BCR) 

Bit Correct Ratio (BCR) calculates the difference between 

an original image and a decrypted image [13]. This ratio 

should be 1.0, indicating the images are identical and that the 

decryption algorithm is lossless. BCR values were 1.0 for all 

of our test images.  

TABLE II.  LENA 512X512 CORRELATION COEFFICIENT COMPARISON 

WITH ZHANG ET AL. 

Encryption 

Approach 

Correlation Coefficient Direction 

Vertical Horizontal Diagonal 

Our 

algorithm 

0.002221943 -0.002121632 -0.000733059 

Zhang et al. 

[5] 
-0.0023 0.0105 0.0031 

 

TABLE III.  LENA 512X512 CORRELATION COEFFICIENT P-VALUES 

Encryption 

Approach 

Correlation Coefficient P-Value Direction 

Vertical Horizontal Diagonal 

Our 
algorithm 

0.260464 0.260464  1.0 

Zhang et al. 

[5] 
0.30631 <0.00001 0.113172 

 

 

 

 

 

 

4437



  

 

V. DISCUSSION AND CONCLUSIONS 

The algorithm was successfully implemented in the Java 

programming language and was able to encrypt image files. 

The execution time was linear in its relation to file size, and 

memory usage was relatively constant. Using a more 

memory-efficient language such as C for implementation 

could improve performance. 

The key space was sufficient for withstanding brute-force 

attacks. However, the key size is relatively large, and as such 

it could be possible to reduce this key size while maintaining 

security. Future work could explore the use of smaller keys 

with fewer PRNG seed sequences and how this parameter 

affects security.  

Mathematical results indicated that the algorithm is secure 

against differential and statistical attacks. However, the 

algorithm may be vulnerable to “noise” attacks, where noisy 

data is generated by a malicious agent and added to an 

encrypted image. Future work could test the algorithm against 

noise attacks. The correlation coefficients in the vertical, 

horizontal and diagonal directions were superior to that of 

Zhang et al. [5] for the Lena image. This demonstrates the 

cryptographic security improvements of the algorithm. The 

algorithm was lossless in decryption, as demonstrated by 

BCR values for test images.  

Some limitations of this study include the original goal of 

implementing simultaneous compression, the lack of 

exploration of different applicable PRNGs, and several 

molecular biology aspects which could have been 

implemented and explored.  

The final result of this study was a medical image 

encryption algorithm which is able to withstand brute force, 

differential and statistical attacks. It is superior to existing 

medical encryption algorithms in some ways, while meeting 

the standard of most literature in other ways. Future work may 

improve this algorithm further, preventing malicious entities 

from accessing confidential patient information. 
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