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ABSTRACT The rapid development of urban air mobility (UAM) technologies and their integration into
the urban environment brings new security challenges. Threats to aviation and mobility systems continue
to evolve. The urban space places additional vulnerabilities to which UAM stakeholders strive to enhance
and develop UAM security capabilities. Ensuring the security of UAM operations requires a holistic and
integrated approach that considers the complex interdependencies between various stakeholders and compo-
nents of the UAM ecosystem. This article explores security viewpoints and resilient performance in UAM
operations using enterprise architecture modeling methodology through the unified architecture framework
(UAF). The ecosystem approach recognizes that UAM operations involve a multitude of actors, including
UAM designers, operators, service providers, airspace managers, and regulators. Each actor has a unique role
and perspective on security, and their actions and decisions can significantly impact the overall security and
resilience of the UAM operation. The approach includes a security viewpoint integrating different actors to
identify and assess security risks, strategies to mitigate them, and a discussion about resilient performance in
the UAM ecosystem. The security viewpoint considers technical and nontechnical security aspects, including
human factors, organizational culture, and cybersecurity frameworks. Moreover, a security state diagram for
UAF is proposed, supporting the discussion of how different resilient scenarios can avoid undesirable security
states. The results include views defining risk and capability taxonomies, security structure, security states,
and ground security processes, showing how the UAM enterprise operates to achieve resilient performance.
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I. INTRODUCTION

Security is a critical concern in the aviation industry. Oper-
ators and regulators are constantly adapting to new threats
and scenarios. The complexity of achieving safe operations
by responding to hazards and malicious events is a chal-
lenge that moves providers and manufacturers toward new
solutions and procedures. Governments and industries work
together in civil aviation to harmonize responsive secu-
rity systems based on data, risk management, and efficient
technology [1].

The concept of urban air mobility (UAM) aims to provide
transportation to solve challenges in congested urban scenar-
ios [2]. Vehicles capable of vertical takeoff and landing are
envisioned to operate at low-level altitudes and attend to flex-
ible air travel demand [3]. UAM intends to integrate manned
and unmanned aerial vehicles (UAVs) transporting people or

cargo in an urban or suburban environment. Control and nav-
igation of such aerial vehicles can be handled by a pilot, a
controller from a remote location, onboard automation, or a
ground-based centralized, automated system [4].

The UAM system of systems (SoS) involves a large
number of stakeholders, such as service operators, service
providers, lawmakers, vehicle designers and manufacturers,
human operators, and the public. Integrating UAM opera-
tors, technologies, and human interactions creates a complex
ecosystem, further complicated by passenger transportation’s
safety-critical nature. To ensure safe and efficient transporta-
tion, numerous concepts of operations are being explored
across industry and research domains. The complex nature of
the UAM ecosystem presents many opportunities for analysis,
exploration, and development of approaches to ensure safe
and secure operations.
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While some studies have been published on UAM security,
most current research relies on autonomous flight and tech-
nologies to protect communication and navigation [5], [6],
[71, [8], [9]. Although these research areas are important for
understanding UAM vulnerabilities, resilient performance in
UAM operations has limited related work [10], [11]. Security
is essential to ensuring the safety of passengers, crew, and the
public, and creating the public’s trust and confidence in the
UAM’s future transportation. In order to achieve its objec-
tive of delivering secure air transportation services in urban
regions, the UAM idea must establish a durable operating
atmosphere that integrates UAM infrastructure and support
systems with current air transportation systems. This integra-
tion should facilitate the secure exchange of data necessary
for UAM operations [5].

The organizational and human operational aspects of the
UAM ecosystem are crucial for the security discussion. The
process of avoiding, withstanding, and recovering is not
limited to systems and technology. To achieve resilient per-
formance, people and processes must be considered among
systems and mitigations. The personnel involved in the oper-
ation are vulnerable assets that can be affected by malicious
events. Personnel plays an important role in achieving security
and, most importantly, are agents of resilience performance
[12]. With threats and vulnerabilities, situation awareness is
also fundamental. Humans can only make the right decisions
if they have a good understanding of the environment and are
able to avoid unsafe scenarios [13]. In order to design sys-
tems and define processes that support resilient performance,
human aspects must be considered [14]. Although increased
autonomy can contribute to efficiency and safety in aviation,
humans greatly increase the probability of resilient perfor-
mance [15]. Therefore, a method to define and evaluate the
resilient performance in the UAM ecosystem should include a
holistic viewpoint.

This article proposes security viewpoints, security states,
and processes for UAM operation based on resilience engi-
neering (RE) principles. The organizational and operational
representations presented in this article provide means to
understand how the UAM ecosystem can achieve resilient
performance in different scenarios. The rest of this article is
organized as follows. Section II reviews security literature to
understand the concepts applicable to the UAM context. The
objective is to identify the critical security aspects in the UAM
concept of operations (ConOps) necessary to understand the
problem space. Section III explains the research methodology.
The chosen approach is justified after defining the security
problem in the UAM ecosystem. The challenges to be miti-
gated are explored holistically, driving the boundaries of the
solution space. Next, the modeling methodology applied in
this article is presented. Section IV introduces the enterprise
architecture (EA) development. It starts with risk taxonomy
and capability’s structure. Following the enterprise’s strategy
to deal with the security risks gives a vision of the enterprise’s
assets and risks. Then, a state diagram for security is pro-
posed to support the ecosystem’s ability to respond to adverse
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events. Section V explores resilient performance in ground op-
erations. Risk mitigation and security controls are defined and
connected with the resource layer. Operational processes are
detailed and validated, tracing back to capability and resource
coverage. Finally, Section VI concludes this article.

Il. BACKGROUND

A. SECURITY

Security is a broad field covering mainly physical, personnel,
information, and network security. Security risks are related to
the loss of confidentiality, integrity, or availability, and reflect
the potential adverse impacts on organizational operations,
assets, and stakeholders. Since security risk cannot be elim-
inated entirely due to limited resources, organizations aim
to find the optimal balance between identifying, protecting,
detecting, responding, and recovering [16].

Security controls are mechanisms that could be physically
or logically employed within a system or organization to
protect the system’s confidentiality, integrity, and availability
from managing the security risk. As security controls impact
system architecture, the selection, design, and implementation
are essential to realize early in system development. NIST SP
800-53 15 [17] provides a catalog of security controls. Secu-
rity capability is the system’s ability to achieve a desired effect
under specific conditions through a combination of security
controls [12]. Proactive security controls comprise a holistic
approach that focuses on prevention. On the other hand, reac-
tive security controls focus on detecting and responding to a
security threat.

Previous article on security topics of UAM addressed
vulnerabilities [5], [6], [7], [18] and discussed the security
perimeter for UAM operation [9]. Others focused on au-
thentication risk and mitigations [8], security of autonomous
operations [19], and communication enablers, including secu-
rity concerns [20]. Most of the related work uses autonomous
operation as an operational scenario and focuses the effort
on communication and navigation security risks. The previ-
ous article’s motivation is based on assessing vulnerabilities
and dense UAM operations that foresee unmanned vehicles.
Although some use a cybersecurity framework [5], no one
uses an EA to support the security analysis. Moreover, from
our knowledge, no studies were found evaluating UAM cyber,
physical, and personnel security of piloted vehicle operations.

Security work using EA, specifically unified architecture
framework (UAF), is recent. The works [21], [22] provided
guidance on using and integrating UAF security views. In
addition, UAF security views were explored with the risk
assessment and analysis modeling language and the systems
modeling language (SysML) in a search and rescue operation
[23]. No other work has been published uniting UAF security
views and the UAM context.

B. RESILIENCE
Resilience is a concept used in a wide range of definitions
and applications. This article will focus on RE principles and
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explore resilience performance at an organizational level rep-
resented by the UAM ecosystem. An integrative review work
[24] on RE demonstrated that despite not having a universally
agreed definition for the term, the idea involves a collective
aspect, is multifactorial, multilevel, and multidimensional,
associated with four fundamental principles: anticipation, re-
sponse, learning, and monitoring.

RE is a recent topic (2003) and was introduced in the safety
domain associated with organizational behaviors [25]. The
safety management topic explains the strong relation with
organizational resilience, in which a proactive approach in-
volving human factors and cultural behavior are protagonists
[26]. Thus, the RE definition used in this article is “a sophis-
ticated approach for managing organizational safety through
the development of cognitive, behavioral, and cultural abili-
ties to enable organizational members at all levels to actively
anticipate, respond, monitor, and learn to operate close to the
boundary of safe operations ( ...)” [27].

The idea that resilience is not a static property but a
performance in constant adaptation and improvement of orga-
nizations (or systems) has been defined [28] and explored in
different domains. Resilient performance is related to safety
more broadly. For the work presented in the following sec-
tions, resilient performance refers to the ability of individuals,
teams, and organizations to adapt and perform effectively
in the face of security threats or malicious adverse events.
Some researchers have addressed resilient performance in the
security context, focusing on cybersecurity architectures or in-
terfaces [29], [30], [31]. Discussions on performance as cyber
resilience metrics were also presented [32]. Despite insightful
material [10] on how RE can enable the evolving airspace to
adapt and perform resiliently, publications on resilient perfor-
mance in UAM operations are restricted.

When it comes to exploring RE through modeling, the com-
plexity of a systematic approach still represents an open gap.
The literature review in [33] shows an overview of the current
effort to advance the RE research agenda into sparse work
in different industries with a different focus. This reflects the
nature of resilience and safety-critical operations. The inher-
ent complexity of activities involving cognitive, behavioral,
and cultural aspects of RE poses a challenge for modeling
resilience in an organization. Although quantitative and sys-
tematic models have been defined for different objectives, no
publications on resilience or resilient performance using EA
(or UAF) exist.

C. URBAN AIR MOBILITY CONTEXT

The concept of UAM involves using small aircraft like drones,
air taxis, and other aerial vehicles for transportation within
urban and suburban regions. UAM aims to offer a rapid
and efficient mode of transportation that can bypass ground
congestion, thereby reducing passenger travel times. Electric
or hybrid-electric vehicles are being considered for UAM
as an attempt to lower emissions and noise pollution in
urban areas. Authorities, providers, communities, and vehi-
cle designers are currently engaged in developing strategies
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for UAM operations. The complexity expected for multiple
agents interacting in the urban space poses challenges for the
UAM ecosystem. Technical limitations, infrastructure, reg-
ulatory considerations, and operational challenges, such as
safety, security, noise, environmental impact, and public ac-
ceptance are potential barriers to UAM operations [35].

In regards to security aspects of UAM operations for
passenger transportation, previous works have started by an-
alyzing the existing security incidents and vulnerabilities of
commercial aircraft and UAVs [5], [18], [35]. There are two
main sets of operational considerations: 1) cybersecurity con-
siderations relating to control and communication, navigation,
and surveillance (CNS); and 2) considerations relating to
physical security. Most of the works mentioned previously
have contributed to the first set of security considerations.
The first set is commonly approached for the in-flight phase
and is often related to autonomous operation. In [18], a list of
vulnerabilities that can compromise the integrity of the UAM
system was provided. The same article evaluates alternatives
and potential solutions for protection from the attacks of such
vulnerabilities. It is important to note that fully autonomous
operation was suggested as one of the solutions for those
vulnerabilities.

A similar approach focusing on identifying the cybersecu-
rity and CNS operational risks was presented in [5]. Using
the NIST cybersecurity framework [16], the baseline of this
analysis was the airspace pillar of the UAM ConOps [2].
Research areas, i.e., CNS, C2 link, and vehicle, were assessed
regarding cybersecurity risks. The findings and research guid-
ance showed the importance of performing systemic threat
mitigation and adapting to a threat landscape that is constantly
changing.

Another work [7] analyzed three types of attacks (via sys-
tem access, wireless, or sensor attack). It proposed a vehicle
recovery system in case of intrusion. The intrusion detection
system was considered an important asset to support event
detection and trigger recovery after an attack. The unmanned
vehicle (and autonomous operations) is also the object of
study in this article.

While physical security is not included in most pub-
lications, in [35], it was considered an important public
acceptance factor. Mitigations suggest personnel and passen-
ger background checks. Concerns about sabotage, terrorism,
and violence against passengers in vehicles without crew
(autonomous scenario) were also raised. Last, the physical
security of the vertiports, aircraft, charging/refueling, other
physical infrastructure, and cargo must also be ensured.

The FAA’s UAM ConOps [2], [36] describe the envisioned
operational environment in phases to support the anticipated
growth of flight operations. EmbraerX ConOps [3] also cover
this concern with a similar approach, projecting different sce-
narios with increasing vehicles sharing the airspace and more
passengers using UAM transportation. UAM phases were then
defined according to the horizons projected. Although au-
tonomous flight is expected to evolve UAM operations, the
work presented in this article is based on the early stage of
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UAM operations in which the pilot will be on board con-
trolling the vehicle. The proposal presented in Section IV
considers the physical security of passengers and crew. Like-
wise, the physical security of vehicles and infrastructure is
also included with the cybersecurity pertinent to the UAM
ecosystem. The systematic approach combining UAM ecosys-
tem elements like organizations, personnel, infrastructure, and
systems contributes to this article. The purpose is to address
existing gaps by exploring a comprehensive viewpoint of
cyber and physical security concerns and discuss resilient
performance in UAM operations.

1ll. RESEARCH METHODOLOGY

A. PROBLEM SPACE

Increased airspace traffic, augmented need for communication
(with other vehicles and traffic controllers), vertiports in con-
gested urban areas, public proximity to information systems
and networks, and reduced and easily accessible crew con-
tribute to a set of vulnerabilities in the UAM operation. UAM
security is strategic and vital for UAM safety operation and
public acceptance. Manned (and unmanned) aerial vehicles
will heavily depend on computers, software, and automation.
Organizations will use databases to store sensitive data and
share data through networks as providers or operators, mak-
ing them vulnerable to cybersecurity threats. Ground staff,
controllers, and pilots are also susceptible to security risks.
Intentional damage to a vehicle or network can target UAM
personnel to start an attack.

The problem space in UAM security is an extensive set
of elements and concerns. Vulnerabilities of the urban space
(easy access and how data will be exchanged near the public
areas), vulnerabilities of the personnel involved in UAM op-
erations, risks related to data and information systems, risks
to passengers and the pilot, and evidently risks related to
controlling and CNS during flight. Threats and attacks can
be diversified. Physical assets might be the ultimate target of
a malicious event. However, people can be used to achieve
an intrusion or even perform sabotage. There are different
ways of affecting the confidentiality, integrity, or availability
of UAM operations. The problem space encompasses all ele-
ments that are associated with those risks.

B. SOLUTION SPACE

Understanding the vulnerabilities more broadly supports a
comprehensive approach in the solution space. Security view-
points, including physical and cyber aspects, must consider
different threats and behaviors that lead to a more protective
and resilient ecosystem. For a complex operation like UAM,
different perspectives are necessary to understand how sys-
tems and personnel can act together, not only protecting but
adapting and learning from events. A systemic approach is
required in the solution of the security problem. UAM op-
erational concepts need to explore the critical functions able
to avoid, withstand, and recover from threats. This strategy
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FIGURE 1. Operational high-level taxonomy diagram (St-Sr).

may be compromised if the solution lacks an ecosystem-level
perspective.

Protective technologies are necessary but not enough to
avoid attacks. Operational procedures must be aligned with
the daily operations and human operators’ performance. As-
sets are integrated with people and might be vulnerable
through this relationship. Fig. 1 depicts the high-level op-
erational taxonomy where the main assets are represented.
Identifying and exploring security capabilities by understand-
ing how assets are organized within the ecosystem is the base
for a strategic solution. This article’s comprehensive solution
space embraces security viewpoints and resilient performance
in the UAM ecosystem.

C. MODELING METHODOLOGY

Modeling methodologies representing an SoS (UAM ecosys-
tem) is fundamental to providing comprehensive material like
the solution space envisions. Modeling eases the burden of
dealing with complex systems and provides tools for ana-
lyzing behaviors and relationships. Moreover, modeling can
systematically represent decision alternatives, evaluate their
consequences and tradeoffs, and support decision-making
processes [37]. The benefits of modeling methodologies for
cross-cutting concerns like security in the UAM ecosystem
have been explored in [13]. More specifically, EA and the
UAF have been proven effective for building different and
complementary perspectives of the UAM ecosystem.

EA is a discipline with a holistic approach to handling
an enterprise’s intricacies while ensuring that its responses
align with its desired business objectives and outcomes [38].
To develop and use enterprise models that include business
processes, data, applications, and technology components,
an enterprise modeling methodology offers a structure. EA
views aim to comprehend the enterprise and its interactions
thoroughly. This approach supports the enterprise by aiding
decision-making and aligning the enterprise with its strategic
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objectives [39]. The framework applied in this article is the
UAF, which is built on top of SysML and used to define the
overall goals, strategies, capabilities, interactions, standards,
operational architectures, and systems patterns [41].

UAF domains’ breadth and depth features provide a uni-
fied environment for defining security goals, requirements,
technical aspects, capabilities, human interactions, person-
nel organization, roles, and responsibilities. The methodology
includes the EA guide for UAF [39], the UAF modeling
language [40], and the UAF metamodel [41] specifications.
The UAF functions as an EA framework that adheres to EA
modeling principles while providing room for adaptability and
personalization. However, this methodology has a drawback
because it allows for the creation of inconsistent or incoher-
ent architectural elements. To address this issue, validation is
strongly recommended, particularly when working with mul-
tidisciplinary teams and stakeholders. Another recommended
practice is to tailor the modeling process, which can enhance
the quality of the work.

Regarding security methodology, the NIST cybersecurity
framework [16] is used for defining risk taxonomy, secu-
rity capabilities, and security controls. The framework offers
a flexible way to address cybersecurity, including cyberse-
curity’s effect on physical, cyber, and people dimensions.
Section IV will present the definitions used for the security
viewpoint based on the NIST framework. Section V also con-
siders the same framework when defining ground processes
and resilient performance.

This article addresses security viewpoints and resilient per-
formance in the UAM ecosystem. The novelty is the holistic
approach applied to cyber, physical, and personnel security,
considering potential risks for the future UAM operation. The
security state diagram is nonexistent on the current UAF grid
[39] and is another contribution of this article. The viewpoints
proposed in the following sections consider both technical and
nontechnical aspects of security, including human factors and
organizational culture. Exploring the ecosystem entities’ per-
spectives provides a means to plan for an integrative, resilient
operation.

IV. UAM SECURITY VIEWPOINT

The UAF was created as a combination of the architecture
frameworks from the U.S. Department of Defense Architec-
ture Framework (DoDAF) and the British Ministry of Defence
Architecture Framework (MODAF). Although DoDAF and
MODAF do not provide security views, it was added to the
UAF profile. UAF’s security viewpoint is based on Canada’s
Department of National Defense Architecture Framework and
the North Atlantic Treaty Organization Architecture Frame-
work version 4.

The UAF security views are intended to depict the se-
curity assets, enclaves, constraints, controls, families, and
measures required to address specific security concerns. Their
objective is to define the security constraints and information
assurance attributes that exist on exchanges between systems
and operational elements and the elements themselves. The
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stakeholders who benefit from these views include security
architects, security engineers, systems engineers, and opera-
tional architects [22].

The diagrams presented in the following sections use UAF
version 1.2 [41]. The authors entirely created the diagrams
in this article based on the security concepts and aspects
discussed in Section II. High-level operational concepts were
extracted from existing UAM ConOps [3]. All diagrams were
validated by cybersecurity and architecture modeling experts.
Consistency and coverage validation were performed using
model traceability and verification tools. An example of a
traceability matrix is presented in Section V-C.

A. RISK TAXONOMY

The first step in the security architecture elaboration process
is defining the security taxonomy [39]. This step includes
identifying risks, affected assets, security controls, security
enclaves, and security constraints. Risk in UAF is a type
that represents a situation involving exposure to danger of
affectable elements like assets, processes, or enterprise goals.
The effects of such exposure can be characterized in terms of
the likelihood of occurrence of a given threat and the potential
adverse consequences of that threat’s occurrence. Security risk
is a specific type of risk related to the impact on enterprise
operations, assets, or individuals resulting from the potential
impact of a threat given an information system. This element
was defined in UAF according to the NIST cybersecurity
framework [16].

Fig. 2 presents the risk taxonomy diagram. There are four
main categories of risks: loss of confidentiality, loss of in-
tegrity, and loss of availability. Loss of availability concerns
the disruption of access to, or the availability of, information
or an information system. Loss of authenticity is the lack
of being genuine and being able to be verified and trusted;
confidence in the validity of a transmission, a message, or
a message originator. Loss of integrity is the unauthorized
modification or destruction of the information. Loss of confi-
dentiality is related to unauthorized disclosure of information.

The diagram of Fig. 2 defines generalization relationships
between <<Risk>> and <<Security Risk>> in the context
of the UAM by the solid line with the white triangle arrow
pointing to the generalized risk. Loss of availability was di-
vided into two categories better to accommodate the security

127



HOFFMANN ET AL.: SECURITY VIEWPOINT AND RESILIENT PERFORMANCE IN THE URBAN AIR MOBILITY OPERATION

views in the following sections. Either loss of navigation or
loss of communication can happen when there is signal jam-
ming or denial of service (DoS). Signal jamming is an attack
that blocks or interferes with radio or wireless signals. DoS is
when traffic is used to flood a network or server, overwhelm-
ing its capacity and causing it to crash or become unavailable
to legitimate users. Spoofing is a specialized risk of loss of au-
thenticity. It happens when an attacker impersonates another
entity or user to gain access to sensitive information, perform
unauthorized actions, or deliver malware.

The loss of integrity can be logical or physical. Logical
comprises tampering and account/service hijack, while phys-
ical comprises pilot harm, UAM vehicle hijack, and UAM
vehicle harm. Tampering is intentionally modifying or manip-
ulating data, systems, or other assets for malicious purposes.
An account or service hijack is when an attacker is able to
access and control a user account or service without authoriza-
tion. In the physical integrity, it is possible to harm the vehicle
through a malicious attack using physical parts (like sabotage
during replacements) or through external connectors during
unauthorized maintenance activities. Vehicle hijack refers to
the act of taking control of a vehicle for malicious purposes.
Pilot harm is when the target is the pilot, which can happen
when hijacking the vehicle or affecting the service.

Last, there are three ways to lose confidentiality. Eaves-
dropping refers to the interception and monitoring of commu-
nication between two parties by an unauthorized third party.
Information disclosure involves unintentional or intentional
exposure of sensitive information to unauthorized individuals
or systems. Data loss is when there is unintentional or inten-
tional destruction, deletion, or corruption of digital data.

The main reason for starting with the risk taxonomy is that
it prompts the need for security controls and other security
aspects. Unlike in systems engineering, where requirements
drive system development, in security engineering, the driv-
ing force risks [22]. The security taxonomy can be defined
after identifying all types and subtypes of risks. It includes
the hierarchy of security assets and asset owners available
to implement security, security constraints (policy, guidance,
laws, and regulations), and details of where they are located
(security enclaves). With the security taxonomy complete, it
is possible to understand which and how the assets can be
affected, how to mitigate them, and, consequently, build the
enterprise security strategy. The complete security taxonomy
is not depicted due to limited space in the article. Still, in the
security structure diagram below, some elements defined in
the taxonomy are represented along the relationships between
them.

B. SECURITY STRUCTURE

Creating the security structure is the second step. The ob-
jective is to capture the allocation of assets (operational and
resource, information and data) across the security enclaves
and show applicable security controls necessary to protect
organizations, systems, and information during processing,
storage, and transmission. This view also defines the hierarchy
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of security assets and asset owners that are available to imple-
ment security, security constraints, and details about security
enclaves.

Fig. 3 shows the diagram security risks owners and affected
assets, which presents an overview of the security risks and
the enterprise assets at risk. <<SecurityRisk>> blocks were
already defined in the risk taxonomy diagram of Fig. 2. There
is loss of communication and loss of navigation, general clas-
sifiers of signal jamming and DoS. Furthermore, there are
more specialized risks like spoofing, signal jamming, eaves-
dropping, information disclosure, and so forth. From the asset
representation perspective, there are elements from the oper-
ational domain like the <<OperationalPerformer>> blocks
and from the personnel domain like <<Organization>> and
<<Post>> blocks.

The resource layer in this diagram aims to point to risk
owners and assets affected by threats related to the risks. In the
UAM ecosystem, three main operators share space and work
with interdependent processes. The <<Organization>> ver-
tiport operator is responsible for managing and controlling
the vertiport facility, which includes takeoff and landing
pods, embarking/disembarking area, maintenance area, and
battery recharging area. It also provides ground communi-
cation and surveillance. <<Organization>> UAM operator
is the organization responsible for the travel service, owns
the vehicle, provides the flight plan, passenger and crew list,
and is responsible for vehicle maintenance and operations.
<<Organization>> UATM operator is the service provider
responsible for integrated airspace traffic management, in-
cluding providing authorizations and airspace awareness.

When it comes to risk ownership in complex operations
like in UAM, having a single entity is not always simple
and straightforward. The <<Security Risk>> UAM vehicle
harm, for instance, is a risk owned by the asset owner and
shared responsibility with the vertiport operator, since, most
of the time, the vehicle will occupy the vertiport facilities.
The same applies to loss of communication or any other risks
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affecting networks. Losing or using a compromised communi-
cation link is a risk that affects all three operators. Despite not
showing the relationship <<OwnRisk>> to all of the risks
(to keep the figure’s clarity), it is expected that operators share
the ownership and responsibility.

There are also two levels in the personnel elements. The
<<Organization>> UAM operator owns integrity risks that
affect people and vehicles. However, the <<Post>> pilot in
command is part of the UAM operator organization. The vul-
nerability of the pilot is represented by different risks affecting
the post in different operational phases. Single pilot operation
is expected in the early phases of the UAM services. Plan-
ning for the pilot’s security is crucial. The organization-level
effort should be considered when protecting and preparing
for responding to events. The ground operation explored in
Section V further explains the security controls and mitiga-
tions related to the pilot’s vulnerabilities.

C. CAPABILITY STRUCTURE

Capability is a high-level specification of the enterprise’s abil-
ity to execute a specified course of action [41]. In DoDAF, a
capability is further described as the ability to meet perfor-
mance standards and conditions by combining activities and
resources to achieve the desired effect. Defining capabilities is
crucial to architecture conceptualization because it is closely
related to operational, resources, personnel, and services def-
initions. The system’s purpose and the model’s objective can
be understood by defining architecture capabilities.

UAF offers a set of views for defining capabilities. Trace-
ability and association relationships can be established across
different views, including the operational architecture. The
operational architecture provides a solution-independent ex-
pression of the system intended to be used during operations.
Thus, the system views can determine how the capabilities and
operational architecture will be realized [22]. The strategic
taxonomy view is used to identify all the capabilities refer-
enced across one or more architectures. It can create high-
level use cases and user requirements as a source document.
The strategic structure can be used to show the relationship be-
tween the capabilities, and the strategic connectivity describes
the dependencies between planned capabilities.

The next step is defining capabilities to achieve a secure
and resilient operation after identifying the risks and se-
curity structure. Fig. 4 shows the structure organized from
the top-level capability of system security using composition
and generalization relationships. The composition notation
is the solid line with the tail attached to the part and the
black diamond arrowhead attached to the whole. Composi-
tion relationships demonstrate that it is necessary to fulfill
all four capabilities to achieve system security: threat pre-
vention, threat detection, threat response, and threat recovery.
These parts were defined considering the NIST cybersecurity
framework [16] functions and then tailored to explore security
views and resilient operation in the UAF model. These func-
tions are identify, protect, detect, respond, and recover. The
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FIGURE 4. Capability structure (St-Sr).

functions assist an organization in articulating its approach
to managing cybersecurity risk by structuring information,
facilitating risk management decisions, mitigating threats, and
enhancing its practices through learning from prior experi-
ences.

Threat detection (second block from left to right in the sec-
ond line) is about the ability to identify and diagnose threats.
It has two parts represented by the capabilities threat identifi-
cation and threat diagnosis (the two blocks below the threat
detection). Threat identification refers to the mechanism of
detecting an event. A good performance of this capability is
not only to detect known or expected threats but to bring
awareness when something does not seem right, even about
unknown threats. Threat diagnosis is about knowing the threat
profile, where and how the event threatens the system’s health,
which is essential to address a more effective response.

Threat response (third block from left to right in the sec-
ond line) can address protection or contingency measures to
respond to a threat. The generalization arrow links four types
of responsive capabilities. Protecting the system provides a
means to avoid attacks getting adverse outcomes in the sys-
tem. Two possible types of assets in the security domain
require two protection types: data protection and physical
asset protection (blocks below the threat response on the left
side). Data protection refers to the protection of logical data
exchanged by the UAM system. Physical asset protection is
related to physical and environmental security, such as opera-
tional procedures. Contingency is about the ability to control
attacks to the most negligible effect possible. There are two
ways of doing it (blocks below the threat response on the
right side). Threat containment refers to isolating the attack
or controlling its boundaries to minimize its functioning or
make it harmless eventually. The other way of contingency
is mission adaptability. Inactivating the area where the attack
harms and adapting the system’s mission also makes it possi-
ble to control the threat. System redundancy is a good example
of contingency by adapting the mission.
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Threat recovery (the last block from left to right in the
second line) is a combination of threat assessment and func-
tion restoration (blocks below threat recovery). It is about
the ability of the system to resume a safe operation after a
threat occurs and generates outcomes to the system’s normal
functioning. Threat assessment includes the reconnaissance
and analysis of the threat, assessment of the potential harm,
and additional vulnerabilities. This assessment is needed to
restore the function initially affected by the threat. Therefore,
function restoration refers to the measures necessary to restore
the system’s operation. These measures have a high level of
variability and depend on what type of attack occurred and
how was the sequence of events and facts. The organization
and systems are expected to be able to assess threats and have
the flexibility to act toward recovery.

Threat prevention (first block from left to right in the sec-
ond line) was proposed to address risk management and the
capability to assess the architecture and promote adaptation in
the face of events. In order to know events, system monitor-
ing is essential. After events occur, with or without adverse
outcomes, it is important to manage them by controlling and
performing assessment (threat management). These activities
can lead to an architecture assessment or a new/improved
mitigation plan (threat mitigation). The four capabilities com-
posing threat prevention are not independent or linear parts
that occur as a simple flow of actions. Their behavioral aspect
is highly coupled with other capabilities in the diagram.

The proposed representation in Fig. 4 results from iterative
work during the definition of mitigations, security controls,
security state, and processes. Allocations to capabilities in
further diagrams are a method to verify coverage and consis-
tency. It allows the architecture designer to revisit definitions
and best accommodate the representations. Moreover, the
UAF views allow traceability relationships from resources
and processes to capabilities. The following sections provide
a few examples of how this model feature can support the
architecture to achieve the desired security effect.

D. SECURITY STATES

Motivated by the strategic state view, used to capture effects
that the implementation of capabilities is expected to deliver,
a security state view is proposed in this section. The existing
UAF grid [41] does not provide the security state view. The
security viewpoint is limited to taxonomy, structure, motiva-
tion, connectivity, processes, constraints, and traceability. The
security state diagram in Fig. 5 intends to identify the states
related to RE: avoid, withstand, and recovery.

Given the unavoidable circumstance of facing evolving
threats, protection is not a real and viable solution for the
entire ecosystem (assets and operations). How an organi-
zation or system can cope with threats, recover, and learn
from them? How do we transition from an undesirable state
into a controlled one? In which process should the effort be
strengthened? Are the defined capabilities coherent with the
security states transitions and behaviors? Those are questions
that drive the diagram in this section.
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The first state, applicable to all systems and operations,
is vulnerable (the first state at the top). Risks, hazards, and
threats are inherent in any system. Safety and security are
dynamic properties that complex systems must be designed to
handle. Furthermore, recognizing that humans are an integral
part of ecosystems and that their abilities and limitations must
be taken into account in designing and managing systems
is one of the resilient engineering principles [10]. This state
requires continuous and real-time monitoring, which traces to
the capability of monitoring (bottom left block in Fig. 4). The
monitoring capability is an extensive ability that comprises
physical, logical, and personnel entities.

When a threat is attempted, the best transition would be to
a protective state (second state from top to bottom in Fig. 5).
It means the system is adequately prepared to avoid the threat.
Data protection and physical asset protection capabilities are
related to this state (bottom center blocks in Fig. 4). Protective
is a desirable state because it returns to normal operation
without causing any adversity to the system. Data encryption,
firewalls, verification layers, and controlling authorized access
are examples of protecting data and physical assets.

When the system does not have effective protection upon
a threat attempt, it transitions to the evaluation mode state
(center state). Detecting a threat starts with knowing if an
event happened and then recognizing its profile. Threat iden-
tification and threat diagnosis capabilities (from Fig. 4) allow
the perception mode substate (right side state inside the eval-
uation mode state) to define the attack profile and search for
a response. If the system is not able to recognize the threat
event knowing the existence of the attempt, the other substate
possible would be recognition mode (bottom state inside the
evaluation mode state). The flow within the evaluation mode
state shows the system’s importance in being prepared for
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monitoring and performing screening during an attack. Fur-
thermore, the capability threat assessment is also related to
both substates within the evaluation mode state.

The control mode state (bottom right state) is entered when
the threat is acknowledged and the response is known. The
first option for controlling the threat is isolating the attack
and resuming safe operation. If the system has means to
contain the attack, the containment mode substate (right side
state inside the control mode state) is activated. Suppose the
strategy is not effective, or the system does not possess the
containment means. In that case, the suppression mode sub-
state (bottom state inside the control mode state) is also a
possibility. The other way of controlling the attack is by re-
defining the mission and halting the functionality that is being
attacked. Redundancy of resources or suspending operations
are examples used to suppress the threat. The control mode
state represents the measures to withstand or to respond to
an attack. The state is associated with capabilities like threat
containment, mission adaptability, and function restoration
(Fig. 4).

If the system cannot detect any event, the transition moves
to the harmful state (bottom left state). This state is the most
undesirable in the diagram. Not knowing a threat occurred
can lead to catastrophic events. Once the state is active, there
are three possibilities. Compromised substate (left side state
inside the harmful state) is when the threat affects one or
more functionalities. Operating without knowing the system
has compromised integrity and can bring unsafe outcomes.
Disclosed substate (bottom state inside the harmful state) con-
cerns the unauthorized disclosure of confidential information.
Disclosing unauthorized data can range from jeopardizing
national security to disclosing private customer information.
For instance, if a flight plan is disclosed, it can facilitate other
attacks with worse outcomes or even affect the organization’s
reputation and business. The third state is lost (the state on
the right side inside the harmful state) and symbolizes when
functionality is wholly lost. If an attacker can take control of a
system and shut it off without being noticed, it can also bring
catastrophic effects. Compromised and disclosed states can
transition to control mode again. The system can and should
detect the threat even after some time has passed since the first
attempt. This could lead to the threat diagnosis and eventually
a recovery and learning behavior.

The harmful state represents the risks being consolidated in
a real fact. The lost state is associated with the risk of loss
of availability (from Fig. 2). The disclosed state can represent
an event that produced a loss of confidentiality or a loss of
authenticity (risks from Fig. 2). Last, the compromised state
is when the risk of loss of integrity or loss of authenticity
happens. Loss of authenticity is a risk that occurs in both states
because losing confidence in the validity of a transmission, a
message, or a message originator can also compromise the
system’s functioning.

The state diagram is proposed to represent the primary
states and the common transitions. Some specific behaviors or
transitions require a more elaborated logic between states and
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substates. There are cases in which the threat attempt would
be detected, and still, the protection exists and is effective.
However, some protection systems avoid threats without rec-
ognizing attack attempts. Another example of a situation not
detailed in the diagram is when an attack can hit different
targets and present different profiles. This scenario could lead
to controlling part of the threat and keep trying to evaluate
another part. When the harmful state is active with compro-
mising functionality for a while, and the system can detect
the event, the diagram transitions to the control mode state.
However, irreversible harm could have been done, and the
controlling state would deal only with new targets.

The state diagram has limitations. Security states experi-
ence complex transitions and require more depth to cover
various scenarios. Triggers and effects in security states can
compel more elaborate notations. Nonetheless, the level of
detail to increase the coverage of the diagram would affect the
visualization and compromise the understanding aimed at this
article. The intended purpose of Fig. 5 is to support under-
standing of how a system or organization can behave while
facing its threat landscape. As presented in Section V, the
diagram helped define functions, mitigations, and processes.

V. RESILIENCE IN GROUND OPERATION

The security motivation and taxonomy views define which
security control and risk mitigations are necessary. The UAF
security process (Sc-Pr) view addresses how security con-
trols will mitigate risks. Functions, processes, and resources
are aggregated to elaborate the structure and behavior of the
processes. Security resource performers comprise mitigations
and security enclaves. Mitigations can be defined as resource
elements or operational activities. Functions performed by
those security resource performers will perform an Sc-Pr that
implements security controls for protecting enterprise assets
to mitigate expected risks. Different views can describe oper-
ational behavior, structure, and exchanges required to exhibit
capabilities.

The security architecture is often viewed as primarily con-
cerned with safeguarding assets. This involves implementing
security measures that align with established security control
tactics, techniques, and procedures, as well as adhering to
relevant security policies, directives, and limitations. Miti-
gations for operational and resource security can be defined
and implemented to achieve these objectives [39]. Despite the
need to protect various assets, the security architecture must
also provide countermeasures and means to withstand and
learn from events. This section will focus on the UAM ground
scenario to discuss how Sc-Pr supports resilient operations.

A. GROUND SECURITY PROCESSES

The first Sc-Pr diagram (Fig. 6) presents the functions
necessary to perform mitigations. After the security struc-
ture and motivation were clear, security controls were de-
fined to mitigate risks related to the ground operation.
A security control (as the first line of blocks with the
notation <<SecurityControl>>) is a prescribed safeguard
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FIGURE 6. Security processes (Sc-Pr)—functions view.

or countermeasure for an information system to protect
the confidentiality, integrity, and availability of the system
and its information. In this step, the environmental con-
text and the high-level operational concept are considered
to have coherent security controls. In the diagram below,
the security controls are satisfied with one or more miti-
gation elements. Below the <<SecurityControl>> blocks
are the mitigation blocks defined for satisfying the secu-
rity controls. <<ResourceMitigation>> represents a set
of resource performers intended to address specific risks.
< <OperationalMitigation> > represents a set of operational
performers intended to address specific operational risks. In
other words, it is possible to define mitigation based on func-
tion performance or operational activities.

The security control network protection (top left block)
is satisfied by two mitigations: network integrity check and
network protection layer (blocks under network protection).
They are digital resources to enhance network protection.
The purpose of these resources is to protect and monitor the
network, as stated in the security control text. Vehicle system
protection (second block from top left to right) is a security
control requiring two different mitigation types. Like the net-
work protection layer, the <<ResourceMitigation>> vehicle
system protection layer is a digital resource that protects the
vehicle’s interfaces. In addition, an operational mitigation ele-
ment is needed to satisfy the security control completely. The
< <OperationalMitigation> > vehicle integrity check is a set
of elements (personnel, process, and systems) performing an
activity.

Two key functions are common to the security con-
trol and mitigations mentioned above. Avoid intrusion is a
<<Function>> (block on the center-left side) performed
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by the network protection layer and vehicle system protec-
tion layer, two different resource performers. Assure integrity
(block near avoid intrusion) is performed by network integrity
check and vehicle integrity check, a combination of resource
and operational elements. When defining which processes de-
liver the function assure integrity, there are two Sc-Pr and one
security enclave. A <<SecurityEnclave>> block represents
a collection of information systems connected by one or more
internal networks under the control of a single authority and
security policy. The <<SecurityEnclave>> vertiport UAM
network (big block on the left side) is a network for com-
munication and information exchange. Integrity checks must
be planned within the network and can be further detailed
in the resource architecture. Perform vehicle ground security
check (<<SecurityProcess>> block in the center-left side)
is a process to ensure that the vehicle is intact and nothing
is affecting its integrity. Last, the Sc-Pr authorize operation
(block below the perform vehicle ground security check) is
the last integrity check before vehicle takeoff. It represents a
comprehensive vision of the ground operation and is described
in the activity diagram in Section V-B.

The same process of defining functions performed by miti-
gation elements was done for the other security risks. Access
to the vehicle on the vertiport facility is a sensitive aspect of
the security properties on the ground operation. Concerns with
unauthorized access during maintenance or battery recharging
are legitimate, considering how the vehicle is vulnerable to
malicious attacks. The vertiport is expected to settle in urban
areas surrounded by the public and where the space is limited.

Another concern is regarding passengers and the embarking
process. As a single crew, the pilot is exposed and vulner-
able in the vehicle. A pilot or vehicle hijack is not locally
constrained by protecting the crew with a cockpit door. Com-
mercial flights count with airport security barriers, checking
crew, passengers, and luggage through a series of processes
and resources. However, the time spent in the embarking pro-
cess, from when the passenger arrives at the airport to take off,
is long and can take hours. Considering UAM flights are short
(not more than 60 min), it may not be practical, or even accept-
able from the business perspective, to have a long embarking
process. Security and passenger experience must be consid-
ered in the ground operation. Current discussions are taking
place to find a suitable solution for the UAM stakeholders.
Regulatory authorities have yet to decide the ground standards
for vertiport and UAM operations. Suppose authorities apply
a similar approach to helicopter flights, where private trans-
portation does not require passenger or luggage screening.
In that case, it is important to understand the accepted risks
and consequences. Alternatively, loyal passenger programs
are also being discussed in a way to reduce the risk and still
have a more agile embark and attractive transportation service.

The Sc-Pr view is also used to introduce personnel elements
and define which resource (who) is capable of performing
which Sc-Pr (what). The diagram in Fig. 7 shows an ex-
ample of the relationships between Sc-Pr, security enclaves,
organizations, posts, and capabilities. Processes are mapped
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to capabilities supporting the model’s consistency with the
enterprise’s taxonomy.

Relationships within the personnel domain are ex-
plored to represent different organizational levels per-
forming Sc-Pr. Resources like organizations, posts, and
security enclaves perform Sc-Pr. Fig. 7 shows blocks
<<Organization>> and <<Post>> (blocks in the center)
linked to <<SecurityEnclave>> (same blocks defined in
Fig. 6 and presented in Fig. 7). The dotted line with the nota-
tion <<IsCapableToPerform>> shows the resources’ capa-
bility of performing processes. At the organization level, the
<<Organization>> vertiport operator (block in the top cen-
ter in Fig. 7) is composed of posts (staff) and security enclaves
like ground video monitoring and access database. People and
systems are capable of performing Sc-Pr at different hierarchy
levels. For instance, the <<Post>> vertiport security access
manager (block below vertiport operator) is the element re-
sponsible for the processes monitor maintenance area and
monitor charging point area (<<SecurityProcess>> blocks
on both of its sides). Still, two posts are commanded by the
security access manager: ground guard and video surveillance
guard (<<Post>> blocks below vertiport security access
manager). The combination of the entities linked to the men-
tioned Sc-Pr will exhibit the capabilities of physical asset
protection and threat detection (<<Capability>> blocks in
the center). Each post’s responsibilities can be defined in
detail, considering the structure and behavior explored in the
process view. The UAF personnel viewpoint organizes data
about organizations, posts, and responsibilities.

Resource exchange is another essential definition in this
step. Identifying and understanding the exchange between re-
sources is crucial for detailing the process flow of each Sc-Pr.
The security enclave access database can only perform the
Sc-Pr control access in maintenance activities if it receives
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the proper controlled names (RE3 and RE4 on the top right
of Fig. 6) from posts vertiport battery point manager and
vertiport maintenance manager. The definition of the resource
exchange can result in systems requirements, operational per-
formance, or personnel responsibilities.

In the ground scenario, the effort for monitoring and safe-
guarding the environment is more evident. The resources,
functions, and processes focus on protecting the vehicle as the
ultimate sensitive asset. Since the vehicle is on the ground,
the ecosystem’s behavior to secure the operation differs from
during flight, when time is a critical resource. On the ground,
the most critical boundary to avoid unsafe scenarios would
be the flight authorization of an insecure vehicle. Most coun-
termeasures and prevention rely on organizational processes
and people’s behavior. To address this scenario, the process
authorize operation (block on the bottom right in Fig. 6) has
its flow detailed in the following section.

B. GROUND SECURITY PROCESS FLOW

UAF Sc-Pr flow diagram represents the flows within an Sc-
Pr. The security behavior of the architecture can be defined,
including process flows and their security measures of per-
formance. Fig. 8 shows an activity diagram to represent the
behavior of the authorize operation Sc-Pr. The activity dia-
gram describes operational or resource-level processes that
apply (operational level) or implement (resource level) se-
curity controls to assets. In addition, the input and output
for each action are specified consistently with the resource
exchange defined previously.

The core process for authorize operation is represented in
the last column from left to right in the diagram of Fig. 8.
The performer of authorize operation is the post operations
manager (<<Post>> in the header of the last column from
left to right). The activity starts in the initial black dot and
follows the control flow (dotted line) inside the swim lane
allocated to the operation manager. The first actions are re-
lated to context awareness and happen in parallel. Monitor
ground operation, confirm vehicle integrity, and confirm em-
bark integrity (<<OperationalActivityAction>> blocks) are
actions that depend on other performers’ information. The
vertiport UAM network (< <SecurityEnclave>> column left
to operations manager’s column) is a central resource in
this scenario. Its function is to provide operational aware-
ness (<<FunctionAction>> block in the same column) to
the operation manager. Additionally, there is a resource ac-
tion of provide ground network and report threat in the
network (blocks without notation in the same column) per-
formed by the network itself. All other posts perform the
< <FunctionAction> > report any event using the network as
a communication resource.

Some actions are directly related to other Sc-Pr. The alloca-
tion of the elements <<SecurityProcessAction>> into posts
using swim lanes is consistent with the Sc-Pr view in Fig. 7.
The relationship between resources and processes was de-
fined in Fig. 7 with the notation <<IsCapableToPerform>>.
For instance, the <<SecurityProcessAction>> prevent and
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FIGURE 8. Security process flow (Sc-Pr).

manage threat allocated to <<post>> threat prevention and
security manager (bottom right column in Fig. 8) is an action
resulting from the Sc-Pr prevent and manage threat (depicted
in the bottom left of Fig. 7). Last, resource actions (blocks
without notation) are provided by security enclaves, like pro-
vide ground images and provide controlled access list.

The process flow performed by other posts is detailed
in different diagrams. When all processes are defined, the
output and inputs can be specified and called references
among processes. The representation above is a sample of
how different processes are related and dependent on each
other. Using different elements to show the contribution
of other resources in authorize operation was intentional.
<<SecurityProcessAction>> < <FunctionAction>>, and
resource actions are possibilities to explore the behavior of
Sc-Pr flow. Sc-Pr flow can and should be tailored to present
the intended perspective.

The activity diagram of Fig. 8 shows the extent of the
operation awareness necessary to authorize a flight operation.
Without the performance of posts realizing other processes
and reporting events, the integrity of the ground operation
could not be confirmed. Resources (staff and systems) are
working to monitor and control the environment. Identifying
threats is a collective and integrated performance. Using views
with higher abstraction levels helps understand the ecosystem
behavior toward the security goal. In addition, the usage of
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the process flow view includes requirements capture, the def-
inition of roles and responsibilities, support task analysis to
determine training needs, operational planning, and informa-
tion flow analysis.

C. RESILIENT PERFORMANCE ON GROUND

The security architecture elaboration presented at this point,
starting from risk taxonomy (Fig. 2) until the structure and
behavior of security processes (Figs. 6-8), is an iterative and
recursive process. The analysis to achieve and sustain re-
silient performance supports the architecture elaboration. At
the same time, the architecture resources affect the ability to
perform resiliently, enabling and enhancing it in the best case.
Resilient ecosystems are able to respond, monitor, learn, and
anticipate adverse conditions. Additionally, resilience must
be managed, which requires more than just monitoring and
learning about the system. It also involves considering how the
world responds or changes in response to the system’s mod-
ifications and how these responses may impact the changes
made. This recursive form of anticipation is the highest level
of resilience management and must be considered to ensure
optimal outcomes [42]. To address resilience in the ground
operation scenario, the security states of Fig. 5 presented in
Section IV-B were used as a reference to understand how the
UAM ecosystem can avoid undesirable states or transition into
controllable states.
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Two high-level functions are associated with the protective
state in ground operation: avoid intrusion and control access to
the vehicle (< <Function>> blocks on the right and left sides
of Fig. 6). The first means that networks, information systems,
and vehicle systems must be protected against malicious at-
tacks and intrusion attempts. Systems and technologies can
be designed to perform the protection for this case. Resource
architecture details the measures defined for security protec-
tion. The other primary function is related to direct contact
with the vehicle. The vehicle needs physical protection while
on the ground as a physical asset. Sabotaging during main-
tenance, dangerous loads, unauthorized pilots, or malicious
passengers are threats to flight operations. Controlling the
embarking process is a way of controlling vehicle access and
requires luggage and passenger screening, verification of pilot
authorization, and local surveillance.

Monitoring in ground operations is a critical and central
function necessary for evaluating threats. The Sc-Pr and, con-
sequently, the people involved in the ground operation are
organized to monitor and report events effectively and ef-
ficiently. The action monitor system in state vulnerable of
Fig. 5 represents the system’s monitoring capability. Without
monitoring, the system remains vulnerable. The monitoring
performance can also identify and recognize threats in the
ground operation scenario. The human aspect, safety culture,
and organizational culture lead to the monitoring performance
and detection capability. Communication resources like the
vertiport network and process adherence support the mon-
itoring behavior. Another function is associated with the
monitoring effort: assure integrity (< <Function>> block on
the center-right of Fig. 6). When the vehicle performs pre-
flight checks, or the operation’s manager checks the integrity
of other processes, an ultimate effort is made to monitor
the environment and detect possible threats. Therefore, if the
ground monitoring performance is deficient, the evaluation
mode state cannot move to the control mode state and avoid
the harmful state as presented in Fig. 5.

Regarding controlling threats, the ground scenario responds
differently than the flight operation. The ground staff is not as
pressured by time as a pilot during a flight. There is always
a possibility to suspend operations until safety is restored.
The authorize operation process flow demonstrates how the
organization can contain or suppress threats. If the integrity
is not confirmed, the operation is suspended until the mission
can be adapted and restored. The possibility of suspending
the operation gives time to the organization assess the threat
and respond to it safely. The same may not be possible during
the flight. In extreme circumstances, the flight could go to an
emergency state and land as safely as possible.

The prevent and manage threat process (<<Security
Process>> block on the bottom left of Figs. 6 and 7)
supports assessing the threat during operation. An orga-
nized and effective risk prevention and management structure
is the foundation of resilience. Planning is crucial to un-
derstanding risks and responding properly. Monitoring and
assessing is the key to learning about the effects on the
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FIGURE 9. Security traceability matrix.

operation. Monitoring is a capability that is exhibited col-
lectively and depends on staff behavior and culture. Con-
stantly adapting to the changes in the environment and
anticipating them is necessary to reach the outcome de-
sired by this process. Anticipation is only possible if the
system’s behavior is known through monitoring activities
and with the engagement of the people involved in those
activities.

Situation awareness, already addressed in the UAM safety
context [13], is essential for achieving security. As a collec-
tive cognitive process distributed at different enterprise levels,
sharing information about events can improve the response
capacity of the organization. Resilient performance is also
related to nonsecurity events. Learning from actual operation
(work as done) can improve security and safety efficiency and
make opportunities evident. Active management enables the
learning and anticipation capability of the ecosystem. The ac-
tion common to all posts in the activity diagram in Fig. 8 is to
report any event (<<FunctionAction>> elements). Training
people to observe and report all sorts of events, even nonthreat
or harmless events, can improve the capability of monitoring
and provide means to assess opportunities and actual threats.

A system can be considered resilient if it has the abil-
ity to adapt its performance before, during, or after events,
such as alterations, disruptions, and opportunities and, as a
result, maintain necessary functions even in predicted or un-
foreseen circumstances. Security states, in conjunction with
capabilities, provide a reference for analyzing the Sc-Pr cov-
erage and verification in terms of resilience. The abstraction
of capabilities can be refined with the behavior of security
state transitions. The state diagram’s narrative can serve as
a background scenario for defining effective processes. The
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matrix in Fig. 9 shows the security traceability between states,
processes, risks, and capabilities.

The top part of the matrix is how the states relate to capabil-
ities and risks, as explained in Section I'V-D. The relationship
used to trace the states to capabilities is the realization (pink
arrows). Realization is a specialized abstraction relationship
between two sets of classes, used in this case for model
stepwise refinement. States and risks were traced using the al-
locate relationship (blue arrows), a mechanism for associating
elements of different types or hierarchies at an abstract level.
The harmful state is the only tracing to risk element because
it represents the consolidation of all risks. All other states are
associated with detection, protection, response, and recovery
capabilities. Some capabilities from the prevention structure
are not traced to any security state. This gap was significant in
defining the ground processes.

The bottom part of the matrix shows the relationship
among Sc-Pr, capabilities, and risks. Security enclaves exhibit
capabilities (green arrows), while the Sc-Pr is mapped to
capabilities (red arrows). The strong presence during threat
detection and protection is coherent with the ground scenario.
Controlling measures rely on the authorize operation process,
given that monitoring and threat detection were realized. The
prevent and manage threat process was created to combine
field information with proper assessment and support the re-
sponding capability.

Furthermore, as discussed earlier, risk prevention (with
response planning and enablement) and resilience manage-
ment must be performed. The prevent and manage threat
was simplified in the diagram as a single process. However,
it represents an integrated and complex operational process.
The prevent and manage threat process represents the en-
terprise’s mechanism to manage security states and achieve
security goals. Protection, or using the protective path (from
vulnerable to protective state in Fig. 5), can only happen
if the enterprise is constantly monitoring and spending re-
sources to assess threats and avoid them preventively. Using
the evaluation mode state to improve the detection capabil-
ity and learn from threat behavior is driven by the same
mechanism. Likewise, the prevent and manage threat process
enables containment and suppression measures; consequently,
the ability to control threats is possible. Besides, the resources
and process definitions involved in preventing threats, cultural
aspects, and individual behavior must be included if the orga-
nization needs flexibility and constant learning.

The allocation to risks on the bottom represents which pro-
cesses or security enclaves are actively working to avoid or
contingence the risks. Loss of integrity (risk defined in Fig. 2)
is the primary target due to the nature of the ground operation.
The availability can always be affected if the integrity is not
confirmed. However, business interruption is less critical than
ensuring safe operation.

VI. CONCLUSION
RE takes a holistic view of organizational functioning. This
article used the UAF viewpoints to address security and
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resilience in UAM operations. The elaboration of the security
structure started with the risk taxonomy and how the enter-
prise can build its security strategy once the affected assets
are defined. Before integrating the resource architecture, the
security capabilities were discussed and proposed according
to resilience principles. Since UAF does not provide a security
state view, this article proposed a diagram with agnostic secu-
rity states. The second part of this article focused on the UAM
ground operation to define Sc-Pr and process flow. Finally,
resilient performance in the ground operation was discussed
using the security states and traceability matrix.

During the process of determining security controls and
mitigations, the strategy must be comprehensive to address
different scenarios and vulnerabilities. The UAM ecosystem
has multiple service providers and operators sharing spaces
and operational processes. The perspective necessary to define
operational and resource mitigations must include personnel,
infrastructure, and daily operation processes. Vulnerabilities
are inherent to the ecosystem and are not exclusive to digital
or physical systems. Processes and people are also vulnerable
and must be included in the holistic approach.

Regarding the ground scenario, the article demonstrated
that monitoring and controlling the environment is crucial to
protecting assets at the vertiport. The most evident asset is
the vehicle, which is vulnerable and can be the main target
of different malicious attacks. The vehicle is also the most
safety-critical asset that can lead to catastrophic outcomes.
Nonetheless, all the people engaged in the UAM operation
is also a target that can be used to attack the vehicle. The
mitigation and processes must consider the ecosystem as a
complex and integrated environment. The resources used to
convey awareness, like the vertiport network, must consider
the mission of reporting events by the ground staff. The ef-
fectiveness of this behavior will drive the capacity to detect
events and respond efficiently. Functions in the security mit-
igation strategy must be included in the early stages of the
system design.

An organization’s resilience can be assessed by examining
its response, monitoring, learning, and anticipation capabil-
ities. These four fundamental capabilities should be viewed
in combination rather than individually. The integration and
dependency of processes and resources involved in resilient
capabilities were explored using EA views. The resilient per-
formance in ground operation was discussed and proposed
using the security viewpoint. Furthermore, it addressed not
only capabilities to handle threats as disturbances but also
opportunities to learn and constantly adapt. Last, resilience
management was discussed in the UAM ground context, pro-
viding means to plan for productive safety. It is essential to
allow the ecosystem to learn from opportunities instead of
only focusing on protecting assets against threats.

The UAF has accomplished the modeling purpose of
defining UAM security viewpoints. The model was updated
multiple times during the study. Discussions and validations
with experts, iterations, and recursion among views resulted
in the abovementioned diagrams. The success of the modeling
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effort was measured by achieving views with coverage, coher-
ence, and consistency. Moreover, the model has supported the
process elaboration to support UAM’s resilient performance.
Besides, the personnel and operational viewpoints, the UAF
provides a security viewpoint with elements ready to use or
customized according to the modeling effort. The relation-
ships offered by the metamodel can provide a link among
viewpoints and be used for traceability and verification.

Physical and human resources are not the only ways to
address security. To establish robust security measures, ex-
ploring other dimensions of the solution space, such as
doctrine, organization, training, material, leadership and ed-
ucation, personnel, and facilities, is essential. The breadth and
depth of the UAF can be explored according to the model
effort strategy. The following steps on the coverage include
other scenarios like during takeoff, cruise, and landing. In-
flight operations can be explored with different configurations
to focus on the loss of communication and navigation or other
categories of risks.

Regarding the depth of the model, the next steps include
defining measures of security performance, detailing security
enclaves’ structure and connectivity, and specifying resources
concerning technologies and exchanges. The UAF features a
viewpoint called actual resources that accurately represents
tangible assets in real-world operations. Additionally, the
model offers a user-friendly approach to managing complex
and interconnected data. Users can employ various tools, such
as tables, diagrams, hierarchical views, matrices, and relation
maps, to analyze how various enterprise components are in-
terconnected. Finally, the UAF provides a valuable modeling
framework for exploring cross-cutting concerns like security,
safety, and resilience.
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