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Abstract—Millimeter wave (mmWave) and terahertz (THz)
radio access technologies (RAT) are expected to become a
critical part of the future cellular ecosystem providing an abun-
dant amount of bandwidth in areas with high traffic demands.
However, extremely directional antenna radiation patterns that
need to be utilized at both transmit and receive sides of a link
to overcome severe path losses, dynamic blockage of propaga-
tion paths by large static and small dynamic objects, macro-
and micromobility of user equipment (UE) makes provisioning
of reliable service over THz/mmWave RATs an extremely com-
plex task. This challenge is further complicated by the type of
applications envisioned for these systems inherently requiring
guaranteed bitrates at the air interface. This tutorial aims to
introduce a versatile mathematical methodology for assessing
performance reliability improvement algorithms for mmWave
and THz systems. Our methodology accounts for both radio
interface specifics as well as service process of sessions at
mmWave/THz base stations (BS) and is capable of evaluating
the performance of systems with multiconnectivity operation,
resource reservation mechanisms, priorities between multiple
traffic types having different service requirements. The frame-
work is logically separated into two parts: (i) parameterization
part that abstracts the specifics of deployment and radio mecha-
nisms, and (ii) queuing part, accounting for details of the service
process at mmWave/THz BSs. The modular decoupled struc-
ture of the framework allows for further extensions to advanced
service mechanisms in prospective mmWave/THz cellular deploy-
ments while keeping the complexity manageable and thus making
it attractive for system analysts.
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I. INTRODUCTION

AS THE standardization of fifth-generation (5G) New
Radio (NR) technology operating in microwave and

millimeter wave (mmWave) bands is over, the focus of
the research community is shifting towards performance
optimization of these systems for future cellular deploy-
ments [1], [2], [3]. At the same time, seeking for even
more capacity at the air interface, the researchers already
start to entertain the challenge of utilizing terahertz (THz)
frequency band for cellular communications having tens
of even hundreds of GHz of consecutive bandwidth avail-
able [4], [5], [6], [7].

The utilization of mmWave and THz frequency bands
promises to not only bring the extreme capacity to the air
interface enabling novel rate-greedy applications such as vir-
tual reality (VR), augmented reality (AR), and holographic
telepresence but to enable truly multi-service access networks
delivering guarantees to applications sensitive to various
parameters such as delay and throughput [2], [8]. However,
the inherent properties of these bands including the need for
extremely high radiation patterns at both sides of communica-
tions link to compensate for extreme path losses [9], [10], [11],
blockage of propagation paths by large objects such as build-
ings [12], [13], [14] or small dynamic obstacles such as human
bodies and vehicles [15], [16], [17], as well as macro- and
micromobility of user equipment (UE) [18], [19], [20], [21]
may drastically affect the performance of these technologies
frequently leading to either drastic rate degradation or even
outage situations. In fact, the performance of these radio
access networks (RAT), tailored specifically towards service
provisioning in crowded environments with extreme traffic
demands, will suffer most in these conditions. To overcome
these problems, novel mechanisms maintaining the adver-
tised performance are needed. To evaluate the performance
of these mechanisms system-level performance evaluation
methodologies are required.

The system-level performance evaluation of cellular com-
munications systems is conventionally performed utilizing
either a purely mathematical approach or via computer simu-
lations. As discussed in [22], [23], [24] the multi-path propa-
gation and as well as dynamic blockage phenomena drastically
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affect the efficiency of simulation techniques. At the physical
layer, the extreme mmWave and THz propagation sensitivity
to different surfaces naturally call for ray tracing techniques
for precise modeling [25], [26] inducing accuracy-complexity
trade-off [27], [28]. Further, accounting for blockage requires
capturing not only static scenario geometry and tracking UEs
having active sessions but accounting for all of the dynamic
objects in the channel, e.g., humans, vehicles. In these condi-
tions, the utilization of mathematical frameworks may provide
a viable way for the first-order assessment of the novel mech-
anisms improving the performance of mmWave and THz
systems. In doing this, the frameworks proposed in the past
for LTE systems [29], [30] have to be properly extended to
account for specifics of mmWave and THz communications
including highly directional antenna radiation patterns, static
and dynamic blockage, atmospheric attenuation, etc. Notably,
those frameworks have been developed assuming adaptive (full
buffer) traffic patterns inherently adaptive to network state
and thus mainly utilized the elements of stochastic geom-
etry [31], [32], [33]. Contrarily, mmWave and THz RATs,
having extreme capacity at their disposal, are expected to
primarily target applications generating non-elastic/adaptive
traffic and requiring high and guaranteed bitrates at the air
interface and having no or limited application layer adaptation
capabilities [34], [35], [36]. Thus, the performance evaluation
frameworks tailored towards mmWave and THz RATs have to
take into account not only the specifics of the radio part and
stochastic factors related to the randomness of UE locations,
but the traffic service dynamics at BSs by joining the tools of
stochastic geometry and queuing theory.

The goal of this manuscript is to provide a comprehensive
tutorial on mathematical performance analysis of prospec-
tive mmWave and THz RAT deployments supporting non-
elastic/adaptive traffic and implementing advanced capabilities
for improving service reliability at the air interface. To this
aim, we first provide an exhaustive survey of analytically
tractable models of various components utilized for build-
ing the modeling scenarios including deployment, propagation,
antenna, blockage, micromobility, beamsearching, traffic, and
service models for a different system and environmental condi-
tions. We discuss the abstraction levels and parameterization
techniques as well as comment on the potential pitfalls and
applicability of these models to considered RATs. We also
define and evaluate both user-centric and system-centric key
performance indicators (KPI). For non-elastic/adaptive traffic
the former are mainly related to the service reliability and
include the new session drop probability and the ongoing ses-
sion drop probability while the latter is defined in terms of the
ratio of utilized to available resources at BSs and characterizes
the efficiency of resource utilization. More detailed discussion
on these KPIs is provided in Sections VI-A and III.

Then, we introduce the structure of the generic performance
evaluation framework capable of simultaneously capturing
radio part details of mmWave/THz systems as well as traffic
service dynamics at BSs. For flexibility reasons, the con-
tributed framework is divided into two parts: (i) service and
(ii) radio abstraction. Specifically, the latter characterizes the
type of deployment and abstracts the stochastic effects of
radio channel via a separate parameterization part, i.e., UE

locations, blockage, and micromobility, and represents them
via a predefined set of parameters in the form suitable for the
queuing part. The queuing part accepts the probability mass
function (pmf) of the amount of requested resources by arriv-
ing sessions and the temporal intensity of the UE stage changes
induced by blockage and micromobility processes and utilizes
them to produce performance metrics.

The modular structure of the framework allows for the reuse
of its core models for studying various mmWave and THz
deployments characterized by different scenario geometry,
blocker types and their mobility, antenna arrays, micromobility
patterns of applications, network associations, reliability and
rate improvement mechanisms, etc. In addition to the baseline
model having a single traffic type, no priorities, and no reli-
ability improvement mechanisms, we consider in detail more
sophisticated traffic service processes at BSs in incremental
order of complexity, including systems with resource reser-
vation, multiconnectivity, and models with multiple UE types
and priorities. Note that additional models can be built on
top of these, e.g., by uniting multiconnectivity and priorities
and defining additional rules to utilize the former, one could
produce a model of a network segment with multiconnectiv-
ity capabilities servicing more than a single traffic type. In
overall, in this tutorial we provide our readers with building
blocks that can be selected and then combined to form a com-
prehensive performance evaluation framework suitable for a
given deployment type and use-case of mmWave/THz cellular
systems.

Our main contributions are:
• a comprehensive review of analytically tractable mod-

els utilized in system-level mathematical performance
evaluation frameworks targeting mmWave and THz com-
munications systems including deployment, propagation,
antenna, blockage, micromobility, beamsearching, traffic
and service models;

• compound performance evaluation methodology tailored
at evaluating user- and system-centric KPIs of mmWave
and THz communications systems capturing their crit-
ical specifics and consisting of two independent parts
interfaced with each via a predefined set of parameters;

• detailed treatment of several cases of specific ser-
vice processes at BS side (baseline, multiconnectivity,
resource reservation, explicit priorities) as well as exam-
ples of parameterization of the framework.

The rest of the manuscript is organized as follows. First,
in Section II we provide an outlook of state-of-the-art in
5G/6G cellular systems utilizing mmWave and THz band
as well as overview the applications, use-cases, and traffic
specifics. Further, in Section III we review the conventional
stochastic geometry approach to performance evaluation of
cellular systems, discuss its limitations for traffic pattens that
are expected to be inherent for mmWave/THz5G/6G systems
and formulate the basics of joint approach accounting for
radio and service parts simultaneously. In Section IV we
introduce the mathematically tractable models of individual
components of mmWave and THz communications systems.
These models are further combined together in Section V
providing abstraction of the mmWave/THz radio channel
specifics. Queuing-theoretic service models for such systems
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are introduced in Section VI. Finally, conclusions and future
challenges are drawn in the last section.

II. MILLIMETER WAVE AND TERAHERTZ SYSTEMS

In this section, we start by briefly reminding the state-of-the-
art and specifics of mmWave and THz systems that differenti-
ate them from 4G LTE systems operating in microwave band.
Then, we discuss two challenges requiring development of new
mechanisms: (i) reliable communications over mmWave/THz
systems and (ii) support of multiple traffic types in these RATs.
Finally, we provide overview of applicarions, use-cases and
traffic specifics for mmWave/THz cellular systems.

A. 5G NR mmWave Systems

Directional wireless communications in mmWave bands
is one of the most significant novelties introduced in the
fifth-generation (5G) wireless networks. To this aim, 3GPP
and ITU-R presumes the use of the two frequency ranges,
up to 6 GHz (FR1) and higher than 6 GHz (FR2), where
the latter mainly utilizes frequencies in the mmWave band.
MmWave communications at frequencies between 24.25 GHz
and 52.6 GHz allow for data exchange at the rates of several
gigabits per second (Gbps) [37]. To overcome the limitation
of LTE networks, the 3GPP has recently defined NR (New
Radio) technology. NR exploits the mmWave band and sup-
ports new techniques such as massive Multiple Input Multiple
Output (MIMO), flexibility in terms of the frame structure, tar-
get different use cases, and multiple deployment options for
the Radio Access Network (RAN) [38]. Another NR novelty
with respect to LTE is the support for ultra-low latency com-
munications at the air interface to target the sub-1 ms latency
requirement.

The initial phase of the standardization process for mmWave
NR was finished in 2018 and resulted in the first NR release,
Release 15, standardized by 3GPP, where the support of
mmWave band was limited to non-stand-alone (NSA) oper-
ation. Since that, the evolution of 5G New Radio (NR) has
progressed swiftly. Release 16 was completed in early July
2020. The most notable enhancements to the existing features
in Release 16 lie in the areas of MIMO design and beam-
forming enhancements, dynamic spectrum sharing (DSS), dual
connectivity (DC), carrier aggregation (CA), and user equip-
ment (UE) power saving functions [39]. Also, in July 2020,
3GPP 5G Release 15 and 16 were formally endorsed as ITU
IMT-2020 5G standard [40]. In addition to the utilization of
sub-6GHz spectrum, Release 16 also enables stand-alone (SA)
mmWave band operation.

Release 17 will introduce new features for the three main
use-case families: (i) enhanced mobile broadband (eMBB),
(ii) ultra-reliable low latency communications (URLLC), and
(iii) massive machine-type communications (mMTC). The pur-
pose is to support the expected growth in mobile-data traffic
and customize NR for automotive, logistics, public safety,
media, and manufacturing use cases. Some of the new func-
tionalities added in Release 17 are, for instance, extended NR
frequency range to allow exploitation of more spectrum, uti-
lization of the 60 GHz unlicensed band via CA functionality,

the definition of new OFDM numerology and channel access
mechanism, anything reality (XR) evaluations to support
various forms of AR/VR, support of reduced-capability NR
UEs for mMTC.

Nowadays, 3GPP has also started to plan Release 18 and
beyond. To enable large-scale mmWave network deployment,
the research community still faces significant challenges,
such as massive MIMO beamforming for outdoor and indoor
coverage, cost-effective deployment solutions, seamless mobil-
ity with effective beam management, network and device
energy efficiency, mobile device complexity, enabling bands
higher than 52.6 GHz, etc. In addition to the existing chal-
lenges, there are numerous new emerging use cases for
5G mmWave NR, such as uplink-centric traffic, real-time
immersive communications, positioning for IIOT, sensing.
Some other notable challenges to solve are outlined in the
pre-Release 18 presentation [41]. They include NR sidelink
enhancements related to the use of unlicensed bands, power
saving, relay enchantments and co-existence with LTE V2X
and NR V2X technologies. Non-Terrestrial Networks evolu-
tion, including both NR and IoT aspects, together with the
evolution for broadcast and multicast services, including both
LTE based 5G broadcast and NR MBS (Multicast Broadcast
Services), are also targeted.

For both microwave and millimeter wave bands NR pro-
vides flexible resource allocations by utilizing different sets
of the so-called numerologies defining the flexible time and
bandwidth allocation unit for efficient operation over large
bandwidth [42]. On top of this, NR received significant
enhancements as compared to LTE with respect to the initial
access phase, synchronization mechanism, channel modula-
tion and coding, etc. For an in-depth description of NR
radio interface, we refer to specialized two recent mono-
graphs [43], [44]. For physical channel models, NR design
considerations, antenna constructions, and link-budget calcu-
lation we also refer our readers to an excellent survey paper
in [45].

B. 6G THz Systems

Terahertz (THz) communications systems utilizing the range
of frequencies from 100 GHz up until 3 THz are seen as a
key technology for 6G wireless systems to meet the demands
for extremely high data rates and ultra-low end-to-end latency
in the next decade [47]. However, there are still significant
limitations in the ability to efficiently and flexibly handle the
enormous amount of QoS/QoE-compliant data. This data will
be exchanged in a future Big-data-driven society, along with
the requirements of ultra-high data rates and near-zero latency.
Thus, terabit-per-second wireless communication and the sup-
port of backhaul network infrastructure are expected to be
the leading technological trends over the next ten years and
beyond [48].

The standardization process of THz cellular air interface is
still in its infancy. Nevertheless, the standardization process
of future wireless communication systems in THz bands had
already been initiated by the Interest Group on THz com-
munication under the IEEE 802.15 umbrella in early 2008.



MOLTCHANOV et al.: TUTORIAL ON MATHEMATICAL MODELING OF 5G/6G mmWave AND THz CELLULAR SYSTEMS 1075

Fig. 1. Effects of environmental and system parameters in mmWave/THz channel performance [46].

By 2013, the IEEE 802.15 WPAN Task Group3-D 100 Gbit/s
Wireless (TG 3d 100 G) was established to create a 100 Gbit/s
wireless communications standard in the 275-325 GHz band.
As a result of this group’s work, the IEEE 802.15.3d-2017
wireless standard [49], operating in the 300 GHz band, was
formally approved and published in fall 2017 [4].

The standard includes a new physical layer based on IEEE
802.15.3-2016, MAC based on IEEE 802.15.3e-2017, 8 dif-
ferent channels with bandwidth multiples of 2.16 GHz to
69.12 GHz. It also allows for multiple modulation and coding
schemes. The standard covers applications of THz communi-
cation systems such as kiosk loading, wireless backhauling
and fronthauling, in-device communications, and wireless
channels in data centers. The Application Requirements doc-
ument within IEEE 802.15.3d also defines use-cases and
system performance and functionality requirements for the
application-based approach. The standard also supports sin-
gle carrier mode and OOK mode at the physical layer.
In addition, the Channel Modeling Document summarizes
channel propagation characteristics for target scenarios and
proposes application-based channel models highlighting that
propagation losses are much heavily affected by atmospheric
absorption as compared to mmWave band [50]. Future steps
for the standard should investigate interference in the bands
defined by the ITU-R for use by applications such as radio
astronomy, Earth exploration satellites, and space research
services.

THz bands allow high-speed data transmission of up to
100 Gbps for short-range communications. However, system
designers still face numerous challenges such as channel
modeling, transceiver design, antenna design, signal pro-
cessing, upper layer protocols, macro- and micro-mobility
implications, and security. These challenges are expected to
be explored within 3GPP over the next decade to specify a
new air interface technology for 6G cellular systems.

C. mmWave/THz Design Challenges

1) mmWave/THz Propagation Challenges: In addition to
the advantages, the use of mmWave/THz brings a num-
ber of problems stemming from the frequency band in use.
The reason lies in the specific characteristics of radio wave
propagation including high propagation losses, atmospheric
and rain absorption, low diffraction, higher scattering due to

TABLE I
IMPACT OF ENVIRONMENT ON MMWAVE PROPAGATION [46]

the roughness of materials, high penetration losses through
objects. However, many of these disadvantages can be effec-
tively solved, which will allow the use of a new frequency
spectrum for 5G communication networks.

First, according to the standard Friis propagation model, an
increase in carrier frequency leads to a significant increase in
propagation losses [51], [52]. Increasing the carrier frequency
by an order of magnitude increases propagation losses by
20 dB, which can be effectively offset by the means of beam-
forming. This effect is illustrated in Fig. 1(a) as a function of
distance for a given set of antenna array elements. Note that
the use of antenna arrays also makes it possible to significantly
increase the potential coverage area of one BS.

The additional component in signal attenuation is caused by
absorption in the atmosphere [53], [54]. The main components
responsible for absorption in the considered frequency range
are oxygen and water vapor. The absorption data for mmWave
and THz bands are shown in Fig. 1(b). The absorption by
oxygen is exceptionally high reaching 15 dB/km at 60 GHz
frequency [55]. However, in general, absorption is insignifi-
cant both for indoor communications and for urban cellular
deployments, where the distance between BSs is limited to a
few hundred of meters. Furthermore, to some extent, this kind
of absorption is beneficial since it allows you to reduce the
interference from BSs utilizing the same frequency channel.

Additionally, effects of weather conditions on the prop-
agation of millimeter waves are fairly well investigated so
far [56], see Table I. The most significant influence is exerted
by foliage, in the presence of which in the channel, the mag-
nitude of the signal drop reaches 2 dB/m. Losses caused
by heavy snow, fog and clouds are quite insignificant (less
than 1 dB/km). Rain usually has an additional attenuation
of about 10 dB/km, which can seriously affect the wireless
channel performance, which is illustrated in Fig. 1(c). High
directionality partially addresses this problem.
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Finally, mmWave/THz bands are characterized by much
smaller diffraction as compared to microwave frequencies,
leading to the frequent blockage situations induced by large
static objects in the channel such as buildings [57], and
mobile entities such as vehicles and humans [58], [58], [59].
Particularly, dynamic blockage introduces additional losses of
about 15-40 dB [60], [61]. The received signal power degra-
dation caused by a human body blockage of the line-of-sight
(LoS) path is demonstrated further in Fig. 7, in Section IV,
where we discuss blockage modeling principles. Notably, the
signal power drop is quite sharp, taking about 20-100 millisec-
onds. Blockage duration depends on the density of dynamic
blockers and their speed and can take longer than 100 ms [24].
It should be noted that when there is no LoS path, the use
of reflected signal paths may not provide sufficient signal
power. For example, reflection from rough surfaces, such as
concrete or bricks, may attenuate mmWave/THz signal by
40-80 dB [62].

The extreme propagation losses in mmWave/THz bands
increasing as a power function of the frequency naturally call
for massive antenna arrays featuring tens and even hundreds of
elements [11], [63]. These arrays will operate in a beamform-
ing regime [64] and be capable of creating very directional
radiation patterns with the half-power beamwidth (HPBW)
values reaching few degrees for mmWave systems down to
a fraction of degree for THz links [65], [66]. The later fea-
ture is vital for mmWave/THz communications systems not
only allowing to overcome severe path losses but ensuring an
almost interference free environment even for extreme deploy-
ment density of base stations (BS) [67]. However, as a side
effect, these high directivities bring additional challenges. First
of all, they lead to large beamforming codebooks, especially
for THz systems, drastically increasing the beamsearching
time. Secondly, in THz communications systems, in addition to
macromobility, micromobility manifesting itself in fast UE dis-
placements and rotations have to be considered [20], [68], [69].
This phenomenon happens during the communications process
may cause frequent misalignments of the highly-directional
THz beams, resulting in fluctuations of the channel capacity
and outages [70].

2) Reliable Communications and Session Continuity: As
opposed to previous generations of cellular systems, mmWave
and THz RAT in 5G/6G systems will mostly target bandwidth-
greedy new applications such as VR/AR, uncompressed video,
holographic telepresence, and multimedia-rich extended real-
ity (XR) services [34], [71], [72]. For such systems, not
only uninterrupted network connectivity, but other quality
of service (QoS) parameters such as guaranteed bitrate and
latency become critical. Thus, we now proceed to discuss
approaches recently proposed for improving session continuity
in mmWave/THz systems.

The blockage events in mmWave/THz systems may lead to
two principally different effects. When the signal-to-noise plus
interference ratio (SINR) falls below a predefined threshold,
the UE suffers from outage conditions. The outage probabil-
ity depends on many system parameters including propagation
conditions, receiver sensitivity, utilized power, as well as
antenna arrays at both BS and UE. The effect of micromobility

is similar in nature and is heavily affected by the type of
application utilizing the wireless channel [20]. To ensure
uninterrupted service in mmWave/THz deployments, one may
utilize multiconnectivity operation standardized by 3GPP [73].
According to it, UE is capable of maintaining multiple con-
nections with the nearest BSs within the same RAT. These
connections can be utilized for data transmission simulta-
neously. Even when only one of these connections may be
utilized at a time, the packet flow can be rerouted to the backup
connection should the current link experience outage condi-
tions. However, the efficient use of this technique inherently
requires dense deployments that may not be available at early
phases of mmWave/THz systems rollouts.

Vendors and standardization bodies also consider the sup-
port of multiple RATs at the UE via multi-band multiconnec-
tivity option [74]. This approach addresses the outage problem
by timely rerouting traffic to the backup connection when the
currently active link becomes unusable. However, the inherent
rate mismatch between RATs utilized in future 5G/6G deploy-
ments, especially, between mmWave/THz and LTE interfaces,
may render this capability useless in practical use cases.
Moreover, recall that the outage events caused by micromobil-
ity and blockage by small dynamic objects such as human or
vehicle bodies are characterized by a rather short duration and
high frequency [19], [24], [75]. Thus, the resulting traffic that
needs to be supported at lower rate interfaces is expected to be
bursty in nature. These occasional traffic spikes caused by high
bitrate sessions temporarily offloaded onto lower rate interface
may negatively affect the service performance of other sessions
and also lead to inefficient resource utilization of the corre-
sponding BSs. As a result, traffic protection strategies might
be required.

The blockage may not lead to an outage when the SINR
still remains higher than the one associated with the low-
est possible MCS. In this case, even though the connection
is not lost the amount of resources required to maintain the
required bitrate increases drastically. To address this case, the
authors in [76] suggested the use of the resource reserva-
tion technique. According to it, a fraction of BS resources
is reserved for sessions that are accepted for service ensur-
ing that there is a surplus of resources for them when their
state changes from non-blocked to blocked. This approach is
fully localized at the BS and thus can be utilized at the early
rollouts of mmWave/THz RATs when the network density is
insufficient to efficiently utilize multiconnectivity operation.
Furthermore, it does not require maintaining active connec-
tions to more than a single BS reducing the complexity of the
UE implementation. However, by joining this technique with
multiconnectivity one may attain additional gain in terms of
session service performance [77].

3) Traffic Coexistence: Modern cellular systems are being
developed having multiple types of traffic in mind with dras-
tically different service requirements. As an example, the
NR radio interface is expected to support at least two traf-
fic types [43], [74]. At one extreme, there is eMBB service
which is an extension of the broadband access provided
in 4G LTE technology having similar service requirements.
In industrial automation scenarios, 5G NR is also expected
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to enable specific services, such as positioning, clock syn-
chronization, joint tasks execution. All these applications are
characterized by extreme latency and reliability requirements
and need to be supported via URLLC service. This implies
that future BSs need to support a mixture of traffic with
drastically different service requirements at the air interface.
Mechanisms for supporting eMBB or URLLC in isolation are
current the focus of ongoing studies, see, e.g., [76], [78], [79]
for eMBB and [80], [81], [82] for URLLC. Their joint
support, however, requires advanced techniques at the
BS side.

There have been two principally different approaches for
enabling the coexistence of eMBB and URLLC at the air
interface. The first one implies the use of smart schedul-
ing techniques. This approach has been taken in [83] to
formalize the optimization problem of joint scheduling of
these services. While discussing their results, the authors con-
cluded that the major impact is produced by the minimum
scheduling interval utilized by the technology in question.
To alleviate this limitation, several studies suggested the use
of the non-orthogonal multiple access (NOMA) technique,
e.g., [84], [85], [86]. According to NOMA, properly encoded
URLLC transmissions can be superimposed on top of already
scheduled eMBB traffic and the message content can be
restored at the receiving end. While this approach may indeed
drastically reduce the latency, the reliability of communica-
tions still remains a challenging problem. On top of this, the
intended UEs need to be always awake to receive the intended
transmissions.

An alternative approach is based on explicit resource allo-
cation and prioritization techniques. When the minimum
scheduling interval allows for satisfying latency constraints,
one may utilize, e.g., network slicing techniques at the air
interface to explicitly allocate a part of resources to URLLC
traffic [87], [88], [89]. However, as a load of URLLC
traffic may not be known in advance this approach may
result in inefficient use of resources. A viable alternative
is to utilize priorities between traffic flows as illustrated
in [90], [91]. Compared to the resource reservation technique,
this approach does not suffer from resource utilization problem
but may lead to reduced service performance of eMBB
flows.

D. 5G/6G Services, Use-Cases, and Traffic Specifics

1) 5G/6G Services: The advent of 5G/6G cellular systems
could radically improve the customer experience, but it poses
new challenges for network operators, device manufacturers,
and telecommunications infrastructure: (i) UEs will require
redesign or upgrades to ensure that they properly meet the
higher data rates and power requirements, (ii) UEs may
become more sophisticated to meet consumer expectations for
small and miniaturized devices, thus, reliability and minia-
turization of component technology will become a necessity,
(iii) higher data transfer rates will mean higher device tem-
peratures, which will cause performance and safety issues and
will require more efficient power utilization and longer battery
lifetime.

5G addresses the challenges of latency, power consumption,
hardware complexity, bandwidth, and reliability. For exam-
ple, the challenges of requiring eMBB and URLLC are being
addressed with 5G networking technologies. In contrast, future
6G technology will be developed in a holistic manner to jointly
meet extremely demanding network requirements (e.g., ultra-
high reliability, capacity, efficiency, and low latency) given
the projected economic, social, technological, and environ-
mental context by 2030. To this aim, below, we present the
characteristics and anticipated requirements of use cases that,
because of their generality and complementarity, are believed
to represent future 6G services. For similar outlook of 5G
requirements we refer to ITU-R M.2410 [92] and also for the
assessment of the current evolution of 5G systems provided
in recent studies, e.g., [93], [94].

KPIs for analyzing and evaluating 6G wireless networks
include high growth in peak data rates, data rates, traffic
throughput, connection density, latency and mobility, as well
as the use of additional spectrum and energy efficiency, and
presents the following requirements [95]:

• the user peak data rate is not less than 1 Tbit/s, which
is 100 times higher than that of 5G; for some scenar-
ios, such as backhaul and direct transmission in THz
band (x-haul), the peak data rate is expected to reach
10 Tbit/s;

• the user data rate is 1 Gbps, which is 10 times faster
than 5G; it is also expected to provide data rates of up
to 10 Gbps for some scenarios such as indoor access;

• delay at the air interface is expected to be 10-100 μs
at high mobility speeds reaching 1000 km/h – this will
provide acceptable QoE for scenarios such as hyper-high-
speed railway (HSR) and aviation systems;

• the number of connections is ten times higher than that
of 5G – this will allow achieving up to 102 devices/km2

and zone throughput up to 1 Gb/s/m2 for scenarios such
in highly crowded conditions;

• energy efficiency is expected to be 10-100 times and
spectral efficiency – 5-10 times higher than 5G.

Mobile Internet and Internet of Everything (IoE) are con-
sidered to constitute a powerful platform for the development
of 6G to support holographic and high-precision communica-
tion, tactile applications to provide a full sensory experience
(such as sight, hearing, smell, taste and touch). Achieving
these factors requires processing very large amounts of data in
near real-time with extremely high throughput (approximately
Tb/s) and low latency. In addition, 6G wireless networks
will provide [95]: (i) support of ultra high definition (SHD)
and ultra high definition (EHD) video with ultra high band-
width, (ii) guaranteed connection with extremely low latency
(approximately 10 μs) for the industrial Internet, (iii) sup-
port for the IoT of nano-things through intelligent wearable
devices provided by implantable nano-devices and ultra-low-
power nanosensors (on the order of picowatts, nanowatts and
microwatts), (iv) support for space and underwater communi-
cations to expand the boundaries of human activity to make
space travel and explore hard-to-reach sea depths, (v) setting
up uniform service in new scenarios and applications such as
ultra high speed rail (HSR), (vi) significantly improved vertical
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Fig. 2. Illustration of typical applications in 6G [95].

TABLE II
THE NETWORK FEATURES OF 5G/6G SYSTEMS [95]

5G applications such as the massive Internet of Things (IoT)
and fully autonomous vehicles.

Therefore, the typical scenarios are shown in Fig. 2
and in Table II (ELPC – extremely low-power communica-
tions, FeMBB – further-enhanced mobile broadband, LDHMC

– long-distance and high-mobility communications, NFV
– network function virtualization, SDN – software-defined
networking, UHD – ultra-high definition, umMTC – ultra-
massive machine-type communications, V2X – vehicle to
everything; LDPC – low-density parity check codes) should
be supported in 6G networks. 6G technology extends eMBB,
URLLC, and mMTC services further to their extremes simul-
taneously introducing new edges to the baseline 5G service
triangle with long distance, extremely high-speed, and ultra
low power communications.

2) (F)eMBB Use-Cases and Applications: In this work, we
will mainly focus on eMBB services for 5G networks and
FeMBB services for 6G systems. These services will have to
provide both higher bandwidth as compared to 4G systems in
densely populated areas and expanded coverage for those on
the move. Next, we will define the main use-cases of (F)eMBB
services for current 5G and future 6G networks. Three typical
use-cases for 5G eMBB service are:

1) Enhancing the Fan Experience: This is an example of
public places such as stadiums and arenas, where thou-
sands of fans simultaneously connect to the Internet
and share their experiences using apps on their mobile
devices. In this case, the demand for connection and
more bandwidth grows exponentially. With situations
like this, eMBB can handle and provide users with
improved broadband access in densely populated areas.
Enhanced video capabilities combined with improved
network bandwidth can provide fans with real-time
mobile access. It will also allow fans to upload videos
of their stadium experiences to social media in real time
and share them outside of the stadium.

2) Smart/Safe Cities: eMMBs can improve security by
placing AR/VR-enabled video devices in strategic loca-
tions that were previously not possible with legacy
4G technology. Traffic flow monitoring and instant AI
analysis views can save the seconds needed to send
paramedics to the scene of a car accident. Police
services, tow trucks, and other service vehicles, also
unmanned aerial vehicles, may be dispatched earlier at
the same time. This will allow to quickly eliminate the
violation and restore normal traffic flow. Traffic signals
can be linked to the flow of cars to eliminate traffic jams
on the street.

3) An Untethered Virtual Experience: The eMBB will sup-
port the key functions of our day-to-day work – and
it will do so wirelessly. From people who use cloud
applications while commuting to work, employees who
communicate with the office, to an entire smart office
where all devices are connected wirelessly, 5G will
connect and make our work easier.

We will now proceed by presenting the overview of the
eMMB service application for 6G networks. For such services,
we highlight the following main applications (see Fig. 2 and
Table II): Holographic Verticals and Society, Tactile/Haptic
Internet, Full-Sensory Digital Sensing and Reality:

1) Holographic Verticals and Society: Holographic com-
munication is the next evolution in multimedia, deliv-
ering 3D images from one or more sources to one or



MOLTCHANOV et al.: TUTORIAL ON MATHEMATICAL MODELING OF 5G/6G mmWave AND THz CELLULAR SYSTEMS 1079

more destinations, providing an immersive 3D expe-
rience for the end user. The possibility of interactive
holography on the Web will require a combination of
very high data rates and ultra-low latency. The first arises
from the fact that the hologram is composed of sev-
eral three-dimensional images, and the second is based
on the fact that parallax is added so that the user can
interact with the image, which also changes depend-
ing on the position of the viewer. This is essential
for providing an immersive 3D user experience [96].
Note that there are significant problems in the imple-
mentation of holographic communications, especially,
in connection with their widespread use. These prob-
lems arise at all stages of holographic video systems
and extend from signal generation to display. As far
as we know, there are no standards for how to trans-
fer data to a display. Recording digital holograms is
another problem, as specialized optical installations may
be required. Computer-generated holograms require sig-
nificant computational resources compared to classical
image rendering due to the many-to-many relationship
between the source and hologram pixels. The high bit
rates required do not take advantage of established com-
pression methods such as the Joint Photographic Experts
Group (JPEG)/Moving Image Experts Group (MPEG)
since the statistical properties of holographic signals are
very different from video images.

2) Tactile/Haptic Internet: After using holographic
communication to transmit a virtual vision of people
close to real species, events, the environment, it will
be very convenient to remotely exchange physical
interaction via the tactile Internet in real time. Many
applications fall into this category. Consider the
following examples [96]:
• Robotization and Industrial Automation: We are on

the cusp of a revolution in manufacturing, driv-
ing networks that facilitate communication between
people and between people and machines in Cyber
Physical Systems (CPS). This so-called Industry
4.0 vision enables the development of new appli-
cations. This approach requires communication
between large connected systems without the need
for human intervention. Remote production con-
trol is based on the management and control of
industrial systems in real time. Robotics will need
guaranteed real-time control to avoid oscillatory
motion. Advanced robotics scenarios in manufac-
turing require a maximum target latency of 100 μs
and a round trip time of 1 ms. Human operators
can control remote machines using virtual reality or
holographic communication, and are assisted by tac-
tile sensors, which can also include triggering and
control through kinesthetic feedback;

• Autonomous driving: Through communication and
coordination between vehicles (V2V) or between
vehicles and infrastructure (V2I), autonomous driv-
ing can lead to a significant reduction in road acci-
dents and congestion. However, collision avoidance

and remote driving will likely require a delay of the
order of a few milliseconds.

3) 5G/6G Traffic Specifics: Performance assessment of 4G
and older cellular systems is conventionally assessed by uti-
lizing the stochastic geometry [31], [32], [33]. The rationale
is that those systems mainly target adaptive applications with
appropriate transport layer (via TCP rate feedback) or applica-
tion layer (via application layer rate control) adaptivity to con-
stantly changing the wireless channel and available resources
conditions. Contrarily, current 5G and future 6G systems
primarily target non-elastic/adaptive traffic rate-greedy with
limited adaptation capabilities such as VR/AR, tactile Internet,
holographic telepresence, etc, [34], [71], [72].

In our paper we mainly concentrate on non-elastic/adaptive
applications that may not tolerate outage and rate degrada-
tion. The principal difference compared to elastic/adaptive
traffic is that these sessions require time-varying amount
of resources in spontaneously changing channel conditions,
especially, under blockage and micromobility impairments.
As a result, new approaches that are capable of accounting
for channel conditions and resource allocations need to be
developed.

III. MODELING PRINCIPLES OF THZ/MMWAVE SYSTEMS

In this section, we briefly overview the basic principles of
stochastic geometry analysis of cellular systems that is still uti-
lized as one of the tools for radio part characterization in joint
new frameworks suitable for mmWave/THz systems. Then, we
proceed by assessing the current state-of-the-art in queuing
models providing the abstraction of dynamic resource alloca-
tion at mmWave/THz BSs. Finally, we briefly sketch the basic
principles of the new frameworks required for performance
assessment of non-elastic/adaptive applications.

A. Stochastic Geometry Approach

1) Random Variable Transformation Technique: Stochastic
geometry operates with random events in two- or three-
dimensional space representing locations of BSs and UEs. To
this aim, it utilizes spatial point processes (Poisson, Matern,
etc.), as well as random graphs and spatial tessellations (for
example, Dirichlet tessellations leading to Voronoi cells) to
simulate BS service areas. The main probability theory tool
the stochastic geometry is based upon is the functional trans-
formation of random variables (RV). Recall, that given the
joint probability density function (pdf) wn(x1, . . . , xn ) of RVs
{ψ1, . . . , ψn} and Jacobian of functional transformation from
{ψ1, . . . , ψn} to {ν1, . . . , νn},

J =
∂(x1, . . . , xn )

∂(y1, . . . , yn )
=

∣
∣
∣
∣
∣
∣
∣
∣

∂x1
∂y1

· · · ∂x1
∂yn

... · · · ...
∂xn
∂y1

· · · ∂xn
∂yn

.

∣
∣
∣
∣
∣
∣
∣
∣

, (1)

then the sought joint pdf is given by [97], [98]

Wn (y1, . . . , yn ) =
∑

k

wn(x1k , . . . , xnk )|J |, (2)

where xik = (y1, . . . , yn ), i = 1, 2, . . . ,n , is k-th branch of
inverse function.
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When in the original set of RVs we have m < n , i.e.,
{ν1, . . . , νm}, then the system (2) must be supplemented with
m − n RVs νj = ψj , j = m + 1, . . . ,n . Then, the joint pdf
is obtained by integrating over the variables ym+1, . . . , yn as

Wn (y1, . . . , ym ) =

∫

· · ·
∫
∑

k

wn (x1k , . . . , xnk )×

× |J |dym+1 · · · dyn . (3)

For example, the distance from a random point to the i-
th neighbor in the Poisson field of BSs obeys the Gamma
distribution with a pdf [99]

fi (x ) =
2(πλ)i

(i − 1)!
x2i−1e−πλx2

, x > 0, i = 1, 2, . . . (4)

Now, one can determine the received power from the near-
est UE by utilizing the model of the i-th BS at the receiver by
applying the propagation model in the form P(x ) = Ax−ζ ,
where x is the distance between the receiver and the trans-
mitter, ζ is the attenuation constant, A – a constant that
depends on the properties of the transmitter, receiver and
carrier frequency. Specifically, the inverse function and the
modulus of its derivative are

G(y) = P−1(x ) =
( y

A

)−1/ζ
, G ′(y) =

( y
A

)− 1
ζ
−1

Aζ
. (5)

Thus, by applying (2) the received power from the i-th BS
can be written as

fi (y) =
2(πλ)i

(i − 1)!

( y

A

)−(2i−1)/ζ
e−πλ( y

A )
−2/ζ

×

×
( y
A

)− 1
ζ
−1

Aζ
, y > 0, i = 1, 2, . . . (6)

For fairly simple scenarios, for example, the triangle sce-
nario with one receiver-transmitter pair and one source of
interference, considered in, e.g., [98], or for a part of cel-
lular network with six sources of interference, considered
in [100], or in indoor premises, also with a limited num-
ber of interference sources, see [101], the use of this method
allows you to obtain pdfs of basic characteristics of commu-
nication channels, such as signal-to-interference ratio (SIR),
SINR, spectral efficiency, and data rate. However, such simple
stochastic geometry models become more complicated in the
case of UEs movement as shown e.g., [102], [103] or when the
number of interference sources is RV itself, [67], [104], [105].

2) Random Field of Interferers: In those cases, where
the number of interference sources is a RV, the use of the
transformation of RVs does not allow obtaining closed-form
expressions for the metric of interest. Consider the example
where BSs operating at the same frequency are distributed
according to the Poisson process over the plane with some
intensity λ. The UEs associated with the BSs are located at
a fixed distance from the receivers, r0. Consider some ran-
domly selected receiver and some metric, e.g., SIR, that can
be written as S (x ) = C0

C1+I , where C0 is a constant that deter-
mines the level of the received power from BS located at a
fixed distance r0 from the receiver, C1 is a constant that takes

into account transmission and reception losses, I is the total
interference from the field of interference sources,

I = C2

∞∑

i=1

R
−ζ
i , (7)

where C2 is a constant that takes into account the transmit and
receive gains, ζ is a path loss exponent, Ri is the distance from
the interfering BS to UE.

In the considered scenario, Ri are RVs whose distribu-
tions obey the generalized Gamma distribution in (4). Using
the RV transformation technique one may determine pdf of
the interference from any i-th BS. However, the aggregate
interference is a random sum of RVs, where each compo-
nent has its own distributions. In this case, one may utilize
the Campbell’s theorem [106], to obtain the moments of
interference as

E [I n ] =

∫ D

rB

(

C2r
−ζ
)n

2λπrdr , (8)

where rB is the minimum distance from the UE, where
interfering BS might be located, D is the maximum distance,
where interference is non-negligible, 2λπr is the proba-
bility that there is interfering BS at the dr increment of
circumference.

The result in (8) can be extended to accommodate LoS
blockages, antenna directivity, 3D deployments, random BS
and UE heights, and non-Poisson distribution of BSs, etc. as
shown in [67], [104], [105].

Further, to obtain estimates of the moments of the SIR,
SINR, spectral efficiency, and data rate, one may again uti-
lize RV transformation technique. Consider as an example SIR
function. In the absence of pdf of aggregate interference, one
can use the expansion of the sought functions in a Taylor series
around the mean of I, as shown in, e.g., [67]. Particularly, for
the mean value of the RV Y = g(X ), where X is a RV with
mean value and variance μX and σ2X , we have

E [Y ] = g(μX ) +
g ′′(μX )

2
σ2X ,

σ2[Y ] =
[

g ′(μX )
]2
σ2X − 1

4

[

f ′′(μX )σ2X

]2
. (9)

Note that the obtained moments can be further utilized to
construct probabilistic bounds on the considered metrics of
interest by applying, e.g., Markov, Chebyshev, and Hoeffding
inequalities [107]. As an alternative, one may also utilize
Laplace-Stieltjes transform technique to get transforms of SIR,
SINR, and rate metrics. However, these transforms can rarely
be converted back to the RV domain.

3) Rate Approximations: Stochastic geometry can also be
used to estimate the rate provided to UEs in the presence of
competing users. However, for such an assessment, one needs
to make additional assumptions about the resource allocation
between UEs. Assume, for example, that in the BS service
area of radius R there the number of active UEs are distributed
according to Poisson’s distribution with the parameter λπR2,
where λ is the density of users per squared meter. Let us also
assume that the location of each user is uniformly distributed
in the BS coverage area, and the available frequency band, B,
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is evenly distributed among UEs. This scenario corresponds to
the deployment of BSs in the Poisson field of active UEs with
the intensity λ. In this deployment, the bandwidth available
to a UE additionally “thrown” into the service area of BS is
provided by B/i with Poisson probability

pi =

(

λπR2
)i

i !
e−λπR2

, i = 1, 2, . . . , (10)

while the achieved rate in the presence of i competing users
can be determined by transforming a RV describing the dis-
tance from the user to the BS, fX (x ) = 2x/R2, x > 0,
according to the Shannon rate, i.e.,

Ci =
B

i
log2 [1 + S (x )], i = 1, 2, . . . , (11)

where S(x) is the SNR at a distance x from the BS. The final
result can be obtained by summing up the rates corresponding
to i users in the service area, weighted by the coefficients (10).

4) Limitations of Stochastic Geometry: Note that the con-
sidered scenario can be extended to the case of resource
allocations between competing UEs. For example, max-min
resource sharing, which equalizes user speeds, or proportional
sharing, which gives priority to users who are in more favor-
able conditions, can be obtained by introducing additional
weighting factors, see, e.g., [108], [109]. It is also possible
to extend it further to the α-weighted priority, where the oper-
ator has the ability to control the sharing of speeds between
users, as shown in [110]. Although in our work we mainly con-
centrate on non-elastic/adaptive traffic, we sketch the analysis
for such adaptive type of traffic with mmWave/THz specifics
in Section VI-H, while systems with elastic traffic are briefly
outlined in Section VI-I.

The stochastic geometry approach is still inherently lim-
ited to the case of elastic full-buffer traffic, where UE always
have an infinite amount of data to transmit and may adapt its
transmission rate to the current wireless channel and system
conditions (i.e., number of active UEs). In the context of
mmWave/THz systems, this approach is also not suitable for
capturing the performance of applications sensitive to out-
age conditions that can be caused by either blockage or
micromobility.

B. Queuing-Theoretic Approach

The session service process in systems with stochastic
arrival processes, service times, and a limited amount of
resources is traditionally modeled by the methods of queu-
ing theory. To capture the resource allocation in the context
of mmWave/THz systems, in addition to these specifics, the
queuing-theoretical models need to be supplemented with the
randomness of the amount of requested resources caused by
the location of the UEs in the coverage area of BSs. While
the stochastic geometry alone cannot capture resource alloca-
tion dynamics, it may complement queuing-theoretic models
by abstracting the radio part characteristics to the form suit-
able for queuing theory. However, the methods of the queuing
theory itself need to be expanded to include models capturing
randomness of the amount of requested resources. Below, we

Fig. 3. Erlang’s loss model – M/M/C/C queuing system: exponential arrival
and service processes with intensities λ and μ, finite number of servers C
representing currently served sessions.

briefly review the current state-of-the-art and recent develop-
ments in this direction, concentrating on the so-called resource
queuing systems.

1) Conventional Service Models: The roots of the resource
queuing systems go back to the celebrated Erlang-B and
Erlang-C formulas describing the call drop probability in
M/M/C/C queuing system and waiting for probability in
M/M/C queuing system, respectively. Since then, Erlang’s
results have been widely used for performance analysis of
communications systems. Moreover, they have been extended
and generalized following technological advances.

It started with trunking – a way to provide network access
to multiple users by making them share a group of circuits.
In terms of queuing theory, the process can be described by
a loss service system depicted in Fig. 3. The system consists
of C servers, each of which is available to an arriving cus-
tomer whenever it is not busy. Customers arrive according to
a Poisson process of rate λ, i.e., interarrival times are inde-
pendent and have exponential distribution with a mean 1/λ.
Service times are independent and have exponential distribu-
tion with a mean 1/μ. An arriving customer is blocked and
lost if it finds all servers busy. By studying this system in 1917,
Erlang derived the famous relation now known as the Erlang
loss formula, or Erlang-B, which provides the probability that
a call is lost

EC (ρ) = B =
ρ!

C !

(
!∑

k=0

ρk

k !

)−1

, (12)

where ρ = λ/μ is the mean number of arrivals during the mean
service time, referred to as traffic intensity. This expression has
seen several extensions, for example, the multi-class arrivals.
As a result, generalized loss systems are suitable for modeling
multi-rate circuit-switched communications and have proved
useful, among other applications, for performance analysis of
Time Division Multiplexing (TDM) systems, where multiple
time slots can be allocated to reduce delay.

The Erlang formula received further development in appli-
cation to multiservice broadband networks, which has resulted
in a class of models named loss networks, or multiservice loss
networks [Kelly, 1991; Ross, 1995]. A classical loss network is
a general model of a circuit-switched network carrying multi-
rate traffic. The model is well-suited for bidirectional traffic
flows, because the reverse traffic for a given pair of nodes may
have different bandwidth requirements. This evolved model
further enabled the analysis of the first wireless general pur-
pose telecommunication systems like GSM, which has played
a pivotal role in the telecommunications revolution [51]. It
is a traditional circuit-switched telephony system, and that is
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Fig. 4. Multi-resource loss system with random resource requirements:
multiple flows of sessions with arrival and service intensities λi , μi , finite
number of servers C representing currently served sessions, and multiple
resource pools modeling quantities associated with active sessions, e.g.,
amount of requested resources [111].

exactly why the focus is on the call blocking probabilities as
one of the key performance metrics of GSM systems.

Further technology development brings us the core tech-
nology of the fourth generation (4G) cellular networks –
LTE, with its predecessor of the third generation (3G), UMTS
technology. It is substantially different from the radio access
technologies of previous generations as LTE is completely
packet switched with the smallest unit of resource assign-
ment being a single physical resource block (PRB), providing
highly efficient resource management for multiple users. Here,
PRBs are allocated to user sessions by schedulers based upon
the signal characteristics between the transmitter and receiver.
Therefore, the amounts of resources (the number of PRBs)
allocated to sessions vary and can be considered as random
variables (more precisely, as discrete random variables). In
subsequent radio access technologies, such as 5G New Radio
(NR) systems operating in a millimeter-wave (mmWave) band,
the resource requirement of a session can be represented
by a continuous random variable. This is why performance
analysis of such systems required another major modifica-
tion of loss models, giving rise to loss systems with random
resource requirements (ReLS). Loss systems with random
resource requirements constitute the new evolution of the
Erlang formula.

2) Baseline Resource Queuing System Formalization: The
main difference between resource queuing systems and classic
ones is that in the former a session upon arrival, in addition to
a server, demands a random amount of limited resources, that
are occupied for the duration of its service time. The resulting
models can thus reflect the fact that user session requirements
for the radio resources of a base station vary due to random
user positioning, and, consequently, to random spectral effi-
ciency of the transmission channel. A multi-resource ReLS,
depicted in Fig. 4, relies on the following assumptions. Let a
C-server loss system have M types of resources of capacities
given by a vector R = (R1 , . . . ,RM ). Class k sessions arrive
according to a Poisson process of rate λk and have a mean
service time of 1/μk , ρk = λk/μk , k = 1, . . . ,K .

The i-th customer of class k requires an amount rkm (i)
of resources of type m, which is a real-valued random vari-
able. Resource requirements rk (i) = (rk1(i), . . . , rkM (i)),
i = 1, 2, . . . , of class k customers are nonnegative random

vectors with a cumulative distribution function (CDF) Fk (x ).
An arriving customer receives service if it finds at least one
server free and the required resource amounts available. Then,
the required resource amounts are allocated, and the customer
holds them, along with a server, for the duration of its service
time. Upon departure, the allocated resources are released.

The analysis of these complicated systems can be substan-
tially simplified by using what can be called “pseudo-lists”.
In this approach, we deal with an otherwise same service
system, but the resource amounts released upon a departure are
assumed random and may differ from the amounts allocated to
the departing customer upon its arrival. We assume that given
the totals of allocated resources – i.e., for each resource type,
the resource amount held by all customers combined – and the
number of customers in service, the resource amounts released
upon a departure are independent of the system’s behavior
prior to the departure instant and have an easily calculable
CDF. Stochastic processes representing the behavior of such
simplified systems are easier to study since there is no need
to remember the resource amounts held by each customer:
the totals of allocated resources suffice. This fact will be cru-
cial for more complex systems. The reason is that for more
complex systems, usually, one fails to derive an analytical
expression for the stationary probabilities and the equilib-
rium equations have to be solved numerically. The proposed
short-cut approach hence permits obtaining the performance
measures of the system numerically in a reasonable time.

Note, that for more complex systems, it still has not been
proved that the aggregated states’ probabilities of the original
process equal the stationary probabilities of the corresponding
simplified process. Nevertheless, we can reasonably believe
that such a simplification provides a good approximation, with
an acceptable error. When applied in practice, however, this
assumption is to be verified, for instance through simulation.

IV. MODELS OF INDIVIDUAL RADIO COMPONENTS

In this section, we survey analytically tractable models of
various components that can be utilized as building blocks
for specifying the prospective mmWave and THz deployment
scenarios. These include BS and UE locations, propagation,
antenna, blockage, micromobility, beamsearching models. For
each model, we discuss the level of abstraction, parame-
terization and comment on its applicability to considered
RATs.

A. Performance Evaluation Specifics of mmWave/THz
Systems

In general, mmWave and THz bands are expected to be
characterized by different characteristics. This is indeed true
when one considers the radio part system design. For example,
generators, mixers, amplifiers, etc. all need to work at much
higher frequencies and THz electronics may even be based on
principally new materials, see, e.g., [112], [113]. The same
applies to signal processing techniques that needs to be uti-
lized to form the waveforms over channels with much higher
bandwidths [114], [115].
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However, with respect to the service models for these
systems things are not that different and in fact there is much
wider gap between microwaves and mmWave than between
mmWave and THz. Both mmWave and THz need to utilize
directional antenna arrays in beamforming regime to over-
come severe propagation losses and improve the signal quality
at the receiver as a result of higher transmit and receive
gains [6], [116]. This feature naturally requires beamsearching
procedure for both systems and makes both bands sensi-
tive to outages caused by micromobility [117], [118]. Higher
than microwave frequencies are both affect by blockage phe-
nomenon although the magnitude of impact is different. For
example, the blockage caused by vehicles lies in the range of
15-30 dB for mmWave band [119] while it is reported to be on
the scale of 25-60 dB for 300 GHz channels [120]. Similar dif-
ferences are expected for human body blockage. Atmospheric
absorption while slightly higher in THz band, can be avoided
by proper choice of the carrier frequency, e.g., 275-325 GHz
band chosen for IEEE 802.15.3d systems while having drasti-
cally more bandwidth than any of the current band for 5G NR
systems is almost free of any absorption lines [4]. Even propa-
gation models recently surveyed in [121] differ in quantitative
parameters only.

Thus, from the service provisioning perspective, mmWave
and THz systems are almost similar with quantitative differ-
ence caused by more advanced radio equipment that will be
utilized in THz systems. As a result, even the models of radio
components are very similar, at least those, that are already
reported. For this reason, we provide these models together in
the following sections. Finally, the type of impairments crucial
for applications performance – blockage and micromobility –
are also similar and differ drastically from microwave systems
such as LTE. This constitutes the main challenge for devel-
oping new service models of sessions and their mathematical
models for these systems.

B. Deployment Models

The choice of the deployment model, i.e., indoor/outdoor as
well as BS and UE locations, for mmWave and THz systems
is a more critical question as compared to microwave ones.
The rationale is that now scenario geometry that involves not
only deployment premises but the type of the surrounding
objects that may cause blockage starts to play an important
role in systems performance. Particularly, in addition to the
effects of indoor and outdoor propagation the relative posi-
tioning of these objects affects the tractability of considered
deployments. Furthermore, the directionality of antenna radi-
ation patterns coupled with inherent multi-path propagation
of mmWave/THz bands forces researchers to switch from
conventional two-dimensional (2D) models to more compre-
hensive three-dimensional (3D) ones. Finally, in addition to
UE and BS locations, one should also need to specify blocker
types, locations, and/or their mobility.

1) Outdoor Purely Random Deployments: Following
the studies of microwave LTE systems [29], [30], the
early works on mmWave and THz systems performance,
e.g., [67], [122], [123], assumed purely stochastic 2D

Fig. 5. Illustration of different deployment types.

deployments, where BSs, UEs, and blockers are assumed
to follow certain stochastic processes in �2, see Fig. 5(a).
Here, active UEs are often characterized as a separate pro-
cess or included (as a fraction of) in the specification of
blockers representing humans. Often, a homogeneous Poisson
point process (PPP) is utilized for tractability reasons. Indeed,
the geometric distances between points in PPP are readily
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available [99], the coverage area of a BS can be roughly
approximated by Voronoi diagrams [32], while the distance
between BS and UE can be found assuming circle approxi-
mation of Voronoi cells.

The rationale behind the use of purely stochastic deploy-
ments is that the locations of BSs may not follow the regularity
assumption (i.e., cellular deployments) and possess a certain
degree of randomness as discussed in [124]. Furthermore, UE
may indeed be naturally randomly distributed within the cell
coverage area. Finally, the use of 2D planar deployments is
warranted when antenna radiation patterns are not extremely
directional in the vertical dimension. Such purely random 2D
deployments may still be relevant for mmWave systems in out-
door open space conditions, where the coverage of a single BS
is relatively large reaching few hundreds of meters, such as
squares, parks, suburbs, etc.

Recently, extensions of these deployment models
to 3D open space environments have been pro-
vided [104], [105], [125], [126] in context of unmanned
aerial vehicle (UAV) communications. Here, in addition to
the planar deployment assumption, one has to characterize
vertical dimension by supplying BS, UE and blocker height
distributions. Assuming analytically convenient distributions
such as exponential or uniform mathematically tractable
models can be provided.

2) Outdoor Semi-Regular Deployments: As mmWave and
THz BSs are characterized by much smaller coverage areas
compared to sub-6 GHz BS, the impact of scenario geom-
etry and type of the objects in the channel is expected to
be profound. This concerns both outdoor and indoor environ-
ments. First, in urban street deployments, locations of BSs
are no longer stochastic and likely follow regular deploy-
ment along the street, e.g., BSs are mounted on lampposts
or building walls [23], [127], [128], UE are also naturally
located along the sidewalks and crossroads. In addition to
humans blocking the propagation paths, vehicles moving along
straight trajectories may contribute to the blockage process
in mmWave and THz systems [119], [120], [129], [130], see
Fig. 5(b). In city squares, BSs may also be installed along
the perimeter [77], [131]. Finally, the dimensions of blockers,
e.g., vehicles, can be comparable to the communications dis-
tances and thus one may need to take into account detailed
blockers geometry. The latter is also critical for indoor THz
system deployments [132], [133].

The abovementioned specifics naturally lead to semi-regular
environments with stochastic factors interrelated with deter-
ministic ones. Particularly, the conventional Poisson process
may not be applicable for modeling vehicle and pedestrian
locations due to potential overlapping between adjacent objects
requiring the utilization of hardcore processes. The poten-
tial specific locations of BS, i.e., building corners, walls,
lampposts, crossroad centers lead to different performance
results [134]. The analysis is further complicated by 3D
specifics including heights of blockers, BS and UEs. As a
result, the use of stochastic geometry for addressing radio part
performance, although feasible, is usually more complicated
and tedious as compared to purely stochastic deployments as
discussed in [134], [135], [136].

C. Indoor Regular Deployments

Indoor deployments present the most complex environment
for modeling purposes. The main rationale is very complex
propagation environment that differs from building to build-
ing making impossible to infer general laws of BS locations,
see Fig. 5(c). For this reason, studies assessing performance
of mmWave/THz BS indoor deployments are forced to deal
with regular fixed locations almost prohibiting mathematical
system-level performance assessment and forcing investiga-
tors to reduce the scenario to single-room environment [137]
or utilize computer simulations or both [138], [139]. Thus, to
still obtain qualitative insights on performance measures of
interest, similarly to outdoor deployment either semi-regular
deployment or even fully stochastic one are often assumed
with appropriate propagation models, see, e.g., [140], [141],
[142], [143].

D. Propagation Models

Generally, there are two types of propagation models for
mmWave and THz communications system: (i) ray-tracing
models and (ii) models based on fitting of measurements data.
Although the former may precisely account for details of
the propagation environment leading to very accurate mod-
els, they, by design, cannot be utilized in the mathematical
modeling of communications systems. However, these models
as well as empirical experiments allow to formulate empirical
models. These models are based on the fitting experimental
data to mathematical expressions and can further be classi-
fied into two large groups: (i) “averaged” models and (ii) 3D
multi-path cluster-based models.

1) Averaged Models: The SINR at the UE is written as

S (y) =
PAGAGUL(y)

N0 + I
, (13)

where y is the 3D distance between BS and UE, PA is the
transmit power at BS, GA and GU are the antenna gains at
the BS and the UE, respectively, N0 is the thermal noise at
the UE, L(y) is the path loss, and I is the interference.

Note that propagation L(y) and interference I components
in (13) are often RVs. In (13), one may also account for fast
fading and shadow fading phenomena via additional RVs with
exponential and Normal distributions, respectively, [57]. To
simplify the model, the shadow fading effect is often accounted
for by margins, MS ,1 and MS ,2 for the LoS non-blocked.
These margins are specified in [57].

To define the path loss, L(y), for mmWave systems one may
utilize the models defined in [57]. Particularly, the urban-micro
(UMi) path loss is dB scale is readily given by

LdB (y) =

{
32.4 + 21 log10 y + 20 log10 fc , non− bl.,
32.4 + 31.9 log10 y + 20 log10 fc , blocked,

(14)

where fc is the carrier measured in GHz. The UMi path loss
model for the 140 GHz band has been introduced in [144]
while [133] reports an indoor-hall (InH) model for the same
frequency.

The path loss defined in (14) can also be converted to the
linear scale by utilizing the generic representation Aiy

−ζi ,
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where Ai , ζi , i = 1, 2, are the propagation coefficients cor-
responding to LoS non-blocked (i = 1) and blocked (i = 2)
conditions, i.e.,

A = A1 = A2 = 102 log10 fc+3.24, ζ1 = 2.1, ζ2 = 3.19. (15)

Now, the SINR at the UE can then be rewritten as

S (y) =
PAGAGU

A(N0 + I )

[

y−ζ1 [1− pB (y)] + y−ζ2pB (y)
]

, (16)

where pB (y) is the blockage probability [59]

pB (y) = 1− exp
−2λB rB

[√
y2−(hA−hU )2

hB−hU
hA−hU

+rB

]
, (17)

where λB is the blockers density, hB and rB are the blockers’
height and radius, hU is the UE height, hU ≥ hB , hA is the
BS height, y is the 3D distance between UE and BS.

Finally, introducing the coefficient

C = PAGAGU /A, (18)

the SINR at UE can be compactly written as

S (y) =
C

N0 + I

[

y−ζ1 [1− pB (y)] + y−ζ2pB (y)
]

. (19)

2) Absorption Losses in mmWave and THz Bands: The
unique property of the mmWave and THz channels is the atmo-
spheric (molecular) absorption [145], [146]. In the mmWave
band, absorption is mostly due to the oxygen molecules while
in the THz band it is mainly caused by the atmospheric water
vapor [147]. These losses may induce frequency selectivity in
the channel characteristics. With absorption losses accounted
for, the SINR at the UE takes the following form

S (y) =
PAGAGUL(y)LA(y)

N0 + I
, (20)

where the additional factor LA(y) represents absorption losses.
Following [145], the absorption loss is defined as

LA(y) = 1/τ(y), (21)

where τ(y) is the medium transmittance described by the
Beer-Lambert-Bouguer law. The latter is related to the
frequency dependent absorption coefficient K(f ) as τ(y) ≈
e−K (f )y . The values of K(f ) can be obtained from [147] as
described in detail in [145], [146].

Note that in mmWave band absorption losses are only non-
negligible in the 60 GHz band that is utilized for WLAN
systems. In the THz band, there are so-called transparency
windows [148], where the impact of these losses is negli-
gible as well. Finally, the absorption phenomena may also
lead to the molecular noise theoretically predicted in [145].
The theoretical model for molecular noise has been proposed
in [149]. However, recent measurements [150] did not reveal
any noticeable impact of the molecular noise phenomenon.

Fig. 6. Illustration of the 3D cluster-based propagation model: a number of
paths between BS and UE are available each characterized with its own delay
and power profiles [57].

3) Cluster-Based Models: MmWave and THz channels are
inherently characterized by multi-path nature. To this aim,
3GPP standardized 3D channel model for 6−100 GHz band
in [57]. The structure of the model, see Fig. 6, is essentially
similar to the LTE 3D model specified in [151], with enhance-
ments inherent to mmWave propagation such as a blockage.
According to it, the received power consists of energy com-
ing from LoS and reflected paths. Here, the term cluster is
interpreted as a surface potentially leading to the reflection of
propagating rays. Taking the number of clusters in the range
of 5−20 as an input, this model relates the specifics of the
propagation environment to a set of parameters that include:
(i) zenith of departure and arrival (ZoD/ZoA), (ii) azimuth
of departure and arrival (AoD/AoD), (iii) number of rays
(paths) in a cluster, (iv) cluster delay, (v) power fraction of
a cluster, and (vi) other parameters such as Ricean K-factor.

The 3GPP 3D cluster model has an explicit algorithmic
structure providing no closed-form expressions for the above-
mentioned parameters. However, the authors in [152] provided
analytical approximations for selected parameters required for
the use of this model in the mathematical analysis of mmWave
systems. Particularly, they have shown that the power of a clus-
ter follows Log-Normal distribution while AoA and ZoA can
be approximated by Laplace distribution, i.e.,

fθi (y ; x ) =
1

2ai ,2(x )
e
− |y−ai,1(x)|

ai,2(x) , i = 1, 2, . . . ,W ,

fPS,i
(y ; x ) =

1

yai ,4
√
2π

e
− (ln y−ai,3)

2

2a2
i,4 , i = 1, 2, . . . , (22)

where ai ,1(x ), ai ,2(x ), ai ,3(x ), and ai ,4(x ), i = 1, 2, . . . ,W ,
are the parameters estimated from statistical data, see [152]
for details. It has also been shown in [152] that ai ,1(x ) are
independent of the cluster number i and only depend on the
separation distance x. Further, the mean of ZoA for all clusters
coincides with the constant ZoA of the LoS cluster. In its turn,
ai ,2(x ), ai ,3(x ), and ai ,4(x ) are independent of the distance
and only depend on the cluster number, see [152]. The use of
the model is demonstrated in [17], [77], [152].

As of now, 3D cluster model parameters are only avail-
able for mmWave bands for outdoor deployment condi-
tions [57]. For other environments, such as vehicle-to-vehicle
(V2V) and vehicle-to-infrastructure (V2I) communications
exhaustive data for parameterization have been recently
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Fig. 7. Typical blockage profile at 60 GHz: mean attenuation characterizes the
signal drop while fade, blockage, and rise intervals describe time-dependent
metrics [60].

reported [119], [153]. Despite similar structure is expected to
be retained by THz models as well, only a few comprehensive
measurements studies are available to date that can be used to
infer channel parameters, see, e.g., [120] for V2V, [154] for
the train to infrastructure links, as well [155] for a static kiosk
application.

4) Other Types of Impairments: In addition to the path loss
as well as blockage considered in the subsequent sections,
meteorological conditions such as rain [156], [157], [158],
fog [159], [160], snow [161] and foliage [162], [163] may
provide additional impairments on mmWave and THz prop-
agation summarized in Table I. As one may observe, foliage
produces the most significant impact resulting in up to 2 dB/m
of additional degradation. On the other hand, the impact of
snow, fog, and cloud is insignificant, i.e., less than 1 dB/km.
Finally, up to 10 dB/km of signal degradation is induced by
rain. The impact of these environmental conditions is expected
to be higher for the THz band. These values can be utilized
as an additional constant in path loss models defined above.

E. Static and Dynamic Blockage Models

Blockage caused by dynamic objects in the channel is an
inherent property of mmWave and THz systems. Depending
on the induced attenuation on top of the path loss, the blockage
may or may not lead to outage conditions. In the latter case,
the communications may still be possible at much reduced
modulation and coding scheme (MCS). In the former case,
depending on outage duration, application layer connectivity
may or may not be interrupted. Thus, to comprehensively char-
acterize it for performance evaluation studies one needs to
provide: (i) attenuation values induced by different objects in
the channel and (ii) blockage intervals under different types
of UE and blockers and their mobilities.

The dynamic human body blockage introduces additional
uncertainty in the channel resulting in drastic fluctuations in
the received signal. An illustration of the typical measured
path loss experienced as a result of human body blockage
by UE in the 60 GHz band is shown in Fig. 7. The abso-
lute values of blockage induced attenuation heavily depend on
the type of blockers. For human body blockage in mmWave
band values of losses in the range of 15–25 dB have been
reported [16], [61], [164]. For THz band these losses are
expected to reach 40 dB [165]. Blockage by vehicles at
300 GHz heavily depends on the vehicle type and geome-
try and reported to be from 20 dB at the front-shield glass

Fig. 8. Illustration of the LoS blockage zone: the length is defined by the
distance between UE and BS while the width is specified by the blocker’s
“radius” [59].

level up to 50 dB at the engine level. They are considerably
higher than those for mmWave band. Particularly, at 60 GHz,
5 dB–30 dB blockage losses have been reported. Note that the
values of blockage losses also depend on the vehicle size and
the number of them between communicating entities [166].
For 28 GHz, the authors in [119], [129], [167] also report the
following height-dependent vehicle blockage losses: 11 dB–
12.2 dB for 1.7 m, 13.3 dB for 1.5 m, and 30 dB–40 dB for
0.6 m.

The fading and recovery phases highlighted in Fig. 7 are
reported to be on the scale from tens to a couple of hundreds
of milliseconds [16], [60], [61]. Similar observations have been
made recently for THz links [165]. In mathematical modeling,
these phases are often omitted assuming that fading and recov-
ery phases are negligibly small compared to the blockage
duration. The blockage models utilized in performance evalua-
tion frameworks attempt to predict the probability of blockage
and blockage duration that can be caused by multiple blockers
occluding the propagation paths between UE and BS.

1) Static Human Body Blockage Models: Most of the static
blockage models proposed in the literature, e.g., [59], [168],
assume the following model. Consider the static case of sta-
tionary UE in �2 located in stationary homogeneous PPP of
blockers with intensity λB considered in [59]. Assume that
UE is located at a 2D distance r0 from the BS. UE and BS
are located at heights hT and hR , respectively. Human bodies
are represented by cylinders with constant height hB and base
diameter dB = 2rB . In the considered scenario, one may intro-
duce the so-called “LoS blockage zone” of rectangular shape
with sides 2rB and r as shown in Fig. 8. Observe that the LoS
is blocked when a center of at least one blocker is located
inside this zone. Utilizing the void probability of the Poisson
process the LoS blockage probability immediately follows

pB (x ) = 1− e
−2λB rB

[
r0

hB−hR
hT−hR

+rB
]
. (23)

Analyzing (23) one may deduce that the blockage probabil-
ity increases exponentially as a function of blockers density.
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Fig. 9. Illustration of the LoS blockage zones for the case with moving UE:
UE moves from point O to point M, BS is located at point P; zones 4a and
4b define dependences between LoS states at O and M [169].

The heights of UE and BS also affect the final values. Note that
this model can be utilized in those cases when UE and block-
ers are stationary or to predict the time-averaged behavior of
mobile blockers in the mobile field of blockers. However, in
performance evaluation frameworks addressing session con-
tinuity parameters, one needs to characterize blocked and
non-blocked times explicitly as discussed below.

2) Mobile UE and Static Blockers: Consider the case when
UE moves according to the uniform rectilinear pattern in a
static homogeneous PPP of blockers considered in [169]. In
this case, in addition to the fraction of time UE spends in
blockage, one is also interested in conditional blockage prob-
abilities of UE at M given a certain state at O, see Fig. 9. To
capture dependence between links states one may utilized con-
ditional probabilities defined as pij P{at M LoS blocked/non-
blocked given that LoS at O is blocked/non-blocked}. These
probabilities can be formed in a matrix as

P =

(
p00 p01
p10 p11

)

(24)

where states 0 and 1 reflect the non-blocked and blocked states.
In general, these probabilities are a function of (i) distance
from O to P, r0, (ii) distance from O to M, d, (iii) angle
∠POM, see Fig. 9, (iv) blockers density λA, (v) heights of
UE and BS at P, O, and M, hC . Observing that

p00 = 1− p01, p10 = 1− p11, (25)

one needs p00 and p11 to fully parameterize (24).
The illustration of the model is shown in Fig. 9, where

rectangles represent the areas affecting the blockage of PO
and PM links. Their width and length are determined by the
blockers diameter dB = 2rB and the link lengths PO and PM.
The intersection area of these rectangles visually represents the
correlation between link states. Particularly, this zone can be
further divided into sub-zones that affect it differently. More
specifically, zone 4 is further split into two smaller zones,
4a and 4b, representing the area on the right and left sides,

Fig. 10. Renewal process associated with the LoS blockage: blocked period
is initiated by the arrival of a blocker to the LoS blockage zone and terminated
when the last blocker leaves the LoS blockage zone empty; then, the non-
blocked period is initiated forming a renewal process [24].

respectively, along with the PU line of intersection of two
planes. Observe that zone 1 can be excluded as it is fairly
small for any potential geometry. Zones 2 and 3 affect LoS
state at O and M, respectively. Furthermore, LoS state at both
O and P is simultaneously affected by zones 4a and 4b. By
using these observations, the probability p00 is obtained as

p00 = P [nB at M|nB at O] =
P [nB at M ∩ nB at O]

P [nB at O]
,

(26)

where nB and B denote LoS non-blocked and blocked states.
Once pij are determined, conditional and unconditional cumu-
lative distribution function (CDF) and pdf of time spent in
blocked and non-blocked states can be determined as shown
in [58].

3) Static UE and Mobile Blockers: Consider the case when
a static UE is surrounded by blockers moving according to ran-
dom direction model (RDM, [170]) considered in [24]. Here,
the main emphasis is on the UE state evolution in time. In addi-
tion to the metrics related to the time UE spends in the blocked
and non-blocked states, one is also interested in the conditional
probability of blockage at time t1, given that the state at t0,
t0 < t1 is either blocked or non-blocked. The latter can be
further utilized to obtain CDF and pdf of time in blocked and
non-blocked states.

To determine these characteristics, the authors in [24] rely
upon the renewal theory. Particularly, the time UE state evo-
lution in time is illustrated in Fig. 10. The arrival process of
blockers to the LoS blockage zone is assumed to be homo-
geneous Poisson. The time a single blocker spends in the
LoS blockage zone follows the general distribution obtained
in [24]. Alternatively, to simplify the model, observe that the
length of LoS blockage zone is often much larger than the
width [59], implying that one may assume that the blockers
enter the blockage zone at the right angle to the long side
leading to the constant zone residence time. Further, by utiliz-
ing the analogy with queuing theory, the alternating blocked
and non-blocked periods coincide with the free and busy peri-
ods in equivalent M/G/∞ queuing system, where the service
time is the time spent by a single blocker in the LoS blockage
zone, leading to the structure represented in Fig. 10. Although
the busy interval is readily available from [171], the struc-
ture of its CDF is rather complicated. Alternatively, one may
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replace M/G/∞ model with a simpler equivalent M/M/∞
queue having exponential LoS zone residence time with the
same mean.

The approach utilized to determine the sought conditional
probabilities is based on convolutions in the time domain.
Particularly, the following relation is established

p00(Δt) =

∞∑

i=0

P{Ai (Δt)}, p01(Δt) =

∞∑

i=1

P{Bi (Δt)},

(27)

where the events Ai (t) describe the cases of being initiated in
the non-blocked state at t0 and ending up in the non-blocked
state in Δt = t1 − t0, while having exactly i, i = 0, 1, . . .,
blocked periods during Δt . Similarly, Bi (t) are the events
corresponding to starting in the non-blocked interval at t0
and ending up in the blocked interval, while having exactly i,
i = 1, 2, . . ., non-blocked periods during Δt . Observe that the
absolute values of Ai (t) and Bi (t) diminishes quickly making
computation of p00(Δt) and p01(Δt) feasible.

4) Mobile UE and Mobile Blockers: The generic model
when blockers and UEs are both mobile is much more dif-
ficult to handle. The only study that addressed this case the
authors are aware of is [172], where a Markov model has
been developed to capture the mean duration of blocked and
non-blocked periods. Several mobility models have been con-
sidered. For uniform rectilinear movement of UE in a field
of blockers moving according to RDM, the infinitesimal gen-
erator of the Markov blockage models takes the following
form

Λ(g(0)) =

[−α(g(0)) α(g(0))
β(g(0)) − β(g(0))

]

, (28)

where α(g(0)) = 1/E [Θ(g(0))], β(g(0)) = 1/E [Ω(g(0))] are
the mean duration of intervals when UE is in blocked and non-
blocked conditions. These parameters depend on the UE and
blockers mobility models and are derived in [172]. Since the
model presumes exponentially distributed blocked and non-
blocked intervals, it is approximate in nature capturing the
dynamics of the means of these intervals [24].

5) Spatial and Temporal Consistencies: There are two crit-
ical requirements propagation models for THz and mmWave
bands need to satisfy to represent real propagation conditions
evolving in time. These are spatial and temporal consisten-
cies ensuring that the model provides consistent prediction in
time and space. The correlated channel behavior is caused by
both macro objects such as buildings and micro objects includ-
ing the human crowd or vehicles around the UE of interest.
Ensuring spatial and temporal consistencies is complicated by
the presence of dynamic blockers in the channel.

The 3GPP 3D cluster-based model has been extended to
capture spatial correlation caused by large static objects in the
channel such as buildings. Particularly, the standard in [57]
suggests three different methods. According to the first one,
known as the method of spatially-consistent RVs, the cor-
relation is artificially introduced to clusters by altering RV
utilized for their generation. In the second alternative, called
the geometric stochastic approach, a grid is added to the

Fig. 11. LoS blockage probability by buildings: LoS path can be occluded
by a series of buildings [175].

plane, where UEs are located. The large-scale channel model
parameters are generated in a correlated manner for all UEs
located within the same grid cell. As a result, in this model,
two nearby UEs may still have completely independent con-
ditions. Furthermore, the grid dimensions are chosen rather
arbitrarily. Finally, according to the last method, method of
geometrical cluster locations, small-scale 3D cluster model
parameters such as cluster delays, AoD and AoA, ZoD and
ZoA are generated in a correlated manner. It is critical that all
the considered models the parameters affecting the correlation
distance are chosen arbitrarily without direction relation to the
blockers density and geometry.

There have been only a few attempts other than those stan-
dardized by 3GPP to capture spatial correlation caused by
mobile objects including vehicles and human crowds. The
study in [173] measured the UE blockage probability to
multiple BSs and reported correlation states between multiple
links. The authors in [174] proposed a mathematical model
to derive blockage probability to multiple BS simultaneously.
Note that their model is principally similar to the one described
above for the case of mobile UE and static blockers. Based
on the results of [169] the authors in [58] provided a model
ensuring spatial consistency that does not require the corre-
lation distance to be known in advance. They revealed that
the correlation distance in mmWave band for a wide range of
blockers density is limited to just a few meters.

F. Blockage by Large Static Objects

In addition to blockage by small dynamic objects such as
humans or vehicles, propagation paths in mmWave and THz
systems can be blocked by large static objects such as build-
ings [140], [168], [175], [176], see Fig. 11. To distinguish
from dynamic blockage, in 3GPP terminology, blockage by
large static objects is referred to as non-LoS conditions.

There have been several models proposed in the past to
model building blockage phenomena. The critical part of these
models affecting their analytical tractability is the choice of
the city deployment. Particularly, in [168] the authors propose
a random shape theory to model irregular deployment of build-
ings. The buildings are represented as rectangles with random
sizes having their centers forming a homogeneous PPP. The
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proposed approach suits well for those deployments, where
building locations are purely stochastic. The authors in [140]
formalized the so-called “ball” model, where there is always
LoS in a certain circularly shaped area around UE. In addition
to the stochastic city deployments, studies addressing the reg-
ular city grids have also been performed. In [176] the city grid
has been captured using the Manhattan Poisson line process
(MPLP), where the lines represent the streets. In general, anal-
ysis of LoS probability in semi-regular deployments is more
involved compared to stochastic ones.

The regular city grid deployment has also been considered
by standardization bodies including both ITU-R and 3GPP.
Specifically, ITU-R P.1410 [177] considers the frequency band
20−50 GHz and presents LoS probability in the following
form

P ITU
LoS =

m∏

n=0

⎡

⎢
⎢
⎢
⎣
1− exp

⎡

⎢
⎢
⎢
⎣

[

hT − (n+ 1
2 )(hT−hR)
m+1

]2

2γ2

⎤

⎥
⎥
⎥
⎦

⎤

⎥
⎥
⎥
⎦
, (29)

where m = �r√(αβ)	−1 is the mean number of buildings in
between UE and BS, r is the 2D distance measured in kilome-
ters, hT , and hU and are BS and UE heights. The parameters
α, β, and γ are the input model parameters representing the
deployment specifics including building dimensions, density,
and height. One of the limitations of the model is that it does
not capture 2D spatial locations of buildings concentrating on
buildings locations on a LoS projection between UAV and BS
to �2. Although this model accounts for different mean heights
of BS and UE, it does not capture their height distributions as
well as LoS AoD.

In TR 36.777 3GPP has also proposed a large-scale LoS
blockage model. This model differentiates between deploy-
ment types providing separate solutions for them. The structure
of the model is also unique for different heights of BS and
UE. For UMi environment with appropriate heights of BS and
UE, the LoS blockage probability is

P3GPP
LoS =

{
1, l2D ≤ d ,
d
l2D

+
[

1− d
l2D

]

exp
[−l2D

p1

]

, l2D > d ,
(30)

where the variables p1 and d are defined as

p1 = 233.98 log10(hR)− 0.95

d = max(294.05 log10(hR)− 432.94, 18). (31)

The generic structure of the 3GPP model makes it compli-
cated to apply it for the specific city deployment with unique
dimensions. In general, the 3GPP model also requires a care-
ful choice of parameters to assess the performance related to
the specific deployment.

The ITU-R model has been extended to 3D deployments by
the authors in [175]. Although the model has been originally
developed for UAV LoS blockage it can also be applied to the
case of BS to terrestrial UE communications. Following their
study, the LoS probability in Manhattan Poisson line process

Fig. 12. Illustration of the UE micromobility process: motions over Cartesian
Ox, Oy, and Oz axes represented by x(t), y(t), and z(t) processes; rotations
over vertical (yaw), transverse (pitch), and roll (longitudinal) axes represented
by φ(t), θ(t) and ζ(t), respectively, [19].

(MPLP [178]) is provided by, see Fig. 11,

PLoS(l2D , φD ) =

= FHB

(

h0m

)

exp

(

−λ
∫ lx

x0

[

1− FHB
(hxm (x ))

]

dx−

− λ

∫ ly

y0

[

1− FHB
(hym (y))

]

dy

)

, (33)

where FHB
(x ) is the CDF of building block height, FHB

(h0m )
is the probability that the height of the first building along the
LoS path is lower than LoS height, h0m , FHB

(hxm (x )) and
FHB

(hym (y)) are the probabilities that the sides perpendicular
to the Ox and Oy axes are lower than the LoS heights, hxm(x )
and hym(y), at the point of their intersection, respectively. The
authors have also derived closed-form solutions for uniformly,
exponentially and Rayleigh distributed building heights.

The large-scale static and small-scale dynamic block-
age models need to be utilized together for performance
assessment of mmWave and THz deployments. This
can be done similarly to [179], where the authors
determined zones corresponding to exhaustive superposi-
tion of nLoS and blockage states, i.e., (LoS, blocked),
(LoS, non-blocked), (nLoS, blocked), (nLoS, non-blocked).
Further, the performance of UEs located in these zones can
be analyzed separately and then combined by weighting with
probabilities of UE being located in these zones. We also note
that due to inherent limitations on the communications range,
blockage by buildings may not be relevant for THz cellular
systems.

G. UE Micromobility Models

In addition to static and dynamic blockage affecting the
performance of users, for mmWave/THz systems micromobil-
ity, manifesting itself in fast UE displacements and rotations,
have to be considered [20], [68], [69], see Fig. 12. This phe-
nomenon happens during the communications process may
cause frequent misalignments of the highly-directional THz
beams, resulting in fluctuations of the channel capacity and
outage events [70]. The preliminary studies indicate that
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the outage in THz systems might happen at much smaller
timescales compared to blockage, i.e., on the order of few tens
of milliseconds [19], [20]. This property challenges the devel-
opment of efficient beamtracking algorithms that are critical
for mmWave and THz communications.

To date, only a few mocromobility models have been
proposed. The authors in [19] first demonstrated that small
displacements over Oz axis as well as roll (longitudinal axis)
motion do not affect link performance. They further observed
that movements over Oz and rotation over roll (longitudinal)
axes does not affect beamalignment and proceeded with the
decomposition technique by modeling motion over Cartesian
Ox and Oy axes as well as rotations over vertical (yaw) and
transverse (pitch) axes, φ(t) and θ(t), see Fig. 12, by mutu-
ally independent Brownian motions. The authors revealed that
the pdf of time to outage due to beam misalignment fTA

(t)
follows (32), as shown at the bottom of the page where erfc(·)
is the complementary error function, μ(·) and σ(·) are the
parameters of the corresponding displacement and rotation
components that can be estimated from the empirical data.

We specifically note that the model in (32) represents only
the essentials of the UE micromobility process as it does not
capture potential dependence between movements, distance-
dependent velocity and drift to the origin. Observing that
micromobility may lead to outage conditions, for performance
evaluation purposes one needs to jointly represent the block-
age and micromobility processes. This can be done by, e.g.,
superposing blockage process on top of micromobility process
or abstracting both processes by a certain stochastic pro-
cess with the joint intensity of link interruptions. Additional
attempts have been done recently by the authors in [118], [180]
who performed detailed measurements campaigns for different
applications and demonstrated that two-dimensional Markov
models can accurately capture micromobility when applica-
tion does not directly control user’s behavior, e.g., video/VR
viewing.

H. Antenna Array Models

The ability to accurately capture essential features of BS
and UE antenna radiation patterns is critical for performance
analysis of mmWave and THz communications systems. A
very detailed model based on correlated superposition of indi-
vidual antenna elements can be produced by utilizing the
3GPP procedure specified in 3GPP TR 37.977, see Fig. 13.

Fig. 13. Illustration of the 3D antenna radiation pattern models: right –
realistic 15×4 pattern obtained using the algorithm in 3GPP TR 37.977; left
– 3D HPBW approximation by following [104].

However, this model is not analytically tractable. As a result,
various approximations are utilized in the literature. Below,
we consider typical models utilized for these purposes.

1) 2D Cone and Cone-Plus-Sphere Models: The simplest
models capturing the essential feature of mmWave and THz
systems is the so-called 2D cone model and the extended
2D cone-plus-sphere model, see Fig. 14, considered in many
early studies of mmWave and THz systems [67], [181], [182],
[183], [184], [185]. According to the first model, illustrated
in Fig. 14(a), a cone-shaped pattern parameterized by a sin-
gle parameter α – HPBW of the main lobe – is utilized for
representing the antenna radiation pattern. The second model,
shown in Fig. 14(b), attempts to account for imperfections of
antenna design by modeling back and side lobes as a sphere
around UE. To filly parameterize the former model one needs
to determine the antenna gain G as a function of the directivity
angle α. The second model requires gain values correspond-
ing to the main and side lobes, G1 and G1, associated with
a chosen directivity angle α and the power loss parameter to
back and side lobes k.

The power spectral density (PSD) PR at a distance r is

PR =
PA

SA
=

PA

2πrh
, (34)

where α is the antenna directivity, PA is the emitted power,
and SA is the area of the wavefront surface. The latter is
known to be h = r [1− cos(α/2)]. By applying the free-space
propagation model (FSPL), the power spectral density at the

fTA
(t) =

e
− (log(t)−μx )

2

2σ2
x

σx

[

2− erfc

(

μy−log(t)√
2σy

)]

+ e
− (log(t)−μy )

2

2σ2
y

σy

[

2− erfc
(
μx−log(t)√

2σx

)]

4
√
2πt

[

1− 1
2erfc

(

μφ−log(t)√
2σφ

)

+ 1
2erfc

(
μθ−log(t)√

2σθ

)]−1

+

e

−
(log(t)−μφ)2

2σ2
φ

σφ

[

2− erfc
(
μθ−log(t)√

2σθ

)]

+ e
− (log(t)−μθ)

2

2σ2
θ

σθ

[

2− erfc

(

μφ−log(t)√
2σφ

)]

4
√
2πt

[

1− 1
2erfc

(
μx−log(t)√

2σx

)

+ 1
2erfc

(

μy−log(t)√
2σy

)]−1
(32)
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Fig. 14. Illustration of the 2D approximate antenna models: G1 – gain over
the main lobe, G2 – approximate gains of side and back lobes [67].

wavefront surface PR is given by

PR =
PA

SA
= PA

G

4πr2
, (35)

leading to the following for the main lobe gain

G =
2

1− cos(α/2)
. (36)

Consider now the 2D cone-plus-sphere model. Let k1 and
k2 denote the fractions of power split between the main lobe
and back and side lobes, i.e., k1 + k2 = 1. By applying the
same logic as in the case of the cone model we may write

⎧

⎨

⎩

PR,12πr
2[1− cos(α/2)] = k1PA

PR,22πr
2[1 + cos(α/2)] = k2PA

k1 + k2 = 1,
(37)

where, according to the FSPL, we have
{
PR,1 = G1PA/4πr

2

PR,2 = G2PA/4πr
2.

(38)

Thus, there exists the following relationship

G1[1− cos(α/2)] +G2[1 + cos(α/2)] = 2. (39)

Using k = k1/k2 we see that G2 = kG1 and G1, G2 are
{

G1 = 2[(1− cos(α/2)) + k(1 + cos(α/2))]−1

G2 = kG1.
(40)

2) 3D Models: One of the critical issues of the considered
models is their 2D nature implying that they cannot be utilized
for mmWave and, especially, THz systems featuring antennas
forming radiation patterns in horizontal and vertical dimen-
sions, simultaneously. Following [104], [105] we consider an
antenna pattern approximated by a pyramidal zone, see Fig. 13.
This model is fully defined by angles, αV and αH .

To obtain the gain G as a function of αV , and αH , we first
notice that the wavefront surface area is provided by the area
of the spherical rectangle, see Fig. 13. Applying the law of
cosines [186], we obtain cosχ as

cosχ =
cos
(
π
2 − LH

2

)

− cos
(
π
2 − LH

2

)

cos(LV )

sin
(
π
2 − LH

2

)

sin(LV )
=

=
sin
(
LH
2

)

cos
(
LH
2

)
1− cos(LV )

sin(LV )
=

= tan

(
LH

2

)

tan

(
LV

2

)

. (41)

The quarter of the spherical excess is (ρ− π/2) leading to

cos
(

ρ− π

2

)

= tan

(
LH

2

)

tan

(
LV

2

)

, (42)

where LH and LV are spherical geodesics corresponding αH
and αV . Hence the sought area is

SA = 4arcsin
(

tan
αV
2

tan
αH
2

)

. (43)

Since the wavefront psd is provided as PR = Ar−ζ , the
gain of the main lobe is obtained as follows

G(αV , αH ) =
4π

SA
=

π

arcsin
(

tan αV
2 tan αH

2

) . (44)

3) Antenna Parameterization: The introduced antenna
arrays model requires directivity angles as the input, α for
2D antenna models and αV and αH for 3D antenna models.
To determine them, recall that HPBW of the antenna array is
determined by the number of antenna elements in the consid-
ered plane. By utilizing the array maximum θm and the 3-dB
point, θ3dbh , the following relation holds for the HPBW of
the linear array [187]

α = 2|θm − θ3db |, (45)

where θm is related to the phase excitation difference, β as

θm = arccos(−β/π), (46)

leading to θm = π/2 for β = 0.
The upper and lower 3-dB points are given by [187]

θ±3db = arccos[−2.782/(Nπ)]. (47)

Table III shows HPBWs and their approximation via empiri-
cal law 102/N for linear arrays, where N specifies the number
of array elements. We also note that instead of calculating
the antenna gains for considered models analytically based on
wavefront area one may utilize [187]

G =
1

θ+3db − θ−3db

∫ θ+3db

θ−3db

sin(Nπ cos(θ)/2)

sin(π cos(θ)/2)
dθ. (48)
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TABLE III
ANTENNA HPBW AND ITS APPROXIMATION [188]

TABLE IV
ANTENNA ARRAY GAINS [188]

The antenna gains are summarized in Table IV.

I. Beamsearching Algorithms

The beam misalignment caused by micromobility and
blockage affects the already strict time budget for beam-
tracking in mmWave and THz communications. Inherently
requiring high gains at both BS and UE sides, these systems
would require antenna arrays with tens (mmWave band)
or even hundreds (THz band) of array elements to form
“pencil-wide” beams [11]. This would lead to extremely large
beamforming codebooks at both communications sides dras-
tically increasing the beamsearching time. This time can be
reduced by minimizing the arrays switching time. However,
given the expected order of magnitude increase in the num-
ber of antenna array elements, the array switching time has to
be decreased down to nanoseconds from the current state-of-
the-art few microseconds that may not be feasible for modern
arrays design options [189], [190].

The algorithmic beamtracking improvements are nowa-
days considered as the main option for efficient utilization
of mmWave and THz resources. The approaches originally
proposed for beamtracking design in mmWave systems, in
addition to hierarchical iterative mechanisms putting one
of the sides in omnidirectional regime similarly to IEEE
802.11ad/ay technologies [191], [192] and various algorith-
mic improvements [193], [194], may utilize: (i) external
localization information provided by e.g., GPS or 5G/6G posi-
tioning services [195], [196], [197] or radar information [198],
(ii) lower-band RATs for provisioning of direction towards
BS/UE [199], [200], (iii) information available in the past
when the connection has been up [201], [202], [203].

To abstract specifics of the beamsearching procedure, mod-
els for performance evaluation purposes need to specify two
parameters as a function of beamsearching algorithm and
antenna array: (i) beamsearching time and (ii) time instance
when beamsearching is initiated. Consider exhaustive search as
an example. Here, to establish a direction to the BS, both UE
and BS need to attempt all feasible configurations leading to
the beamsearching time of TS = NUNAδ, where NU and NA
are the number of UE and BS configurations and δ is the array
switching time. For hierarchical search, UE and BS perform

beamsearching by switching the other side to omnidirectional
mode. Here, the beamsearching time is TS = (NU + NA)δ.
By analogy, the beamsearching time of any algorithm can be
defined as a function (possibly probabilistic) of NU , NA and
δ. As one may deduce, the array switching time, δ, is a crucial
parameter for future mmWave and THz systems. In general, it
heavily depends on array implementation and may vary on the
timescale from microseconds to milliseconds. As an example,
IEEE 802.11ad recommends utilizing arrays with δ = 1 ms
leading to 4 ms and 0.41 ms of beamsearching time for exhaus-
tive and hierarchical search, respectively, and 64 and 4 antenna
elements at BS and UE sides.

Addressing the time, when beamsearching is initiated we
distinguish between two system design options, cellular and
WLANs [19]. In the former case, beamsearching is performed
periodically with interval TP . Note that the frame duration in
mmWave NR and THz systems (1 ms for mmWave NR [42]
and might get smaller for THz radio interface) is smaller than
the time to the outage, caused by the micromobility reported
in [19]. Thus, in this case, one may assume that only blockage
leads to outage situations. According to WLAN design [191],
beamsearching is performed once the connection is lost.
Thus, not only blockage but micromobility may cause an
outage.

J. Summary and Usage of Models

The choice of deployment and radio part models heavily
depends on the desired accuracy of the resulting performance
evaluation framework and also lead to different levels of com-
plexity when combining them to abstract the radio channel
specifics (see Section V for examples) in the models of ses-
sion service process considered further in Section VI. To this
aim, Table V provides a concise summary of these models
and also verbally comments on the complexity of the resulting
combined framework.

First of all, we would like to note that all of these mod-
els provided in Table V are inherently analytically tractable,
that is, they can be utilized to build appropriate performance
evaluation frameworks for mmWave/THz systems. In terms
of deployment, the simplest for analysis is the PPP dis-
tribution of both BSs and UEs while the most complex
are those models presuming semi-regular deployments, i.e.,
those utilized for outdoor city center deployment options. To
provide an abstraction of radio part specifics these models
may require additional link-level or system-level simulations,
see [23], [204]. Building indoor models is the most com-
plicated from the radio part point of view. Here, not only
deployment models need to be assumed to be semi-regular but
the propagation model needs to be more detailed than the aver-
age ones, preferably, based on ray-tracing or 3D cluster-based
model. This significantly complicates radio channel abstrac-
tion particularly, estimation of the coverage range of BS and
associated resource request distribution of sessions.

The human body blockage model capturing both mobility
of UEs and blockers simultaneously is scarce and generally
capture the first moment of blockage statistics only. Forcing
either blockers or UEs to stationary random locations, one
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TABLE V
DETAILS OF THE CONSIDERED DEPLOYMENT AND RADIO PART MODELS

177 175

152

188

may potentially obtain detailed knowledge of blockage phe-
nomena but looses in the model’s ability to capture real-life
users behavior. As compared to human body blockage, the
nature of micromobility is still not fully studied with just a few
recently published studies revealing Markov nature of micro-
mobility for applications that does not control user behavior
rejecting this hypothesis for other applications [118], [180].
For the former class, inherently Markov in nature Brownian
motion or discrete two-dimensional empirically fitted mod-
els reported in [118] can be utilized without compromising
accuracy.

The most well-understood sub-models in terms of usage
are propagation models for mmWave and THz bands. Here,
the incremental accuracy is usually expected by going from
averaged models to 3D cluster-based, to ray-traced empirical
models. For the first two models, a completely mathematical
abstraction of the radio part can be utilized as demonstrated in,
e.g., [77], [79], while for the latter one ray-tracing simulations
are required for a given scenario. Also, some of the studies
indicate that system-level performance metrics are not heavily
affected by the choice of the propagation model. Particularly,
the authors in [152] demonstrated that the outage probabil-
ity computed analytically for averaged and 3D cluster-based
models coincide implying that the latter one does not provide
any substantial accuracy improvement. Furthermore, while all
these models are already available for mmWave band only a
few steps are made towards standardization of these classes of
model for THz band.

The most frequently utilized model for directional antenna
arrays is the simple cone model. However, the use of this
model is known to provide biased results for highly direc-
tional antenna radiation patterns as shown in [67] making it
not suitable for system-level analysis of THz systems. Cone-
plus-sphere model allows to characterize interference more
precisely. Finally, we note that the radio abstraction part pro-
vided in Section V may also accept the measured antenna
radiation pattern without a significant increase in modeling
complexity. Finally, we note that beamalignment time and,
generally, beamsearching processes are rarely accounted for
in mathematical system-level performance evaluation studies.
The rationale is that this process is deterministic making it dif-
ficult to account for in stochastic models. Nevertheless, it is

still feasible as shown in [188], [205]. The difference between
different types of beamsearching procedure is mainly related to
the time it takes to locate the beam and the time instant when
beamsearching is initialed. In the former case, the performance
metrics are often more difficult to obtain [19].

V. RADIO ABSTRACTION AND PARAMETERIZATION

In this section, we outline the basic techniques for parame-
terizing the models introduced in the previous section. Recall
that the queuing part accepts the following parameters as the
input: the pmf of the amount of requested resources, {pj }j≥0,
and the temporal intensity of the UE stage changes, α. These
parameters abstract the propagation and antenna specifics, UE
locations, blockage, and micromobility and represent them in
the form suitable for queuing analysis. Below, we first specify
the parameterization procedure in detail for the baseline model
having PPP deployment of mmWave/THz BSs and UEs ran-
domly located in the BS coverage area. Whenever possible we
also sketch the extension for other deployment cases.

A. Resource Request Characterization

For certainty, consider the propagation model defined in
Section IV excluding the exponential component responsible
for atmospheric absorption. To derive the pmf of the amount of
requested resources, we start with SINR at the UE located at
the distance of y from the mmWave/THz along the propagation
path is provided by

S (y) =
C

N0 + I

[

y−ζ1 [1− pB (y)] + y−ζ2pB (y)
]

, (49)

where C = PAGAGU /A, PA is the BS transmit power, GA
and GU are the antenna array gains at the BS and UE sides,
respectively, N0 is the thermal noise, I is the interference, A,
ζ1 and ζ2 are the propagation coefficients provided in (15).

There is a single unknown to determine in (49), the
interference, I. Observe that this is a RV that depends on
the plethora of deployment factors including BS deployment
model, utilized antenna arrays, emitted power, the density of
blockers, etc. For a given deployment scenario, interference
can be estimated by utilizing conventional stochastic geome-
try approaches, e.g., [67], [104], [105], [206], [207]. Finally, if
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one wants to account for more detailed propagation specifics,
e.g., fast and shadow fading, these can also be added to the
numerator of (49). For example, shadow fading distribution
is known to follow Normal distribution with zero mean and
standard deviation that can be found in [57].

Analyzing the structure of (49) one may observe that
coefficients PA, GA, GU , N0 are all constants. The blockage
probability pB (y) can be derived utilizing the blockage mod-
els specified in (17). On the other hand, the distance between
UE and BS, y, interference, I as well as additional compo-
nents such as shadow fading and fast fading are all RVs. The
presence of multiple RVs drastically complicates the deriva-
tion of pmf of resources requested by a session as shown
in [98], [101], [104]. Thus, to simplify derivations, interference
is often captured by an interference margin corresponding to
the mean value in a given deployment of interest. In what fol-
lows, we illustrate how to derive the mean value of interference
when the fast fading component is neglected while the shadow
fading is captured by the shadow fading margin.

1) Interference Characterization: For a considered deploy-
ment, I, the interference can be written as

I =

N∑

i=1

C
(

y−ζ1
i [1− pB (yi )] + y−ζ2

i pB (yi )
)

, (50)

where Yi are the distances to interfering BS.
Observe, that interference in (50) is a random function of

RVs. Unfortunately, there are no effective methods to derive
its distribution. For dense deployments, however, one may
approximate it utilizing the Normal distribution. Alternatively,
when approximating interference in (49), one may utilize
the mean values of interference as an interference margin.
The latter can be obtained by applying the Campbell theo-
rem expressing the moments of aggregated interference at a
randomly selected (tagged) UE as follows [106]

E [I n ] =

∫ rI

0
C
[

x−ζ1(1− pB (x )) + x−ζ2pB (x )
]n ×

× pC (x )2ξπxdx , (51)

where 2ξπxdx is the probability that there is BS in the radius
increment of dx, pC (x ) is the so-called exposure probability,
that is, the probability that the antennas of interfering BSs are
oriented towards the considered UE, and pB (x ) is the blockage
probability at the distance x, rI is the maximum radius, where
BSs contribute non-negligible interference at the tagged UE.

The only unknown component in (51) is the exposure prob-
ability, pC (x ). For 2D deployments or when the vertical
directivity is much smaller compared to the horizontal one,
one may determine it following [67] as

pC (x ) = pC = αAαU /4π
2, (52)

where αA and αU are HPBW angles of antennas at BS and UE
sides. These parameters can be estimated as a function of the
number of antenna elements and the type of utilized antenna
model as discussed in Section IV. For 3D radiation patterns
the exposure probability pC has a more complex structure but
can still be obtained in closed-form as shown in [104].

2) SINR Distribution: Recall that the distance from BS to
UE uniformly distributed over the circularly shaped area is
given by pdf in the form of fY (y) = 2y/r2E , 0 < y < rE ,
where rE is the BS coverage radius. Observe, that depending
on the density of BS in the environment the effective coverage
radius, rE , can be limited by SINR (sparse deployments) or by
cell boundaries (dense deployments). This, in turn, affects the
distribution of UE locations in the cell and, the received signal
strength, and SINR. Thus, the coverage radius, rE , is deter-
mined by two distances – inter-BS distance, rE ,V , and the
maximum coverage of BSs, rE ,S , i.e., rE = min(rE ,V , rE ,S ).
The latter can be obtained by determining the maximum dis-
tance between the UE and the BS, such that the UE in the
LoS blocked conditions is not in the outage state. By utilizing
the propagation model defined in Section IV the sought 2D
distance rE ,S can be written as

S = C
(

r2E ,S + (hA − hU )2
)− ζ2

2
= Sth , (53)

where Sth is the SINR threshold associated with the worst
possible MCS defined for a given technology, e.g., see [42]
for mmWave NR, hA is the BS height, hU is the UE height.

Solving for rE ,S , we obtain

rE ,S =

√

(C/Sth )
2
ζ2 − (hA − hU )2. (54)

The second component – inter-BS distance, rE ,V heavily
depends on the type of deployment. For hexagonal cellular
deployments with tri-sector antenna BS it is specified by as
D = 3R [208], where R is the radius of a cell. For semi-
regular deployments considered in Section IV it is defined by
the scenario geometry. Finally, for random deployments, one
may obtain the sought radius by determining the half distance
between typical BS locations. For the PPP field of BSs, the
BS coverage area is known to form Voronoi cells. Thus, one
may approximate it by the circle with the corresponding mean
area. Since there is no analytical expression for the area of a
Voronoi cell, one needs to resort to computer simulations or
utilize approximations available in, e.g., [209], [210].

Once the pdf of the distance to the tagged UE, fY (y) =
2y/r2E , 0 < y < rE , as well as interference margin (51) are
both determined, one can proceed with characterizing SINR
distribution. The impact of the shadow fading can also be
accounted by utilizing the constant shadow fading margins,
MS ,i for the LoS non-blocked and blocked states, i.e.,

MS ,i =
√
2σS ,i , (55)

where σS ,i is the standard deviations of the shadow fading
distribution in LoS non-blocked and blocked states provided
in [57]. Then, the SINR CDF can be obtained using RV trans-
formation technique as a function of a single RV – distance
from UE to BS as described in [97].

To illustrate the derivations, let SnB be a RV denoting the
SINR in non-blocked state and FSnB

(x ), x > 0, be its CDF.
Since UEs are assumed to be uniformly distributed in the cir-
cularly shaped BS coverage, the CDF of the distance between
UE and BS can be obtained as

FY (y) =
(

y2 − (hA − hU )2
)/

r2E , (56)

where y ∈ (|hA − hU |,
√

r2E + (hA − hU )2).
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Observe that SINR is a monotonously decreasing function
of distance y. Thus, the CDF of SINR can be expressed as

FSnB
(y) = 1− FY

(

C/(N0 + I )yζ1/2
)

. (57)

One may utilize the described technique to obtain SINR
distribution for the blocked state. Further, if one wants to
include the effect of the shadow fading distribution the follow-
ing step needs to be performed. Specifically, let F dB

SnB
(y) =

FSnB
(10y/10) be CDF of SINR in dB scale. Recall that

shadow fading is known to follow Log-Normal distribution
in linear scale resulting in Normal distribution in dB scale.
By utilizing these observations, the SINR distribution in
non-blocked state can be written as

SdB
nB ,S = SdB

nB + N
(

0, σS ,nB
)

, (59)

where N (0, σS ,nB ) is the Normal distribution with zero mean
and standard deviation σS ,nB specifying shadow fading.

Finally, the SINR CDF accounting for both path loss and
shadow fading can be obtained as a sum of two RVs, that is,
by convolving F dB

SnB
(y) and N (0, σS ), immediately leading to

F dB
SnB,S

(y) =

∫ ∞

−∞
F dB
SnB

(y + u)
e−u2/2σ2

S√
2πσS

du. (60)

Unfortunately, no closed-form expression for (60) can be
obtained by utilizing the conventional RV transformation tech-
nique [97]. However, one may still obtain the final results in
terms of an error function, erf(·), as provided in (58), as shown
at the bottom of the page where

A =
PA10

GAGU /10

f 2c 10
3.24+LB/1010

1
10 (MS,1)N0

, (61)

MS ,1 is the interference margin, LB is the additional losses
induced by the blockage. By weighting SINR CDFs corre-
sponding to LoS blocked and non-blocked states with proba-
bilities pB and (1− pB ) one obtains the final result. Finally,
we note that pB – the averaged blockage probability, can be
estimated as follows

πB =

∫ rE

0
pB (x )

2x

r2E
dx , (62)

where pB (x ) is available from (17). The authors in [211]
demonstrated that the resulting SINR CDF can be well
approximated by Normal distribution.

3) Resource Request Distributions: To determine resource
request distribution we now introduce SINR thresholds cor-
responding to MCS schemes, Sj , j = 1, 2, . . . , J . Further,
we define the probability that UE assigned MCS j by εj . By
discretizing SINR CDF FS (s), we obtain
⎧

⎨

⎩

ε0 = FS (S1),
εj = FS

(

Sj+1
)− FS

(

Sj
)

, j = 1, 2, . . . , J − 1,
εJ = 1− FS (SJ ).

(63)

The probability εj that a session requests rj RBs can now
be used to determine the resource requirements of sessions
characterized by a certain requested rate. Note that the latter
can be fixed or random depending on the considered scenario.

4) Usage of 3D Cluster-Based Propagation Model: One
may characterize the resource request distribution more
precisely by utilizing 3D cluster-based propagation model as
discussed in [212]. Here, the most complex part is the deriva-
tion of the pdf of the received power at a distance x from
BS. Assuming that UE always utilizes the strongest cluster
the sought pdf is provided by

fPR
(z ; x ) =

W∑

i=1

⎡

⎣
(

1− pB ,i (x )
)
i−1∏

j=1

pB ,j (x )

⎤

⎦fPn
(z ; x ), (64)

pB ,i (x ) is the cluster blockage probability at distance x,
fPn

(z ; x ) is the pdf of power of cluster n at the distance x. The
latter parameters is obtained by utilizing RV transformation
technique as follows [97]

fPn
(z ; x ) =

fPs,n

(
Pn (x)

10[PA−LdB (x)]/10

)

10[PA−LdB (x)]/10
, (65)

where LdB (x ) is the pass loss in dB, fPS,n
is provided in (22).

Integrating (64) over the cell radius one obtains

fPR
(z ) =

∫ rE

0
fPR

(z ; x )
2x

r2E
dx . (66)

The other unknowns in (64) are the cluster blockage proba-
bilities at distance x, pB ,i (x ). Here, the LoS cluster blockage
is obtained similarly to (17). However, to estimate proba-
bilities pB ,i , i = 2, 3, . . . one needs ZoA pdf, fθi (y ; x ),
provided in (22). Particularly, following [152], the cluster i,
i = 2, 3, . . . ,N , blockage probability conditioned on ZoA yi
is given by

pB ,i (y ; x ) = 1− e−2λB rB (tan yi (hB−hU )+rB ). (67)

FSdB
nB

(y) =
1

2r2E

⎡
⎣A2/ζ110

− y
5ζ1 e

σ2
S,nB log2(10)

50ζ2
1

⎡
⎣erf

⎛
⎝50ζ1 log(A)− 25ζ21 log

(
r2E + (hA − hU )2

)
+ σ2

S ,nB log2(10)− 5ζ1y log(10)

5
√
2ζ1σS ,nB log(10)

⎞
⎠−

− erf

(
50ζ1(log(A)− ζ1 log(hA − hU )) + σ2

S ,nB log2(10)− 5ζ1y log(10)

5
√
2ζ1σS ,nB log(10)

)⎤
⎦

+
(
r2E + (hA − hU )2

)
× erf

⎛
⎝−10 log(A) + 5ζ1 log

(
r2E + (hA − hU )2

)
+ y log(10)

√
2σS ,nB log(10)

⎞
⎠− (hA − hU )2 ×

× erf

(√
2(−10 log(A) + 10ζ1 log(hA − hU ) + y log(10))

σS ,nB log(100)

)
+ r2E

⎤
⎦ (58)
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leading to the cluster blockage probability in the form of

pB ,i (x ) =

∫ π

−π
fθi (y ; x )pB ,i (y ; x )dy , (68)

which can be estimated by numerical integration.
By using pB ,i , i = 1, 2, . . . ,N one may also obtain out-

age probability required in those deployments, where blockage
leads to outage conditions as shown in [152]

pO (x ) =
N∏

i=1

pB ,i (x ) +

∫ ST

0
fPR

(z ; x )dz , (69)

where ST is the UE sensitivity threshold.
For complex scenario geometries and/or service rules

involving a field of BS and multiconnectivity one may further
extend the baseline parameterization models. Particularly, the
case of multiconnectivity in square mmWave BS deployments
with multiconnectivity operation is considered in [77].

B. UE State Changes

There are two critical impairments that may affect session
continuity of applications served by mmWave or THz systems
– micromobility and blockage. In the presented framework
both can be abstracted using the external Poisson process of
“signals” associated with sessions currently served at BSs.
Below, we first characterize UE state changes caused by micro-
mobility process and then proceed describing state changes
induced by dynamic blockage phenomenon. We also specifi-
cally note that the queuing framework assumes only one type
of impairment to be taken into account. However, it can be
extended to the case of more than a single external process
associated with sessions. Finally, notice that the Poisson nature
of state changes also limits the modeling capabilities to mean
values of the state holding times. Extending the framework to
more complex external signal patterns is more complicated.

1) State Changes Due to Micromobility: Consider first the
process of UE state changes caused by micromobility of UE.
Here, UE transitions between “connectivity” and outage states.
The duration of both states heavily depends on the consid-
ered beamsearching strategy, i.e., on the time instant, when
beamsearching is initiated. Let TC and TO be RVs denot-
ing connectivity and outage time, respectively. In the simplest
“on-demand” beamsearching scheme, where beamsearching is
invoked when the connection is lost the pdf of the connec-
tivity time fTC

(t) coincides with the time to outage fTA
(t)

provided in [19] and given in (32) while the outage time, TO
coincides with the duration of the beamsearching procedure,
TB , discussed in Section IV. Note that the latter is affected by
the utilized beamsearching algorithm and, generally, depends
on the number of antenna elements and array switching time.

Another type of the beamalignment strategy is periodic
alignment. Here, the beam realignment procedure runs reg-
ularly with a period TU . Note that this scheme reflects the

Fig. 15. Translation of spatial blocker intensity into temporal domain: shaded
areas around the LoS blockage zone reprsent potential locations of blockers
that may enter the LoS blockage zone in a unit time [213].

cellular-style system design with centralized control, while the
former “on-demand” one is characteristic for WLANs. Here,
the connectivity time can be determined as the minimum of
TA provided in (32) and constant TU , i.e.,

fTC
(t) =

{
fTA

(t), TA < TU

fTA
(t)
/ ∫ TU

0 fTA
(x )dx , TA ≥ TU ,

(71)

while the outage time again coincides with TB .
2) State Changes Due to Blockage: Consider now temporal

dynamics of the blockage process. For illustrative purposes,
we consider only one dynamic blockage model introduced
in Section IV, where UE is assumed to be static in a field
of human blockers with density λB moving according to
RDM [170]. Particularly, we are interested in the mean dura-
tion of blocked and non-blocked intervals. Similar derivations
can be performed for other dynamic models.

We start by determining the intensity of blockers entering
the LoS blockage zone of UE located at the distance x from
BS, ε(x ). To this aim, we draw an area around the LoS block-
age zone and divide it into i, i = 1, 2, . . . , 7 sub-zones as
shown in Fig. 15. Now, the generic expression binding the den-
sity of blockers in the environment with the temporal intensity
of blockers entering the LoS blockage zone is

ε(x ) =

7∑

i=1

∫∫

Mi

gi (x , y)Pr{E}Pr{T > 1}λBMidxdy ,

(72)

where Mi is the area of zone i, gi (x , y) is the pdf of block-
ers locations in sub-zone i provided by gi (x , y) = 1/Mi ,
E is the event that blockers move towards the LoS block-
age zone, and Pr{T > 1} = exp(−1/τ) is the probability
that a blocker moves longer than a unit time without chang-
ing the movement direction. The unknown event, E, can be
obtained by considering that there is a range of angles leading
to the blocker hitting the LoS blockage zone ηi (x , y). That is,
Pr{E} = ηi (x , y)/2π. With these observations in hand, we

Fη(x ) = 1−
[
[
1− FTB

(x )
]
[

1−
∫ x

0

(1− Fη(x − z )) exp
(−λB,TFTB

(z )
)
λB,Tdz

]

+

∫ x

0

(1− Fη(x − z ))
∣
∣
∣de

−λB,TFTB
(z)
∣
∣
∣

]

(70)
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may rewrite (72) as follows

ε(x ) = λBe−1/τ

2π

∑7
i=1

∫∫

Mi
ηi (x , y) dx dy , (73)

where ranges of movements, ηi (x , y), can be estimated as

ηi (x , y) = ([xD − x ]/vt), i = 1, 3, 5, 7,

ηi (x , y) = 2 cos−1([xE − x ]/vt), i = 2, 6,

η4(x , y) = 2 tan−1([x − xE ]/[y − yE ]), (74)

where x(·), y(·) are the coordinates in Fig. 15. Finally, the mean
intensity of blockers crossing LoS blockage zone is

ε =

∫ rE

0
ε(x )2x/r2Edx , (75)

where rE is the BS service radius.
Alternatively to the described method, one may utilize the

result of [215] revealing that the inter-meeting time between
a point moving according to RDM in a certain convex region
A and a static convex region A1 ⊂ A is approximately expo-
nentially distributed. The parameter of exponential distribution
depends on the areas of A, A1 and the speed of a moving
point. This implies that the process of meetings in Poisson in
nature. By utilizing the superposition property of the Poisson
process [216] one may determine the temporal intensity of
blockers crossing the LoS blockage zone.

To proceed further, we recall that the blockage process at UE
is known to have an alternative renewal structure [24]. In the
same study the authors also demonstrated that under Poisson
assumption of blockers entering the LoS blockage area the
non-blocked interval follows exponential distribution param-
eter coinciding with the intensity of the Poisson process. In
its turn, the blocked period may be formed by multiple block-
ers passing through the LoS blockage zone. By utilizing the
analogy with the M /GI /∞ queuing system, the duration of
the blocked interval is shown to coincide with the busy period
distribution. This distribution can be calculated numerically by
using the results of [171] provided in (70), as shown at the
bottom of the previous page. The only unknown required is
the distribution of the time it takes for a blocker to cross the
LoS blockage zone. This can be found by assuming a random
entrance point to the LoS blockage zone as shown in [24]. To
simplify derivations, one may observe that the length of the
LoS blockage zone is often significantly larger than its width.
Thus, one may assume that blockers cross the LoS blockage
zone following a direction perpendicular to its short side. In
this case, the service time in the equivalent queuing model is
deterministic and equals 2rB/v , where rB and v are the radius
and speed of the blocker.

The intensity of state changes caused by blockage, α, can
be estimated by utilizing the mean blocked and non-blocked
periods. Note that to avoid the complexity of estimating CDF
in (70) one may resort to M/M/∞ approximation for which
the mean busy period is available in the closed form [217].

VI. SERVICE MODELS

In this section, we introduce the performance evaluation
models suitable for performance assessment of traffic service
performance at mmWave/THz BSs. We start by describing the

traffic types and corresponding service models and metrics of
interest. Then, we introduce the overall structure of the frame-
work defining the type of models, requirements, and interfaces
between them. We treat in detail the models suitable for base-
line, multiconnectivity, resource reservation functionalities as
well as priority-based service.

A. Type of Service Models and Performance Metrics

1) Traffic Types and Corresponding Service Models: The
choice of the service model to be utilized heavily depends on
the type of traffic. Recall, that performance of previous gen-
erations of cellular systems, e.g., LTE, have been evaluated
silently assuming inherently adaptive traffic patterns adap-
tive to the network state (via application layer rate adaptation
mechanisms) and thus mainly utilized the elements of stochas-
tic geometry [31], [32]. The rationale is that the service time
of these sessions is not affected by the current rate provided
by the network. As a consequence, the additional assump-
tion is that all the system resources are utilized and thus the
interference is maximized for a given frequency reuse ratio.
In such systems performance metrics of interest are related
to principal connectivity measures of UEs, i.e., outage and
coverage probabilities, spectral efficiency, Shannon channel
capacity, and fairness of resource allocations, etc., as a func-
tion of UE and BS densities. Furthermore, these models are
not suitable to evaluate performance in underloaded conditions
at all.

Evaluating the performance of non-adaptive applications
requires much more comprehensive models than those uti-
lized for analysis of adaptive applications utilizing the tools
of stochastic geometry. This applied to elastic applications
whose service time is dictated by the rate they receive at the
air interface (e.g., large file transfers) and applications with
high, guaranteed, and constant bitrates over mmWave and THz
air interfaces. The latter type of applications such as VR/AR,
8/16K, remote video gaming, telepresence [34], [71], [72] are
expected to be inherent for rate-rich mmWave and THz air
interfaces. These applications are inherently prone to out-
age events caused by blockage and micromobility and its
performance analysis requires not only taking into account
radio part specifics but the traffic service dynamics at BSs by
joining the tools of stochastic geometry and queuing theory.

Despite in this study we will mainly concentrate on
performance evaluation models for non-elastic/adaptive appli-
cations, we also briefly cover those utilized for adaptive and
elastic ones. Table VI provides the so-called service models
cookbook targeted to different types of applications, where
PS stands for processor sharing service disciple. For non-
elastic/adaptive applications, it also provides references to
the forthcoming sections, where appropriate models will be
considered.

2) Metrics of Interest: In our work we consider system-
level performance metrics of interest. Contrarily to physical
and link-level studies concentrating on optimizing a certain
functionality of interest, e.g., [218], [219], these type of mod-
els characterize application layer performance as a function
of lower layer mechanisms, channel specifics, and traffic type.
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TABLE VI
TRAFFIC TYPES, CORRESPONDING SERVICE MODELS AND METRICS OF INTEREST

205

205

214

207

TABLE VII
KPIS FOR DIFFERENT TRAFFIC TYPES

The latter defines not only service models but performance
measures of interest that are provided in Table VII. Here,
we specifically note that the considered KPIs pertain to
the application layer mainly and are independent of deploy-
ment scenario. Also, they depend on the mmWave/THz radio
part models quantitatively only. Service models for non-
elastic/adaptive traffic which are the main theme of our paper,
are mainly affected by two principal impairments – blockage
and micromobility.

System-level performance evaluation frameworks for
mmWave and THz systems need to address both user- and
system-centric KPIs. For user-centric KPI we consider: (i) the
new session drop probability and (ii) the ongoing session drop
probability. The former is defined as the probability that a
new session arriving session to BS is lost due to the lack of
resources needed to serve it. The ongoing session drop prob-
ability is interpreted as the probability that a session already
accepted for service is lost during the ongoing service. These
metrics describe the so-called session continuity of applica-
tions characterizing how reliable the provided service is and
can be used to benchmark the advanced service mechanisms at
BSs [77], [79], [131], [212]. Finally, the system-centric KPIs
in these systems are mainly related to the efficiency of resource
utilization at BSs.

B. Methodology at the Glance

We will consider a performance evaluation framework capa-
ble of quantifying the user- and system-centric KPI defined in
Section IV. The overall framework is divided into two com-
plementary parts: (i) a queuing part specified in this section
and (ii) a radio abstraction (parametrization) part introduced
in Section V. The latter captures the specifics of propaga-
tion properties of mmWave/THz bands as well as additional

Fig. 16. Illustration of the general structure of the framework for assess-
ing KPIs of the non-elastic/adaptive traffic in mmWave/THz RATs: the core
part is the queuing model representing the process of session service at
mmWave/THz BSs; the rest of the model are combined to provided abstraction
of the radio part specifics.

phenomena such as micromobility and blockage. The queuing
part characterizes the resource allocation dynamics at the BS
and accepts the pmf of the amount of requested resources,
{pj }j≥0, and the temporal intensity of the UE stage changes
between outage and non-outage conditions, α, as the input.
The former parameter is responsible for abstracting the ran-
dom UE locations with respect to BSs in the deployment of
interest as well as antenna and propagation specifics. The lat-
ter parameter is responsible for capturing outage prone nature
of considered RATs caused by blockage and micromobility
dynamics. Thus, these two parameters characterize the type of
deployment providing the interface between two parts of the
framework. Supplementing these two with the conventional
session arrival and service characteristics that are not directly
related to the radio part, the intensity of session arrivals, ses-
sion services times, and required rate of sessions, one fully
specifies the framework.

The overall structure of the proposed framework is illlus-
trated in Fig. 16. By design, it allows for reuse of the core
parts for investigating alternative mmWave/THz deployments
by selecting appropriate models specified in the previous sec-
tion. Here, the radio abstraction part estimates the intermediate
“interface” parameters as a function of the considered deploy-
ment scenario, selected models as well as the system and
environmental characteristics. As a result, the framework
delivers KPIs of interest for selected advanced resource allo-
cation policies at the BS, i.e., the resource reservation fraction,
the number of simultaneously supported links, priorities, etc.

The queuing framework is characterized by a hierarchical
structure. The baseline considered below first introduces the
model with a single traffic type, no priorities and no session
continuity mechanisms. Then, we proceed gradually extending
the baseline to more sophisticated scenarios in incremental
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order of complexity, first, to resource reservation, then to
multiconnectivity, further – to priorities. Note that additional
models can be built on top of these, e.g., by uniting mul-
ticonnectivity and priorities and defining additional rules to
utilizing the former, one could formalize a model of a network
segment with multiconnectivity capabilities servicing two or
more traffic types.

The framework is based on resource queuing systems
(RQS). The main difference between RQS and conventional
queuing systems is that sessions require not only a server but
also some random volume of a finite resource. This difference
makes it possible to take into account the heterogeneity of the
session resource requirements at mmWave/THz BSs arising
from the random locations of UEs and, as a consequence, the
random spectral efficiency of the wireless channel associated
with the data sessions.

Note that this part does not pretend to be a complete review
of the RQS theory. We present only the main results that are
most often used in the analysis of mmWave/THz networks.
We invite the interested reader to refer to the review of the
RQS in two parts [220], [221], which describes in detail the
state-of-the-art of the RQS theory.

C. Baseline Resource Queuing Systems

First, we consider a baseline resource model, see Fig. 17,
that is, a multiserver queuing system with N ≤ ∞ servers
and a finite volume of resources, R. Assume that the arriving
flow is Poisson with parameter λ, and service times of ses-
sions are independent of each other, independent of the arrival
process, and are exponentially distributed with parameter μ.
Each session requires one server and a random volume of the
resources. Here, the amount of servers may represent the max-
imum number of active connections, if there is such a limit,
while resources abstract time-frequency resources at the air
interface and can be expressed in terms of resource blocks
(RB). In what follows, we will assume that the distribution of
resource requirements by a session is discrete and is described
by the pmf {pj }j≥0, where pj is the probability that the ses-
sion requires j resource units. An arriving session is lost if
the amount of resource required for it exceeds the amount of
unoccupied resources. At the end of the service, the session
leaves the system and the total amount of occupied resources
is decreased by the amount of resources allocated to the ses-
sion. The schematic illustration of the considered system is
shown in Fig. 17. Note that this model captures only the ran-
domness of session resource requirements caused by UE loca-
tions, propagation model, utilized antenna arrays and session
rate.

The system behavior is described by a random process
X1(t) = {ξ(t), γ(t)}, where ξ(t) is the number of sessions in
the system at the time t, and γ(t) = (γ1(t), . . . , γξ(t)(t)) is
the vector that represents the number of resources allocated to
each session. Let us introduce the notation for the stationary
distribution of the process X1(t)

Qk (r1, . . . , rk ) =

= lim
t→∞P{ξ(t) = k , γ1(t) = r1, . . . , γk (t) = rk}. (76)

Fig. 17. Illustration of the baseline resource queuing system: the principal
difference with Erlang’s loss model is presence of finite pool of resources that
are allocated for arriving sessions.

In [222] it was shown that stationary probabilities (76) can
be obtained as follows

Qk (r1, . . . , rk ) = Q0
ρk

k !

k∏

i=1

pri , 1 ≤ k ≤ N ,

k∑

i=1

ri ≤ R,

Q0 =

⎛

⎝1 +
N∑

k=1

∑

r1+···+rk≤R

ρk

k !

k∏

i=1

pri ,

⎞

⎠

−1

, (77)

where ρ = λ/μ is the offered load.
Note that the state space of the process X1(t) grows

very quickly with the increase in N and R, which leads to
significant difficulties in calculating the stationary probabil-
ities and the performance measures of the system, despite
availability of analytical expressions in (77). Moreover, the
process X1(t) includes a lot of redundant information, which
is unnecessary in most cases. By applying the state aggregation
technique [223], [224], to analyze the performance indicators
of the system, it is sufficient to track only the number of
sessions in the system and the total amount of the resource
occupied by all the sessions. The stationary probabilities for
the aggregated states are provided by

Pk (r) = lim
t→∞P

{

ξ(t) = k ,

k∑

i=1

γi (t) = r

}

. (78)

By summing up the probabilities in (77), we obtain

Pk (r) = P0
ρk

k !
p
(k)
r , 1 ≤ k ≤ N , r ≤ R,

P0 =

(

1 +
N∑

k=1

R∑

r=0

ρk

k !
p
(k)
r

)−1

, (79)

where {p(k)r }r≥0 is a k-fold convolution of distribution

{pj }j≥0. Note that p(k)r can be interpreted as the probability
that k sessions totally occupy r resources. In practice, discrete
convolutions are calculated using the recurrence relation

p
(k)
r =

r∑

i=0

pip
(k−1)
r−i , k ≥ 2, (80)

where p
(1)
r = pr , r ≥ 0.

Using the probabilities of the aggregated states Pk (r), we
can obtain expressions for the main characteristics of the
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model, namely, the new session drop probability πb and the
average number of occupied resources R̄ as follows

πb = 1− P0

N−1∑

k=0

ρk

k !

R∑

r=0

p
(k+1)
r , (81)

R̄ = P0

N∑

k=1

ρk

k !

R∑

r=1

rp
(k)
r . (82)

1) Simplified System: Consider a simplified process
X2(t) = {ξ(t), δ(t)}, where, differently from X1(t) con-
sidered above, the second component δ(t) denotes the total
number of resources occupied by all the sessions. This sim-
plification leads, on the one hand, to the decrease in the
dimension of the state space, and, on the other hand, to the
loss of important information about the queuing process. As a
result, it is impossible to say exactly how many resources are
released by a session upon its departure. In this case, one
may utilize the following Bayesian approach. Assume that
the system is in the state (k, r) at the moment just before
the session departure from the system. The probability that
a session will release j resources can be determined by the
Bayes formula as pj p

(k−1)
r−j /p

(k)
r . Then, the system of equilib-

rium equations for stationary probabilities qk (r) of the process
X2(t) can be written in the following form

λq0

R∑

r=0

pr = μ

R∑

r=0

q1(r),

qk (r)

(

λ

R−r∑

r=0

pr + kμ

)

= λ

r∑

j=0

qk−1(j )pr−j + (k + 1)×

× μ

R−r∑

j=0

qk+1(r + j )
pj p

(k)
r

p
(k+1)
r+j

, 1 ≤ k ≤ N − 1, 0 ≤ r ≤ R,

NμqN (r) = λ

r∑

j=0

qN−1(j )pr−j , 0 ≤ r ≤ R. (83)

As shown in [222], by substituting Pk (r) from (78) into the
system (83), one can prove that (79) is its solution. Thus, the
stationary probabilities of the simplified process X2(t) coin-
cide with the probabilities of the aggregated states Pk (r) of the
initial process X1(t). As we will see in the following sections,
the established fact is of critical importance for the analysis of
more complex systems involving additional rules and service
mechanisms at BSs. Generally, in more complex systems, it
is not possible to obtain analytical expressions for stationary
probabilities, which means that to analyze those systems one
has to resort to a numerical solution of the system of equi-
librium equations. However, in most practical cases it is not
feasible due to the large state space of the process. Therefore,
the proposed simplification makes it possible to numerically
calculate performance measures of the considered class of
systems in a reasonable time.

2) Multiple Arriving Flows: Consider now a resource
queuing system with multiple arriving flows of sessions.
Particularly, differently from the systems considered above,
we assume L arriving mutually independent Poisson flows of
sessions with intensities λl , l = 1, 2, . . . ,L. Sessions of the
l-th type are served with rates μl , and their distribution of

resource requirements is given by {pl ,r}r≥0. The stationary
probabilities Qk1,...,kL(r1, . . . , rL) that there are kl sessions of
type l occupying totally rl resources, l = 1, 2, . . . ,L, are then
provided by

Qk1,...,kL (r1, . . . , rL) =

= Q0

L∏
i=1

ρki1
ki !

L∏
i=1

p
(ki )
ri ,

L∑
l=1

kl ≤ N ,

L∑
l=1

rl ≤ R,

Q0 =

⎛
⎝1+

∑
1≤k1+···+kL≤N

∑
0≤r1+···+rL≤R

Qk1,...,kL (r1, . . . , rL)

⎞
⎠

−1

.

(84)

where ρl =
λl
μl

, l = 1, 2, . . . ,L.
Note that (84) are also not overly useful for numerical cal-

culations. However, in [225], it was shown that a resource
queuing system with L flows of sessions is equivalent to the
resource queuing system with one aggregated flow having
a weighted average distribution of resource requirements. In
other words, the stationary probabilities Qk (r) that there are
k sessions of all types in the system that totally occupies r
resources, are determined by

Qk (r) = Q0
ρk

k !
p̄
(k)
r , 1 ≤ k ≤ N , r ≤ R

Q0 =

(

1 +

N∑

k=1

R∑

r=0

Qk (r)

)−1

, (85)

where ρ = ρ1 + · · ·+ ρL, and p̄r are given by

p̄r =

L∑

l=1

ρl
ρ
pl ,r . (86)

The mean amount of occupied resources can be found sim-
ilarly to (81), and the session drop probability of a l-type
session takes the form of

πb,l = 1−
N−1∑

k=0

R∑

r=0

Qk (r)pl ,R−r . (87)

3) Numerical Algorithm: The direct calculation of
performance measures associated with resource queuing
systems is complicated. The main reason is the need for
evaluating multiple convolutions of the resource require-
ments distribution as discussed above. However, the authors
in [226], developed a recursive algorithm for calculating
the normalization constant Q0, which allows for efficient
numerical analysis.

The algorithm proceeds as follows. First, denote

G(n, r) =
n∑

k=0

ρk

k !

r∑

j=0

p
(k)
j . (88)

Utilizing this notation, the normalization constant in (85),
interpreted as the probability that the system is empty, can be
written as Q0 = G(N ,R)−1. The function G(n, r) can be
calculated using the following recursion

G(n, r) = G(n − 1, r) +

+
ρ

n

r∑

j=0

pj (G(n − 1, r − j )−G(n − 2, r − j )), (89)
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with initial conditions

G(0, r) = 1, G(1, r) = 1 +
r∑

j=0

pj , r ≥ 0. (90)

Using G(n, r), any performance measure of the system can
be calculated. For example, the session drop probability πb and
the average amount of occupied resources R̄ take the form

πb = 1− 1

G(N ,R)

R∑

j=0

pjG(N − 1,R − j ),

R̄ = R − 1

G(N ,R)

R∑

j=1

G(N ,R − j ). (91)

D. Resource Queuing System With Service Interruptions

Consider now the extension of the system to the case of
external flow of events that may potentially change the char-
acteristics of the service process of sessions, currently served
at the BS. In mmWave and THz systems these events can be
utilized to capture impairments caused by the blockage pro-
cess of LoS path, leading to either change in the resource
requirements to maintain the target session rate [77], [79] or
to outage events completely interrupting the session service
process [212]. In addition, these events can also model out-
age events caused by micromobility [19], [20]. Due to a wide
scope of the application area of these systems, in what follows,
the external events are referred to as “signals”.

Unlike the model considered in Section VI-C, we assume
that each session is associated with a Poisson flow of sig-
nals with intensity α. For certainty, in further exposition we
consider LoS blockage process associated with UEs, where
the blockage does not lead to outage conditions, i.e., in case
of blockage the connection may still be maintained but more
resources are required to provide the target session rate. In this
case, upon signal arrival, the resources allocated for a session
are all released and the session tries to occupy a new volume
of resources according to the same or different probability dis-
tributions. In what follows, for certainty, we assume that the
distribution remains intact. Note that this could be a pmf of
session resource requirements obtained for blocked and non-
blocked states and then weighted with blockage probability as
discussed in Section V.

For analysis of this system, one may utilize the simplified
method considered in Section VI-C1 that implies tracking only
the total amount of the occupied resources. Accordingly, the
behavior of the system is described by the stochastic process
X (t) = {ξ(t), δ(t)}, where the first component denotes the

number of sessions in the system at time t, and the second
represents the total amount of resources occupied by all the
sessions. The state space of the system is given by

Ψ =

N⋃

k=0

Ψk , Ψk =
{

(k , r) : 0 ≤ r ≤ R, p
(k)
r > 0

}

, (93)

where the states in the subsets Ψk are ordered according to
the ascending of the number of resources. Let I(k, r) denote
the sequential number of the state (k, r) in the set Ψk .

1) Stationary Distribution: First, we introduce an supple-
mentary variable facilitating our exposition in what follows.
Let θi (k , r) be the probability that a session occupies i
resources, provided that k sessions totally occupy r resources.
Then, according to Bayes’ law we have

θi (k , r) =
pip

(k−1)
r−i

p
(k)
r

. (94)

To construct the infinitesimal generator of the process X(t),
consider possible transitions between the states of the system
in more detail. Let the system be in the state (k, r) at some time
t. With probability pj , an arriving session occupies j resources,
j ≤ R − r, and the system goes to the state (k + 1, r + j).
On the departure of a session, it releases i resources with
probability θi (k , r). In this case, the system state changes
to the state (k − 1, r − i). Upon signal arrival, a session
releases i resources with probability θi (k , r) and requests j
resources with probability pj . If j ≤ i, then the session con-
tinues its service the system. If j < i, the system state changes
to (k, r − i + j) with probability θi (k , r)pj while in the case
of j = i the state of the system does not change. Finally, if
the new volume of resources requested by a session exceeds
its previous volume (j > i), then the session remains in the
system only when j ≤ R − r + i. Otherwise, the session is
lost (dropped) and the system goes to the state (k − 1, r − i).

The infinitesimal generator of the process X(t) is a block
tridiagonal matrix with diagonal blocks D0,D1, . . . ,DN,
superdiagonal blocks Λ1, . . . ,ΛN and subdiagonal blocks
M0, . . . ,MN−1, provided by

D0 = −λ
R∑

j=0

pj ,

Λ1 = (λp0, . . . , λpR),

M0 = (μ, . . . , μ)T . (95)

Omitting zero elements from the block Λ1, the number of
columns in Λ1, as well as the number of rows in the block

Dn(I (n, i), (n, j )) =

⎧
⎪⎨
⎪⎩

−
(
λ
∑R−i

j=0 pj + nμ+ nα
(
1−∑i

m=0 θm (n, i) pm

))
, i = j

nα
∑i

m=0 θm (n, i) pj−i+m , i < j ,

nα
∑i

m=i−j θm (n, i) pj−i+m , i > j

(n, i), (n, j ) ∈ Ψn , 1 ≤ n ≤ N − 1

DN(I (N , i), (N , j )) =

⎧
⎪⎨
⎪⎩

−
(
Nμ+ Nα(1−∑i

m=0 θm (N , i) pm

)
, i = j

Nα
∑i

m=0 θm (N , i) pj−i+m , i < j ,

Nα
∑i

m=i−j θm (N , i) pj−i+m , i > j

(N , i), (N , j ) ∈ ΨN (92)
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M0, are equal to the number of states in the subset Ψ1. The
blocks Dn(I (n, i), (n, j )) and DN(I (N , i), (N , j )) are pro-
vided in (92) as shown at the bottom of the previous page.
The blocks Λn(I (n − 1, i), (n, j )) are provided by

Λn(I (n − 1, i), (n, j )) =

{
λpj−i , i ≤ j ≤ R,
0, j < i ,

(97)

where (n − 1, i) ∈ Ψn−1, (n, j ) ∈ Ψn , 2 ≤ n ≤ N .
Finally, the blocks Mn(I (n + 1, i), (n, j )) are specified as

Mn(I (n + 1, i), (n, j )) =

=

{
(n + 1)μθi−j (n + 1, i), j ≤ i ≤ R,
0, j > i ,

(98)

where (n + 1, i) ∈ Ψn+1, (n, j ) ∈ Ψn , 1 ≤ n ≤ N − 1.
The stationary probabilities Qk (r) of the process X(t) are

the unique solution of the system of equilibrium equations
with the normalization condition, that can be written as

QA = 0, Q1 = 1, (99)

where Q is the row vector of stationary probabilities, 1 is a
column vector of ones of appropriate size. The system (99) can
be solved by any numerical method, including those using the
special block structure of the described infinitesimal generator.

2) Performance Metrics: In this subsection, we will pro-
ceed to the analysis of system’s performance indicators includ-
ing the drop probability of a session upon arrival, πb , and the
average amount of occupied resources, R̄. These metrics can
be directly calculated using stationary probabilities as

πb = 1−
N−1∑

k=0

R∑

r=0

Qk (r)

R−r∑

j=0

pr ,

R̄ =

N∑

k=0

R∑

r=0

rQk (r). (100)

In the considered system, we are also interested in the
probability πt that a session initially accepted for service is
eventually lost due to the signal arrival. In our interpretation,
this implies that upon blockage, the amount of resources at BS
is insufficient to maintain the target bitrate of the session. To
derive this metric, we first calculate the intensity of sessions
that are eventually dropped, ν, as

ν = αN̄
N∑

k=1

R∑

r=0

Qk (r)
r∑

j=0

θj (k , r)

⎛

⎝1−
R−r+j
∑

i=0

pi

⎞

⎠, (101)

where N̄ is the mean number of sessions in the system

N̄ =

N∑

k=1

R∑

r=0

kQk (r). (102)

Then, the sought probability πt can be defined as the limit
of the ratio of the number of accepted sessions that have been
eventually dropped to the total number of accepted sessions
during the time interval of duration T. Accordingly, we have

πt = lim
T→∞

νT

λ(1− πb)T
=

ν

λ(1− πb)
. (103)

We specifically note that the probability that a session ini-
tially accepted to the system is eventually dropped is known
to drastically affect quality of user experience (QoE) of a ser-
vice [227], [228], [229], [230]. As these events may often
happen in mmWave and THz communications, recently, a
number of approaches for improving it have been proposed.
Most of these mechanisms can be modeled by utilizing the
resource queuing systems framework described above. In what
follows, we consider some of these mechanisms as examples.

E. Resource Reservation

Reserving resources for sessions that sharply increase their
resource requirements due to blockage of a LoS path, is one of

(i) λQ0

R0∑

j=0

pj = μ
∑

j :(1,j )∈Ψ1

Q1(j ) + α
∑

j :(1,j )∈Ψ1

Q1(j )

(

1−
R∑

s=0

ps

)

(ii)

⎛

⎝θ(R0 − j )λ

R0−r
∑

j=0

pj + kμ+ kα

⎞

⎠Qk (r) = θ(R0 − j )λ
∑

j≥0:(k−1,r−j )∈Ψk−1

Qk−1(r − j )pj + (k + 1)μ×

×
∑

j≥0:(k+1,r+j )∈Ψk+1

Qk+1(r + j )θj (k + 1, j + r) + (k + 1)α

(

1−
R−r∑

s=0

ps

)

×
∑

j≥0:(k+1,r+j )∈Ψk+1

Qk+1(r + j )θj (k + 1, j + r) + kα
∑

j≥0:(k ,j )∈Ψk

Qk (j )

min(j ,r)
∑

i=0

θj−i (k + 1, j + r)pr−i

1 ≤ n ≤ N − 1, 0 ≤ r ≤ R

(iii) N (μ+ α)QN (r) = θ(R0 − j )λ
∑

j≥0:(N−1,j )∈ΨN−1

QN−1(r − j )pj + Nα
∑

j≥0:(N ,j )∈ΨN

QN (j )

min(j ,r)
∑

i=0

θj−i (N , j )pr−i , 1 ≤ r ≤ R (96)
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Fig. 18. Feasible transitions for the central state of the model represent the
session service process with resource reservation [79].

the mechanisms to improve session continuity in mmWave and
THz systems [76], [79], especially, in early rollouts of these
systems, where BS will be sparsely deployed. In this case,
only part of the BS resources is available for the new arriving
sessions, and the rest is reserved to support the sessions already
accepted for service.

1) Model Description: Consider a resource queuing system
with N servers and a finite amount of resources R, only part of
which R0 = (1−γ)R, 0 < γ < 1, is available for new arriving
sessions. Here γ is the reservation coefficient and is interpreted
as a fraction of reserved resources. The behavior of the system
is described by a stochastic process X (t) = {ξ(t), δ(t)},
where ξ(t) is the number of sessions in the system, and δ(t) is
the total the amount of the occupied resource. The state space
of the system is described by (93).

Unlike the system considered in Section VI-D, when a ses-
sion arrives to the system, it can occupy only a part of the
resources, R0 < R. In other words, let the system be in
the state (k , r) and assume that an arriving session requires
j resources, then: (i) if r > R0, any new arriving session is
dropped, (ii) if r ≤ R0 and j > R0 − r , then an arriving
session is dropped, and (iii) if r ≤ R0 and j ≤ R0 − r , an
arriving session is accepted into the system. Once the session
is accepted for service, the whole amount of resources, R,
becomes available for it. When a signal arrives for a session
when the system is in the state (k , r), the session releases i
resources and tries to occupy j resources. In this case, it is
dropped only when j > R − r + i . Otherwise, the system
operates similarly to the system described in Section VI-D.
The typical subset of states and associated transitions for this
system are illustrated in Fig. 18.

2) Equilibrium Equations: By utilizing

θ(R0 − j ) =

{
0, j > R0,
1, j ≤ R0,

(104)

the system of equilibrium equations can be written as in (96).
Using the system (96), as shown at the bottom of the

previous page together with the normalization condition pro-
vided in (104), one may calculate the stationary state prob-
abilities of the system. Here, the infinitesimal generator of
the process X (t) = {ξ(t), δ(t)} is obtained similarly to
Section VI-D based on the system of equations (96).

3) Performance Metrics: Consider the performance metrics
of the system. Since the system with resource reservation dif-
fers from the system from Section VI-D only in the connection
admission control (CAC) functionality, all the expressions for
performance metrics except for the new session drop proba-
bility remain the same. The abovementioned unknown metric,

Fig. 19. New and ongoing session drop probabilities: reserving resources
for sessions that are already accepted for service increases the new session
drop probability but increases the service reliability at mmWave/THz BSs by
decreasing the ongoing session drop probability [79].

πb , is provided by

πb = 1−
N−1∑

k=0

R0∑

r=0

Qk (r)

R0−r
∑

j=0

pr . (105)

4) Illustrative Example: An example of application of the
abovementioned framework to the case of mmWave BS uti-
lizing the resource reservation strategy for sessions already
accepted to the system is considered in [79]. Consider a sin-
gle cell system with session arrivals governed by the Poisson
process whose geometric locations are uniformly distributed
in the BS service area. Since resource reservation may only
show gains when blockage does not lead to an outage the
cell service area is computed accordingly. In Fig. 19 we show
typical new and ongoing session drop probabilities as a func-
tion of the amount of resources reserved for sessions accepted
for service, required session rate of 10 Mbps and different
blockers intensity in the environment, λB bl/m2. As one may
observe, there is a clear trade-off between two considered
types of session drop probabilities. Unfortunately, the new
session drop probability increases at a slightly faster rate as
compared to the decrease in the ongoing session drop proba-
bility. Nevertheless, by utilizing this simple strategy a network
operator may control the balance between these two probabil-
ities in early 5G mmWave systems rollouts when NR BSs are
installed in hotspot areas with high traffic demands.

F. Multiconnectivity and Resource Reservation

Another method for improving session continuity in
mmWave and THz systems is standardized by 3GPP multi-
connectivity operation [73]. According to it, UE may maintain
more than a single link to nearly BSs. UE may utilize all the
links simultaneously via division duplex (TDD) mode or use
one link for data transmission while keeping the rest as backup
option in the case the currently active link experiences outage
conditions due to blockage and/or micromobility. These con-
nectivity strategies and associated resource allocation policies
fall within the class of resource queuing networks – an exten-
sion of resource queuing systems considered in the previous
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Fig. 20. Illustration of the resource queuing network: upon blockage active
sessions are handed over to other BS available in the area inducing dependence
in the session service process [77].

sections. Below, we describe the solution method for the
case, where both multiconnectivity and resource reservation
are simultaneously utilized.

1) Model Description: Consider a queuing network consist-
ing of K BSs. The k-th BS has Nk servers and Rk ,1 resources.
The k-th BS receives a Poisson flow of sessions with inten-
sity λk , k = 1, 2, . . . ,K , and λ =

∑K
k=1 λk . Each session

arriving to the k-th BS is characterized by a random resource
requirements with pmf {p0,r}r>0. For new arriving sessions,
only a part of the resources is available, Rk ,0 = Rk ,1(1− γ),
0 < γ < 1. Similarly to the previous section, if an arriving
session finds that there are not enough resources in the system
for its service, then this session is dropped. Service times are
assumed to be exponentially distributed with the parameter
μ. Further, each session which is currently in service at the
k-th BS is associated with a Poisson flow of signals with the
intensity of αk , k = 1, 2, . . . ,K , that represents channel state
transitions between outage and connectivity states that might
be caused by either blockage or micromobility or both. Upon
a signal arrival, the session releases the occupied resources
and generates a new value of resource requirements accord-
ing to pmf {p1,r}r>0. If these resources are not available at
the current BS, the session is routed to BS k with probability
1/(K −1). Rerouted sessions are called “secondary” sessions.
We also introduce the “level” a secondary session as the num-
ber of reroutes a session experienced. Secondary sessions form
an additional Poisson arriving flow to each BS with intensities
ϕk , k = 1, 2, . . . ,K . All available resources at BSs are avail-
able for secondary sessions. If there is an insufficient amount
of resources available, the session is dropped. Due to the mem-
oryless property of the exponential distribution, the residual
service time of a secondary session also follows an exponen-
tial distribution with the same parameter μ. The illustration of
the considered model is sketched in Fig. 20.

To analyze the described model, we rely upon the network
decomposition method, which is commonly utilized in the
analysis of complex queuing networks [231], [232], [233]. As
usual, the key assumption here is that the service process of
sessions at each BS does not depend on the service processes
at other BSs in the network. Based on the decomposition
approach, we develop a recurrent algorithm for the evaluation
of the performance metrics as shown in Fig. 21 and discussed

Fig. 21. Iterative algorithm for calculating performance metrics: at each stage
the flow variables between BSs are updated the difference in performance
metrics at the current and previous iteration is assessed to decide on the
convergence [77].

below. First, the system parameters are initialized assuming the
arrival intensity of the secondary sessions to be zero, ϕk = 0,
k = 1, 2, . . . ,K . Then, the stationary probabilities of each
BS are calculated, from which the network-wide measures are
obtained. Further, the arrival intensities of the secondary ses-
sions are recalculated by taking into account the next level of
session rerouting. These new values of the arrival intensities
ϕk = 0, k = 1, 2, . . . ,K are used at the next iteration of the
algorithm. The algorithm stops as the difference between the
network characteristics at the consequent iterations becomes
less than a certain specified level of accuracy.

2) Single BS Performance: Consider BS with two Poisson
flows of sessions: the flows of primary and secondary sessions
with rates λk and ϕk , respectively. By utilizing the mem-
oryless property of exponential distribution we observe that
the sojourn time of the session at the BS is also exponential
with the parameter μ + αk , i = 1, 2, . . . ,K . Here, we again
apply the simplified approach, where only the total amount
of the occupied resources is tracked at BS. Then, by taking
into account the number of primary and secondary sessions,
the behavior of the system is described by a three-dimensional
process X (t) = {ξ1(t), ξ2(t), δ(t)}, where ξ1(t) is the num-
ber of primary sessions in the system at time t, ξ2(t) is the
number of secondary sessions at time t, and δ(t) is the total
amount of the resource occupied by all the sessions. The state
space of the process is thus given by

Ψ =
⋃

0≤n1+n2≤N

Ψn1,n2 ,

Ψn1,n2 =

⎧
⎨
⎩(n1,n2, r) : 0 ≤ r ≤ R1,

min(r ,R0)∑
i=0

p
(n1)
0,i p

(n2)
1,r−i > 0

⎫
⎬
⎭,

(106)

where, the superscript denotes the order to convolution.
Stationary probabilities Qn1,n2(r) that the system is in the

state (n1,n2, r) ∈ Ψ are defined as

Qn1,n2(r) = lim
t→∞P{ξ1(t) = n1, ξ2(t) = n2, δ(t) = r}.

(107)
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Consider the amount of resources that a session releases
upon departure. Denote by β0,j (n1,n2, r) the probability that,
j resources are released as a result of the primary session
departure provided that the system is in the state (n1,n2, r).
For r ≤ R0, the probabilities β0,j (n1,n2, r) can be calculated
using the Bayes law

β0,j (n1,n2, r) =
p0,j
∑r−j

i=0 p
(n1−1)
0,i p

(n2)
1,r−j−i

∑r
i=0 p

(n1)
0,i p

(n2)
1,r−i

. (108)

Similarly, define by β1,j (n1,n2, r) the probability that as
a result of the secondary session departure, j resources are
released provided that the system is in the state (n1,n2, r),

β1,j (n1,n2, r) =
p1,j
∑r−j

i=0 p
(n1)
0,i p

(n2−1)
1,r−j−i

∑r
i=0 p

(n1)
0,i p

(n2)
1,r−i

. (109)

In the case of r > R0, estimation of β0,j (n1,n2, r) and
β1,j (n1,n2, r) is complicated as these probabilities depend
on the arrival order of primary and secondary sessions, which
cannot be determined from the state of the process. However,
since the arrivals of the primary and secondary sessions are
independent of each other and taking into account the known
number of sessions of each type, any permutation of them in
terms of the arrival time is equiprobable. Thus, the probability
that the latest primary session takes the k-th place is

(
k − 1

n1 − 1

)/(n1 + n2
n1

)

, (110)

where
( k−1
n1−1

)

is the number of ways to place n1 − 1 the
primary session in the first k − 1 places (since the last one
will take the k-th place), and

(n1+n2
n1

)

is the overall number
of ways to place n1 primary sessions. The probability that
n1 primary sessions and k − n1 secondary sessions occupy
i ≤ R0 is calculated using the convolution

i∑

s=0

p
(n1)
0,s p

(k−n1)
1,i−s , (111)

Further, the probability that n1 primary and n2 secondary
sessions occupy r resources, provided that the latest primary
session takes the k-th place, is estimated as

min(r ,R0)∑

i=0

p
(n2+n1−k)
1,r−i

i∑

s=0

p
(n1)
0,s p

(k−n1)
1,i−s . (112)

Finally, the probability that n1 primary and n2 secondary
sessions together occupy r resources has the following form

n1+n2∑

k=n1

( k−1
n1−1

)

(n1+n2
n1

)

min(r ,R0)∑

i=0

p
(n2+n1−k)
1,r−i

i∑

s=0

p
(n1)
0,s p

(k−n1)
1,i−s .

(113)

Estimation of β0,j (n1,n2, r) and β1,j (n1,n2, r) in the case
r > R0 is not an easy computational problem. To reduce
the computational complexity, one may utilize approximation
obtained by neglecting the order of session arrivals, i.e.,

β0,j (n1,n2, r) =
p0,j
∑min(r−j ,R0−j )

i=0 p
(n1−1)
0,i p

(n2)
1,r−j−i

∑min(r ,R0)
i=0 p

(n1)
0,i p

(n2)
1,r−i

,

Fig. 22. Typical set of states and associated transition intensities for model
representing session service process with multiconnectivity and resource
reservation [77].

β1,j (n1,n2, r) =
p1,j
∑min(r−j ,R0)

i=0 p
(n1)
0,i p

(n2−1)
1,r−j−i

∑min(r ,R0)
i=0 p

(n1)
0,i p

(n2)
1,r−i

. (114)

By utilizing β0,j (n1,n2, r) and β1,j (n1,n2, r) the system
of equilibrium equations for the process X(t) takes the form
of (115) as shown at the bottom of the next page. The typ-
ical subset of states and associated transition intensities are
illustrated in Fig. 22.

3) Performance Metrics: The system of equilibrium equa-
tions defined in (115) needs to be solved numerically. Due
to the fact that the number of equations in the system can
reach N (N + 1)R1/2, we recommend using special libraries
for sparse matrices and associated iterative methods, i.e.,
Gauss-Seidel method [234], [235].

Once the stationary state distribution is obtained,
performance metrics immediately follow. The new ses-
sion drop probability πb,k at BS k and the probability πs,k
that rerouting leads to the drop of a session take the form

πb,k = 1−
∑

0≤n1+n2≤N−1

∑

r≤R0,k :(n1,n2,r)∈Ψn1,n2

× Qn1,n2(r)

R0,k−r
∑

j=0

p0,j ,

πs,k = 1−
∑

0≤n1+n2≤N−1

∑

r :(n1,n2,r)∈Ψn1,n2

× Qn1,n2(r)

R1,k−r
∑

j=0

p1,j . (116)

The intensities of secondary sessions are given by

ϕk =
∞∑

v=1

ϕvk ,

ϕ1k =

K∑

i=1

λi
(

1− πb,i
) αi
μ+ αi

ϕ0i ,k ,

ϕvk =

K∑

i=1

ϕv−1
i

(

1− πs,i
) αi
μ+ αi

ϕv−1
i ,k , v > 1, (117)

where v denotes the level of the second session.
The network-wide counterparts of these metrics are

πb =

K∑

k=1

λk
λ
πb,k , πs =

K∑

k=1

ϕk
ϕ
πs,k , (118)

and they need to be utilized as shown in Fig. 21.
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Finally, the probability that the initially accepted for service
session is eventually dropped is given by

πO = lim
t→∞

ϕπs t

λ(1− πb)t
=

ϕπs
λ(1− πb)

, (119)

where the numerator is the mean number of accepted sessions
that have been dropped during time t, and the denominator is
the overall number of accepted sessions during time t.

4) Illustrative Example: The new and ongoing session drop
probabilities in presence multiconnectivity obtained using the
framework discussed above are shown in Fig. 23 for the ses-
sion rate of 10 Mbps. Following [77] we consider a circular
deployment with a number of BSs evenly spaced over the cir-
cumference. As one may observe, increasing the degree of
multiconnectivity leads to the dramatic reduction in both new
and ongoing session drop probability. This is in contrast to
resource reservation that improves ongoing session drop prob-
ability at the expense of new session loss probability inducing
a trade-off between these two metrics. However, this gain
comes at the expense of increased implementation complex-
ity, signaling load and the decreased energy efficiency of UEs.
On top of this, the efficient use of this functionality requires
dense mmWave BS deployments that are only feasible at later
stages of 5G rollouts. Using the described framework one may
also capture the joint effects of resource reservation and mul-
ticonnectivity. For in-depth analysis of this scenario we refer
to [77].

Fig. 23. New and ongoing session drop probabilities: increasing the number
of mmWave/THz BS accessible for UE drastically imrpoves service reliability
including both new and ongoing session drop probability [77].

G. Multiple Flows With Priorities

1) Model Description: We now consider how to incorpo-
rate session priorities in the considered framework. To this
aim, consider a resource queuing system with two types of ses-
sions, (e.g., URLLC and eMBB), pre-emptive priority service
discipline, N servers and resource volume R. Here, we refer
to prioritized sessions as first type sessions. Other sessions
are referred to as second type sessions. Both types of sessions

(i) Q0

⎡

⎣λk

R0∑

j=0

p0,j + ϕk

R1∑

j=0

p1,j

⎤

⎦ = (μ+ αk )

⎡

⎣
∑

j :(1,0,j )∈Ψ1,0

Q1,0(j ) +
∑

j :(0,1,j )∈Ψ0,1

Q0,1(j )

⎤

⎦

(ii) Qn1,n2(r)

⎡

⎣λk

R0−r
∑

j=0

p0,j + ϕk

R1−r
∑

j=0

p1,j + (n1 + n2)(μ+ αk )

⎤

⎦ = λk
∑

j :(n1−1,n2,r−j )∈Ψn1−1,n2

p0,jQn1−1,n2(r − j ) +

+ ϕk

∑

j :(n1,n2−1,r−j )∈Ψn1,n2−1

p1,jQn1,n2−1(r − j ) + (n1 + 1)(μ+ αk )

×
∑

j :(n1+1,n2,r+j )∈Ψn1+1,n2

Qn1+1,n2(r + j )β0,j (n1 + 1,n2, r + j ) +

+ (n2 + 1)(μ+ αk )
∑

j :(n1,n2+1,r+j )∈Ψn1,n2+1

Qn1,n2+1(r + j )β1,j (n1,n2 + 1, r + j ), n1 + n2 < N , r ≤ R0

(iii) Qn1,n2(r)

⎡

⎣ϕk

R1−r
∑

j=0

p1,j + (n1 + n2)(μ+ αk )

⎤

⎦ = ϕk

∑

j :(n1,n2−1,r−j )∈Ψn1,n2−1(r−j )

p1,jQn1,n2−1(r − j ) +

+ (n1 + 1)(μ+ αk )
∑

j :(n1+1,n2,r+j )∈Ψn1+1,n2

Qn1+1,n2(r + j )β0,j (n1 + 1,n2, r + j ) +

+ (n2 + 1)(μ+ αk )
∑

j :(n1,n2+1,r+j )∈Ψn1,n2+1

Qn1,n2+1(r + j )β1,j (n1,n2 + 1, r + j ), n1 + n2 < N , r > R0

(iv) (n1 + n2)(μ+ αk )Qn1,n2(r) =

= λk
∑

j :(n1−1,n2,r−j )∈Ψn1−1,n2

p0,jQn1−1,n2(r − j ) + ϕk

∑

j :(n1,n2−1,r−j )

p1,jQn1,n2−1(r − j ), n1 + n2 = N , r ≤ R0

(v) (n1 + n2)(μ+ αk )Qn1,n2(r) = ϕk

∑

j :(n1,n2−1,r−j )∈Ψn1,n2−1

p1,jQn1,n2−1(r − j ), n1 + n2 = N , r > R0 (115)
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arrive according to mutually independent Poisson processes
with parameters λ1 and λ2, respectively, and their service
times are exponentially distributed with intensities μ1 and μ2.
Besides, the resource requirements distributions are {p1,r} and
{p2,r}, r ≥ 0.

2) Equilibrium Equations: The behavior of the considered
system can be described by four-dimensional Markov pro-
cess (ξ1(t), δ1(t), ξ2(t), δ2(t)), where ξi (t) is the number
of i-th type sessions in the system and δi (t) is the total
number of resources occupied by i-th type sessions at time
t. However, the straightforward approach to obtain steady-
state distribution of the number of sessions via numerical
solution of the system of equilibrium equations is not fea-
sible. The reason is the state space explosion with the number
of states reaching (N + 1)(N + 2)(R + 1)(R + 2)/4. To
decrease computational complexity of the solution, one may
resort to the approximation by deducing performance met-
rics via marginal distributions of both types of sessions in
the system. To demonstrate the basic principles, denote by
Qi (ni , ri ) the marginal distribution that ni , i = 1, 2, sessions
of ith type totally occupy ri resources. Observe that under the
pre-emptive priority service discipline, the service process of
the first type of sessions is not affected by the service process
of the second type of sessions. Thus, the marginal distribution
Q1(n1, r1) can be obtained by solving (79) for the system
with only first type of sessions.

To determine Q2(n2, r2) knowing Q1(n1, r1) one may uti-
lize the following idea. Observe that when there are n2 second
type sessions that totally occupy r2 resources, the number of
priority sessions and resources occupied by them is given by
the marginal distribution Q1(n1, r1) given that there are no
more than N − n2 of them, and they totally occupy no more
than R−r2 resources. Applying this idea, one can estimate the
following auxiliary probabilities that depend on the number of
second type sessions in the system and volume of resources
occupied by them: (i) the probability that an arriving session
of the second type is dropped and (ii) the probability that an
arriving session of the first type interrupts the service pro-
cess of k sessions of the second type. With these probabilities
in hand, one may further derive the system of equilibrium
equations for the marginal distribution Q2(n2, r2), which is
then solved numerically. The performance metrics of interest
include drop probabilities of both types of sessions as well
as the probability that a session of the second type will be
interrupted during the service will immediately follow.

3) Illustrative Example: The described framework has been
applied in [236] to evaluate priority-based service between
URLLC and eMBB sessions served as mmWave BS. We con-
sider a single cell system with session arrivals governed by
the Poisson process whose geometric locations are uniformly
distributed in the cell service area. We illustrate high-priority
and low-priority session drop probabilities as well as low-
priority session interruption probability in Fig. 24 as a function
of high-priority session arrival intensity λ1. As expected
the high-priority traffic, e.g., URLLC, is well-isolated from
the low-priority one. However, there is a complex interplay
between low-priority session drop probability and session
interruption probability, where the latter first decreases and

Fig. 24. Performance metrics for prioritized service at BSs: enforcing pre-
emptive priority at the mmWave/NR air interface efficiently isolates higher
priority traffic, e.g., URLLC, from the lower priority one, e.g., eMBB.

then, starting from λ1 ≈ 17 sessions/s, increases. To reduce the
latter undesirable effect of dropping sessions already accepted
to service one may apply resource reservation for low-priority
traffic. This type of system can also be analyzed within the
proposed framework by combining the priority model with
the resource reservation model considered above. Note that
priority service, and thus, the proposed framework can also
be applied to enable slicing at the air interface [87], [89].

H. Multiconnectivity With Reservation for Adaptive Sessions

So far we have considered scenarios with intra-RAT multi-
connectivity, where this functionality is utilized exclusively for
mmWave or for THz RATs. A viable option is to utilize intra-
RAT multiconnectivity, where UE may support active links
with LTE or sub-6 GHz NR BSs along and with mmWave/THz
BS simultaneously. Being inherently unaffected by blockage
microwave BS in this scenario may provide an option for tem-
poral offloading of sessions from mmWave/THz BS in case
of blockage or micromobility. To address this case, consider a
scenario with one BS operating in microwave band and several
mmWave/THz BSs in its coverage area [204]. Sessions from
mmWave BSs are rerouted to the microwave BS in case of
an outage. Due to inherent rate mismatch between microwave
and mmWave/THz band we consider inherently adaptive traf-
fic (also known as a full buffer in 3GPP specifications) that
utilizes application layer adaptation to changing rate at the
air interface. Since in this deployment the microwave BS is a
natural bottleneck, we concentrate on performance assessment
of sessions bottlenecked at this BS. To protect original traf-
fic from the rerouted one, explicit reservations for both traffic
types are utilized.

1) Model Description: The microwave BS is modeled as a
resource queuing system with R units of resources (PRBs). A
part of the resources R1 is reserved for sessions that initially
arrive at the microwave BS, and another part R2, R1+R2 < R,
is reserved for sessions that are rerouted from mmWave BS
in case of outage. In what follows, we refer to the former
and latter as first and second type of sessions, respectively.
Assume that both types of sessions arrive according to Poisson
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processes with intensities λ1 and λ2, respectively. Service
times are exponentially distributed with intensities μ1 and μ2.
Since sessions are adaptive in nature, the resources are divided
equally between them, accounting for the reserved resource
volumes and minimal requirements x1 and x2.

The behavior of the considered system can be described
by a two-dimensional Markov process X (t) = {ξ1(t), ξ2(t)},
where ξi is the number of i-type sessions in the system. The
first type sessions may occupy no more than R−R2 resources,
while sessions of the second type – R−R1 resources. The rest
of the resources is shared by both types of sessions. Then, the
maximum number of the first type sessions is K1 = �(R −
R2)/x1	 and the maximum number of the second type sessions
is K2 = �(R − R1)/x2	. The set of states Ψ is

Ψ = {(k1, k2) : k1x1 + k2x2 ≤ R, k1 ≤ K1, k2 ≤ K2}. (120)

2) Equilibrium Equations: The stationary probabilities
Q(k1, k2) can be found as the solution of the following set
of equilibrium equations

Q(k1, k2)[λ1I (x1(k1 + 1) + x2k2 ≤ R, k1 < K1)+

+ λ2I (x1k1 + x2(k2 + 1) ≤ R, k2 < K2) +

+ k1μ1 + k2μ2] = λ1I (k1 > 0)Q(k1 − 1, k2) +

+ λ2I (k2 > 0)Q(k1, k2 − 1) +

+ (k1 + 1)μ1I (x1(k1 + 1) + x2k2 ≤ R, k1 < K1) +

+ (k2 + 1)μ2I (x1k1 + x2(k2 + 1) ≤ R, k2 < K2), (121)

where I (·) is the indicator function.
Since the Markov chain is reversible, it is easy to see that

the solution of (121) has the following product form

Q(k1, k2) = Q0
ρk11
k1!

ρk22
k2!

,

Q0 =

⎛

⎝
∑

(k1,k2)∈Ψ

ρk11
k1!

ρk22
k2!

⎞

⎠

−1

, (122)

where ρi = λi/μi , i = 1, 2, is the load of i-type sessions.
3) Performance Metrics: Once the stationary-state prob-

abilities are obtained, the session drop probabilities can be
calculated. Let Ψb,i ⊂ Ψ, i = 1, 2, be the subset of states,
where arriving i-type session is dropped, i.e.,

Ψb,i = {(k1, k2) ∈ Ψ : ki = Ki} ∪
∪ {(k1, k2) ∈ Ψ : k1x1 + k2x2 > R − xi}. (123)

Then, the new session drop probability πb expressed by

πb =
∑

(k1,k2)∈Ψb,1

Q(k1, k2). (124)

Observe that the drop of the sessions initially arriving to
microwave BS affects the ongoing session drop probability of
sessions temporarily offloaded from mmWave/THz BSs. Also
note that sessions originally arriving to the mmWave/THz BSs
may suffer multiple outage events and thus temporal reroutes
to microwave BS until their service completion. Thus, we first
characterize the section type sessions drop intensity ν as

ν = λ2
∑

(k1,k2)∈Ψb,2

Q(k1, k2). (125)

Then, the ongoing session drop probability of sessions that
originally arrive to mmWave/THz BS is given by the ratio of
the drop intensity and arrival intensity, i.e.,

πt = ν/λ•, (126)

where λ• is the total arrival intensity at all mmWave BSs.
Finally, having defined ri (k1, k2) as the number of resources

occupied by each i-type session provided that there are k1
1-type and k2 2-type sessions in the system, one can evalu-
ate the average bitrate achieved for both type of sessions for
a given fairness criterion using standard stochastic geometry
technique [204], see also Section III.

I. Performance Models for Elastic Traffic

The least investigated type of traffic in mmWave/THz cel-
lular systems is an elastic one, where application level rate
adaptation is utilized similarly to adaptive traffic but the ses-
sion itself requires a certain amount to bytes to be transferred.
In other words, the service time for this traffic type depends
on the rate provided to sessions during the service. Consider
now a scenario with a mmWave/THz BS serving elastic ses-
sions, whose service times depend on the volume of occupied
resources. Assume that all the resources of the BS are equally
divided between all sessions. Note that depending on the
selected MCSs, the resulting bitrate may differ among ses-
sions. Such types of service models are significantly more
complex as compared to those utilized for adaptive traffic
and similarly to non-elastic/adaptive traffic requires the use
of queuing models with PS service discipline [237].

1) Model Description: Consider single a single server
queue with PS discipline and unit service rate. Sessions arrive
according to the Poisson process with intensity λ, and the
session volumes (e.g., file size) have exponential distribu-
tion with parameter μ. Each session is associated with a
random service rate coefficient v with values from the set
V = {v1, v2, . . . , vL}. Without loss of generality, we assume
that values in set V are arranged in the ascending order,
i.e., v1 < v2 < · · · < vL. Service rate coefficients of
different sessions are assumed to be independent identically
distributed (iid) random variables with probability distribution
{pvi }, i = 1, 2, . . . ,L. These coefficients abstract the impact
of MCSs by inducing different service rates to the currently
served sessions. They are determined on arrival time instant
of a session by utilizing a propagation model and remain
unchanged during the service time.

The system operates as follows. If there are n sessions with
service rate coefficients u1, u2, . . . , un , each session receives
1
n of the processing rate, and the service rate of the ith ses-
sion is ui

n . Note that the total service intensity in this state is
1
n

∑n
i=1 ui . The number of simultaneously served sessions is

no more than N, which is determined as the maximum number
of sessions such that v1

N is still greater or equal to the min-
imum required bitrate. Based on these facts, the behavior of
the system can be described by the number of sessions and
the vector of their service rate coefficients. However, to sim-
plify the description, one can use a state aggregation approach
similar to the one applied for the resource queuing systems.
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According to it, the system’s behavior is described by two-
dimensional Markov process X (t) = {ξ(t), δ(t)}, where ξ(t)
is the number of sessions and δ(t) is the sum of their service
rate coefficients. The set of states is then

Ψ =
{

(n, u) : 0 ≤ n ≤ N , p
(n)
u > 0

}

, (127)

where p
(n)
u is the probability that the sum of service rate

coefficients of n sessions is equal to u. As in previous sec-
tions, these probabilities can be evaluated by utilizing n-fold
convolution of the distribution {pvi }, i = 1, 2, . . . ,L.

Similarly to the resource queuing systems, we cannot
exactly determine the exact amount of resources freed upon the
departure of a session. Contrarily, we can utilize the Bayesian
approach to evaluate probabilities θi (n, u) that the service rate
coefficient of a departing session is i, given that before the
departure, the sum of n serving rate coefficients was u

θi (n, u) =
pip

(n−1)
u−i

p
(n)
u

, i ≤ u, (n, u) ∈ Ψ. (128)

2) Equilibrium Equations: The stationary probabilities
qn (u) that there are n sessions in the system, and the sum of
their service rate coefficients is u, can be found as the solution
of the following balance equations

λq0 = μ
L∑

l=1

vlqvl (vl );

(

λ+
μu

n

)

qn (u) = λ

L∑

l=1

pvl qn−1(u − vl ) +

+
μ

n + 1

L∑

l=1

(u + vl )qn+1(u + vl )θvl (n + 1, u + vl ),

n = 1, 2, ..,N − 1, (n, u) ∈ Ψ;

μu

n
qN (u) = λ

L∑

l=1

pvl qN−1(u − vl ), (N , u) ∈ Ψ. (129)

The system (129) together with the normalization condition
can be solved by any appropriate numerical method. Note that
by introducing the proper order in the set of states, the gener-
ator matrix can be written in block-tridiagonal form suitable
for numerical algorithms [238].

3) Performance Metrics: Once the stationary state distri-
bution is obtained performance metrics can be calculated.
For example, an arriving session is dropped if it finds that
there are n sessions in the system. Therefore, the session drop
probability π is provided by

π =
∑

(N ,u)∈Ψ
qN (u). (130)

Other important metrics are characteristics of the session
serving time. The moments of the session serving time can cal-
culated by employing the phase method [239]. For more details
please refer to [240]. We note that the proposed approach can
be further extended similarly to the resource queuing systems
to include the outage events caused by blockage and/or micro-
mobility as well as to the support of resource reservation and
multiconnectivity.

VII. CONCLUSION AND FUTURE CHALLENGES

MmWave and THz communications systems are expected
to build the foundation of future cellular access provid-
ing the extreme amount of resources at the air interface.
These systems are primarily targeted to support principally
new applications such as AR/VR, holographic telepresence,
characterized by high bitrate non-elastic/adaptive traffic pat-
terns. However, intrinsic characteristics of mmWave and THz
frequency bands such as extreme path losses, blockage, and
micromobility makes provisioning of QoS guarantees to these
applications an extremely complex task inherently requiring
complex mechanisms to maintain session continuity.

In this paper, we provided a tutorial on mathemati-
cal analysis of mmWave and THz deployments with non-
elastic/adaptive traffic patterns. Particularly, we extended the
conventional methods of stochastic geometry that are inher-
ently limited to systems supporting adaptive (full buffer) traffic
only, to the case of composite models capturing both radio
specifics of mmWave and THz bands as well as traffic ser-
vice dynamics at BSs. These two parts of the composite
framework are interrelated to each other via a well-defined
interface parameters. The two main blocks in the framework
are: (i) radio part abstraction and (ii) service model. The for-
mer is specified in terms of radio part sub-models in Section IV
and is then abstracted by utilizing the predefined set of param-
eters suitable for the service model as shown in Section V. To
this aim, we also provided a comprehensive review of ana-
lytically tractable models of various components utilized for
building the modeling scenarios including deployment, prop-
agation, antenna, blockage, micromobility, beamsearching ,
traffic and service models under different system and envi-
ronmental conditions. The service models utilized at the last
stage of the framework are provided in Section VI. We note
that depending on the investigators’ needs some of the radio
part models can be dropped, e.g., if the antenna arrays are not
extremely directional one may drop micromobility model out
of consideration or when the density of human crowd is not
significant the blockage model can be omitted. Additionally,
one is also free to select the required models based on the
needs, e.g., the required accuracy and/or the resulting frame-
work complexity. That is, we provide our readers with a set of
building blocks for specifying their own models suitable for a
given scenario.

The modular structure of the framework allows for a poten-
tial reuse of its core parts for studying various mmWave
and THz deployments (including combinations of them) char-
acterized by different scenario geometry, blocker types and
their mobility, antenna arrays, micromobility patterns of appli-
cations, network associations, reliability and rate improve-
ment mechanisms. Finally, we considered several applications
including systems with resource reservation, multiconnectivity,
and priorities between arriving sessions.

A. Future Challenges in Performance Modeling

The emergence of bandwidth-rich access interfaces in
5G/6G systems utilizing mmWave/THz bands brings princi-
pally new challenges to system designers. As compared to
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previous generation of cellular systems the access becomes
truly unreliable with blockage and micromobility leading to
frequent and these challenges cannot be solved by utiliz-
ing physical- or link-layer functionalities. To ensure reliable
service, future 5G/6G RAT system will include networking
functionalities, where UEs will be serviced collectively by a
set of BS by utilizing multiconnectivity functionality.

1) Service Models: As indicated in radio part “cookbook”
provided in Table V, the radio models including propagation,
antenna array, blockage, micromobility, and beamalignment
models have been well developed so far. These components
can be joined together to abstract the radio part as demon-
strated in Section V to provide the input to appropriate
service models. Contrarily, the service part cookbook pro-
vided in Table VI is half-empty implying that the critical
service models having essential networking feature are still
missing. This is specifically the case of non-elastic/adaptive
and elastic applications with minimum rate guarantees. Thus,
in general, we may conclude that the mathematical theory of
future 5G/6G cellular system lacks appropriate service mod-
els. Below, we provide few examples of research directions
related to the field of advanced queuing theory that would
allow to build new service models. Below, we briefly out-
line several research directions with respect to the service
models.

2) Service Models With Retrials: Both micromobility and
blockage in mmWave/THz systems may lead to outages even
when multiconnectivity and resource reservation is utilized.
In this case, users will often want to reestablish their sessions
implying that the overall service process is in fact with retrials.
The same behavior is expected when user session is blocked
upon arrival. Since sessions with generally higher requirements
than average are dropped, the actual performance of the system
can be significantly different as compared to the case when
session arrivals are completely independent. From this point of
view, the queuing models with random resource requirements
presented in this paper, need to be extended to capture this
persistent user behavior.

3) Service Models With Waiting Time: One of the natural
generalizations of resource queuing systems is the addition of
the waiting buffer, as some type of user sessions may toler-
ate waiting. However, unlike conventional queues, the main
feature of resource queuing systems – heterogeneity of ses-
sion requirements – cause many new previously unexplored
problems. As an example, consider the case when, at some
moment of time, there are r occupied resources and R − r
are available for new sessions. If a new session arrives and
requires r1 > R − r resources, it cannot be served imme-
diately and, thus, joins queue. However, if another session
arrives and requires r2 ≤ R − r resources, the system should
decide, whether to accept the last arrived session or to force it
to wait until the first session is accepted for service. Another
problem is associated with moments of session departures. If a
“heavy” session departs from the system, then more than one
sessions from the queue can be accepted for service. The num-
ber of sessions that can replace the departing “heavy” session
strongly depends on the session service strategy.

Analysis of resource queuing systems with waiting and
external events representing outages caused by blockage

and/or micromobility arrivals that change the resource require-
ments of sessions also has its own specifics. For example, the
LoS blocked/non-blocked states can change even for session
that currently wait for service, so that the blockage and micro-
mobility will affect not only those sessions that are currently
being served. Besides, the waiting buffer provides several
opportunities for processing of the interrupted sessions. For
example, upon the change of LoS state, a session increased
its resource requirements so that unoccupied resources of the
system are not enough to meet the new requirements. The ses-
sion can be dropped, as it is done in resource queuing systems
without buffer, or placed to the waiting buffer, or even placed
to the special prioritized buffer. The theory of resource queuing
systems should be further developed to capture these additional
specifics.

4) Service Models With Random Coefficients: The research
on the queuing systems with random service rate coefficients
suitable for modeling elastic traffic with minimum rate require-
ments described in Section VI-I has just been initiated.
Similarly to the models for non-elastic/adaptive applications,
those models can be expanded to include evens signaling
outages caused by mmWave/THz specific blockage and micro-
mobility that would change the rate coefficients dynamically
during the service process of sessions. Besides, the wait-
ing buffer can be easily incorporated, since the serving rate
coefficients do not affect the acceptance procedure.

Finally, yet another direction is supplementing the resource
queuing systems with random service rate coefficients, where a
part of resources is reserved for non-elastic/adaptive sessions,
and the rest – for elastic or adaptive sessions.

5) Service Models at the Packet Level: The conventional
cellular deployments of mmWave/THz systems may not be
sufficient to provide the required level of service reliability
even in presence of advanced mechanisms such as multicon-
nectivity and bandwidth reservation. To this aim, 3GPP has
recently proposed the integrated access and backhaul (IAB)
technology [241]. By utilizing low-cost relay nodes, called
IAB nodes, and state-of-the-art mechanisms such as multi-
connectivity, multi-beam directional antennas as well as being
inherent based on multi-hop topology these system will poten-
tially provide cost efficient solution for network densification
forming the basis for future reliable access in 5G/6G networks.

Contrarily to conventional deployment with just a sin-
gle wireless hop between UE and BS, IAB systems inher-
ently presumes multi-hop topologies with buffering at each
intermediate relay nodes. Thus, in addition to conventional
KPIs such as UE throughput, coverage and session loss prob-
abilities, one needs to carefully regulate the latency at the
last mile. Unfortunately, most of the studies performed so far,
including those presented in this paper, address session level
UE performance. To priovide service models accounting for
latency one needs to model IAB-based mmWave/THz deploy-
ment at the packet level. Unfortunately, nor traffic models nor
service models for such systems have been reported so far.
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