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Abstract—As one of the most classical data-storage systems,
magnetic recording (MR) systems have attracted a significant
amount of research attention in the past several decades due
to the advantages of low cost and high storage density. Along
with the continual increase of areal density of modern MR
devices, more severe inter-symbol interference (ISI) and noise
appear and thus reliable storage becomes more difficult. To
address this challenging problem, turbo detections and error-
correction codes (ECCs) have been applied to MR systems
so as to significantly improve the overall data-storage relia-
bility. Among all the existing ECCs, low-density parity-check
(LDPC) codes are of particular interest because they can offer
excellent error performance with relatively low encoding and
decoding complexity. This paper presents a comprehensive sur-
vey of the latest research advancements in LDPC-code design for
MR systems from the perspectives of code construction, decoder
design, as well as asymptotic performance-evaluation methodol-
ogy. More specifically, we summarize the design guidelines of
LDPC encoder and decoder over both one-dimensional (OD) ISI
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and two-dimensional (TD) ISI channels, which are commonly
used to characterize MR systems with different areal densities.
We also concisely portray the research progress in the design
of some LDPC-code variants, such as protograph codes, repeat-
accumulate codes, spatially coupled codes, and their non-binary
counterparts over the aforementioned ISI channels. In particu-
lar, we restrict our attention to the reading process and ignore
the written-in errors in MR systems unless otherwise stated.
Hopefully, this survey will inspire more research activities in
the area of LDPC-coded MR systems.

Index Terms—Asymptotic performance, asymptotic weight
distribution (AWD), extrinsic information transfer (EXIT), den-
sity evolution (DE), inter-symbol interference (ISI), low-density
parity-check (LDPC) codes, magnetic recording (MR), turbo
detection.

I. INTRODUCTION
A. Overview of LDPC-Coded MR Systems

OW-DENSITY parity-check (LDPC) codes were first

proposed by Gallager in his doctoral dissertation [1]. This
type of codes has appeared to be one of the most widely used
error-correction codes (ECCs) in the digital communication
and data storage systems. However, Gallager’s research work
has been largely ignored for more than thirty years because
of the high computational complexity for implementing LDPC
codes. In 1993, an important paradigm shift in the evolution
from algebraic codes to random codes has emerged — the
invention of the capacity approaching furbo codes [2]. Turbo
codes have been proved to perform very close to Shannon
capacity over additive white Gaussian noise (AWGN) chan-
nels under iterative decoding algorithms.! In parallel with
the phenomenal success of turbo codes, LDPC codes, which
can exhibit near-capacity error performance under iterative
decoding as well, have been rediscovered by Mackay [3].
Compared with turbo codes, LDPC codes not only possess
better error performance (e.g., lower error floors), but also
require lower computational complexity [4]-[8]. Thereafter,
such type of codes has played a significant role in modern
communication systems and has thus attracted more and more
attention in both academia and industry [9]-[22]. During the
long-term renaissance of LDPC codes, one milestone work is
the exploitation of “Tanner graph” [23]. In that work, Tanner
has conceived a bipartite-graph representation for LDPC codes
that makes their design and analysis much easier. Nowadays,

1“Shannon capacity” and “channel capacity” may be used interchangeably
in this paper.

1553-877X © 2018 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/
redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.


https://orcid.org/0000-0001-9746-4052

FANG et al.: DESIGN GUIDELINES OF LDPC CODES FOR MR SYSTEMS

LDPC codes have been extensively adopted in a variety of
communication systems, such as deep-space communication
systems [24], [25], wireless communication systems [26], opti-
cal communication systems [27], and underwater acoustic
communication systems [28].

Inspired by their appealing characteristics, LDPC codes
have been further applied to enhance the reliability of data
storage systems, such as magnetic recording (MR) systems
and flash memory systems [29]-[33]. Data storage systems
and digital communication systems are very similar due to
the fact that the original (written/transmitted) information
should be extracted from the readback/received signal in both
systems. To be specific, in an MR system, the write head,
magnetic medium, and read head are respectively analogous
to the transmitter, channel, and receiver in a digital com-
munication system [34]. In addition to noise, intersymbol
interference (ISI) and inter-track interference (ITI) are two
other important factors that deteriorate the reliability of stored
data over MR channels. From the storage-density prospec-
tive, the development of MR devices has experienced two
stages, during which two classical types of MR systems (one-
dimensional MR (ODMR) system and two-dimensional MR
(TDMR) system) have been proposed, respectively. As com-
pared to the ODMR systems, the TDMR systems benefit from
much higher storage density, but suffer from more severe ISI
(i.e., TD-ISI) and lower reliability [35]. According to [36]
and [37], the promising TDMR techniques, e.g., bit-patterned
media recording (BPMR) and heat-assisted (HA) MR, can
dramatically increase the data-storage (i.e., areal) density far
beyond 1Tb/in?. Particularly, the HAMR systems, whose
areal density may achieve 10Tb/in?, is likely to be commer-
cially available after 2018 [38]. Moreover, the aforementioned
TDMR techniques can possibly achieve 20 Tb/in? in the future
because the areal density is expected to continue increasing
by 10% per year during the next decade. The high-density
and low-cost properties make such MR techniques a preferred
choice for large-capacity storage applications.?

With an aim to alleviating the negative effect caused by
ISI, various techniques have been developed. Among all the
ISI-combating techniques, of particular interest are the turbo
detection (i.e., turbo equalization) [40] and precoding [41].
After the advent of turbo codes, turbo detection has been
extensively exploited to retrieve the original information
from the “corrupted” received (or readback) signal of MR
systems [42], [43]. Besides, it has been proven that turbo
detection is very effective in improving the performance of
digital communication and data storage systems that are sub-
ject to ISI [37], [44]-[46]. The basic principle of turbo
detection is to treat the ISI channel and ECC, respectively,
as the inner code and the outer code of a serial concate-
nated coding scheme. Thus, a turbo-like iterative decoding
process can be performed to equalize the ISI channel and

2Although solid-state drives have been widely exploited as a primary data-
storage method in recent years because of the fast read/write speed and low
power consumption [39], they suffer from limited number of program/erase
cycles and high cost. The aforementioned disadvantages limit the applications
of SSD techniques in certain scenarios, especially for large-capacity storage
scenarios (e.g., video storage).
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to decode the original information. In turbo detection, an
inner soft-input-soft-output (SISO) detector and an outer SISO
decoder are utilized and their extrinsic “soft” information is
exchanged iteratively [41], [42]. Unlike the hard information,
the soft information contains the maximum amount of knowl-
edge regarding the channel characteristics and is of great
importance to achieve noticeable gain in MR channels. The
Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm [47] and soft-
output Viterbi algorithm (SOVA) [48], which take ISI into
consideration, are two notable SISO detection techniques for
MR channels.

Initially, most related works studying turbo detection have
directly adopted convolutional codes as the outer code (chan-
nel code). However, such type of codes is not capable of
achieving capacity-approaching performance and has subse-
quently been replaced by turbo codes [40], [49]. In MR
systems, high-rate codes (R > 4/5) are preferable because
they are more promising in pursuing the ultimate limit of
areal density [34]. During the past fifteen years, LDPC
codes have become a competitive scheme for the outer code
because of their powerful error-correction capability and low
decoding complexity [50]-[60]. Different from AWGN and
ergodic fading channels which are memoryless, MR chan-
nels belong to the ‘“channel with memory” category. The
capacity of channels with memory is extremely difficult to
derive and it is still a challenging problem today. As a
remedy, a new performance metric, namely symmetric infor-
mation rate (SIR), has been proposed to characterize the
fundamental lower-limit of the achievable information rate
for reliable storage [61]-[67]. Owing to the inherent memory
property of ODMR and TDMR channels, LDPC codes that
have capacity-approaching performance in AWGN and ergodic
fading channels do not perform that well in such scenar-
ios [12], [34], [68]. Accordingly, a great deal of research effort
has been dedicated to modifying the asymptotical analysis
tools, e.g., density evolution (DE) [57], [69], [70], extrinsic
information transfer (EXIT) function [71]-[73], and asymp-
totic weight distribution (AWD) [73], so as to facilitate the
design of LDPC codes in MR scenarios. In [55] and [57],
several capacity-approaching LDPC codes have been con-
structed in the context of OD-ISI and TD-ISI, respectively.?
Furthermore, the detection and decoding algorithms for LDPC-
coded MR systems have been carefully discussed in order
to either improve the performance or reduce the complex-
ity [58], [63], [72], [74]-[80]. Especially, various joint designs
of iterative decoder in conjunction with channel detector have
been proposed and studied in [74], [77], and [78].

Nevertheless, most capacity-approaching LDPC codes suf-
fer from quadratic encoding complexity because of their
irregular structures. This drawback severely limits their appli-
cation in practical data-storage devices. To clear this obstacle,
a type of structured LDPC codes, quasi-cyclic LDPC (QC-
LDPC) codes, has been investigated and optimized in MR
systems [81]-[84]. Meanwhile, the protograph LDPC codes

3Here, the capacity, also known as independent and identically distributed
(i.i.d) capacity, establishes the fundamental lower limit on the decoding
threshold of any code-design scheme in MR channels [70]. This performance
metric is specified by the SIR and will be elaborated in Section II-B3.
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that not only can achieve very desirable performance but also
can realize linear encoding and fast decoding have emerged
as a promising solution for modern digital communication
systems [21], [68], [85]-[90]. Inspired by the above superior-
ity, many researchers have endeavored to analyze and design
good protograph codes so as to approach the capacity of MR
channels [73], [91]-[96]. For example, Van Nguyen et al. [94]
have proposed a family of rate-compatible (RC) protograph
codes that possesses decoding thresholds very close to the
capacity and minimum distances growing linearly with the
codeword length (i.e., the linear-minimum-distance property)
over OD-ISI channels. As a further advancement, the spatially-
coupled (SC) LDPC codes, which are formulated by coupling
a series of identical LDPC codes together into a single
coupled chain [97], [98], have also been investigated and
optimized in MR scenarios [99], [100]. It has been pointed
out in [101] that SC codes are able to exhibit both the
capacity-approaching iterative decoding threshold and the
linear-minimum-distance property, which is extremely difficult
to be realized in other LDPC-based codes.* In addition, the
LDPC codes together with their variants can be easily extended
to the non-binary domain, forming the non-binary LDPC
codes [102], [103], non-binary protograph codes [104], and
non-binary SC codes [105]. As is well known, the non-binary
LDPC-based codes are superior to their binary counterparts in
certain cases, such as short- and moderate-codeword-length
cases [102]. Due to such attractive benefits, a myriad of
researchers have tried to explore the feasibility of non-binary
LDPC-based codes in MR systems as well as to devise their
corresponding encoding and decoding algorithms [31], [32],
[36], [106]-[110].

In parallel with the advances in turbo detection and chan-
nel coding, precoding techniques can be incorporated into
MR systems for the sake of pre-canceling (at least partially)
the ISI. Actually, the effect of precoding on the convergence
process of turbo detector has been deeply discussed in [42].
Aiming at perfectly matching the characteristics of a given
MR channel, more research attention has been focused on
the joint design of precoders and channel codes (e.g., LDPC
codes) [41], [111], [112]. It has been demonstrated that cou-
pling the precoder and ECC can offer a gain of about 6 dB
with respect to the uncoded MR channels [42]. All in all, it
is possible to realize reliable data storage even in ultra-high-
density (UHD) MR systems if the benefits of LDPC codes,
precoders, and turbo detectors can be substantially exploited.

B. Contributions and Motivations

In this paper, we provide a comprehensive survey of the
state-of-the-art design and analysis methodologies of LDPC
codes over ODMR and TDMR channels, as well as their detec-
tion and decoding algorithms. More specifically, we start our
discourse by introducing the typical architecture and funda-
mental principles of LDPC-coded MR systems, the relevant
channel models and ISI-cancelation techniques. Afterwards,

4To simplify the exposition, we refer to the LDPC codes and all their
variants as the LDPC-based codes in the remainder of this paper.
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we briefly review the concepts of LDPC codes and their vari-
ants that are particularly suitable for MR applications. We
then proceed to outline the prevailing theoretical-analysis tools
that are very useful for both performance evaluation and code
design in the context of MR channels. Based on the funda-
mental knowledge, we further summarize the current research
achievements in the design of LDPC codes and their classical
variants. Finally, we highlight the pivotal open research prob-
lems for the future development of LDPC-coded MR systems.
Since our target is to offer a specific overview of LDPC-coded
MR systems rather than an extremely wide coverage of all
channel-coded MR systems, certain topics may not be included
in this paper.

Although the list of references in this treatise may be
not exhaustive, the articles cited are carefully selected and
thus can serve as a good starting point for further read-
ing. Actually, there exist several tutorial-like coverages related
to LDPC-coded MR systems [29], [34], [113], which have
quite different focuses. For example, Song and Kumar [29]
have discussed the feasibility of using LDPC codes in MR
systems and ways to reduce their hardware implementation
complexity. Dholakia et al. [34] have illustrated that the
capacity-approaching codes in AWGN channels can be applied
to MR channels after appropriate re-designing. Moreover,
Vasic and Kurtas [113] have provided the first comprehen-
sive review of the attainable coding and signal processing
techniques for MR channels. However, the above-mentioned
papers have mainly limited their attention to ODMR channels
and the available advancements before 2004. During the fol-
lowing decade, a flurry of research works on LDPC-coded
MR systems have been carried out, and consequently sig-
nificant research progresses have been achieved. Against this
background, it is indispensable a new and thorough overview
of the important milestones in LDPC-coded MR systems be
presented. To this end, most of the related works surveyed in
this paper were published in the past thirteen years. Yet, we
also include a few earlier works that have vital impacts on this
research topic. Moreover, this is the first survey that touches
upon the research progress regarding the variants of LDPC
codes for MR applications. We believe that this treatise can
be considered as a useful reading for potential researchers.

C. Roadmap of This Survey

This paper is structured as in Fig. 1. As can be seen,
Section II introduces the system model of LDPC-coded MR
frameworks as well as their channel models and crucial anti-
ISI techniques. This section also offers a historical overview of
LDPC-coded MR systems. Section III outlines the basic con-
cepts of LDPC codes and their relevant variants, emphasizing
the representation methods, code constructions, and decod-
ing algorithms. Section IV details three types of theoretical
methodologies that can noticeably facilitate the design and
analyses of LDPC-based codes in MR scenarios. Section V
summarizes the design paradigms of LDPC codes and their
decoding algorithms over two different types of MR chan-
nels, i.e., ODMR and TDMR channels. Section VI concisely
portrays the design guidelines of several attractive variants of
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TABLE I
LIST OF ABBREVIATIONS USED IN THIS SURVEY

AR3A accumulate-repeat-3-accumulate

AR4JA accumulate-repeat-by-4-jagged-accumulate
AS/BAS absorbing set/balanced AS

AWGN additive white Gaussian noise

AWD asymptotic weight distribution

BCH Bose-Chaudhuri-Hocquenghem

BCIJR Bahl-Cocke-Jelinek-Raviv

BER/WER bit-error-rate/word error rate

BP belief propagation

BPMR bit-patterned media recording
CIR channel impulse-response
CSI channel state information
CW-3 column-weight-3

DE density evolution

v - -
Section V. Design of LDPC Codes for MR Systems | | cction V1- Design °f:y'§§;sc°de Varinfor iR E;I%/ACE :)r(rt(;irnz?cr rr(::;ls(s):gz():ij:gree/approximate cycle EMD
A. Design of Protograph Codes EXIT/PEXIT | extrinsic information transfer/protograph EXIT
ey e FIT fst Fourier ransfomm
; ¢ D: Desién of Non-Binary LDPC-based Codes FL/IL ﬁnite—length/inﬁnite—length
1 ] FPGA field-programmable gate array
v GA Gaussian approximation
Section VII.. Concluding Remarks and Future Research Directions GF Galois field
gj Fc‘iﬂ"s':iﬁj: ]gril;thions ii.d. independent and identically distributed
IRCSDF iterative row-column soft decision feedback algorithm
Fig. 1. Structure of this paper ISI/ITI inter-symbol interference/inter-track interference
o ' LDPC low-density parity-check
LLR log-likelihood-ratio
MAP/ML maximum a posteriori/maximum likelihood
LDPC codes for use in MR systems. Finally, Section VII MI mutual information
concludes this paper and conceives some future research MP message-passing i
. . .. . . . MR/HAMR magnetic recording/heated-assisted MR
directions. To facilitate the reading of this paper, the list of OD/TD onedimensional/iwo-Fmensional
abbreviations used in this survey is shown in Table L. PDF probability density function
PEG progressive-edge-growth
I P LDPC-C MR S PPM pulse-position modulation
- PRINCIPLES OF -(CODED YSTEMS PRA/EPRA | class-4 PR/extended PRA
As a type of ECCs, LDPC codes, which were invented by glé partial reiponse
. . . quasi-cyclic
Gallager [1], dominate the developmént of C(?dlng theory. in 2PSK g-ary phase-shiftkeying
modern MR systems because of their capacity-approaching QPSK quadrature phase shift keying
performance [113]-[116]. In this section, the system architec- QSP g-ary sum-product
ture of a typical LDPC-coded MR system is first presented. | RA/IRA repeat-accumulate/irregular RA
RC/RCOP rate-compatible/RC optimized protograph

In the sequel, the prevailing channel models and anti-ISI
techniques for MR-system research are introduced. Finally,
the major contributions achieved on the study of LDPC-
based codes over MR channels in the past two decades are
summarized.

A. System Description

Fig. 2 depicts the block diagram of a typical MR system
utilizing an LDPC-based code. At the beginning, a sequence
of ii.d. information bits s = {s1,s2,..., 5k} is generated,
where s; € {0, 1}.°> The information sequence is then encoded
into an LDPC-based codeword v = {vi, vy, ..., vy}, Where
v; € {0, 1}. As can be observed, the lengths of the informa-
tion sequence and LDPC codeword are K and N, respectively,
and thus the code rate becomes R, = K/N. The coded bits
will be modulated to x = {xi, x2, ..., xy}, where x; = (—=1)".
Afterwards, the bipolar sequence is transmitted through an MR
channel, which can be modeled by an ISI channel plus AWGN.
At the receiver terminal, the “corrupted” signal output from
the channel will be passed into a turbo-like decoder for the

SUnless otherwise specified, we assume that a binary LDPC-based code is
utilized in this paper.

SC spatially coupled

SIR symmetric information rate

SISO soft-input soft-output

SNR signal-to-noise-ratio

SOVA soft-output Viterbi algorithm

TMDR typical minimum distance ratio
SPC/TP single-parity-check-based turbo product
UHD ultra-high-density

VN/CN variable node/check node

sake of retrieving the original information. In the following,
we will elaborate a little further on the component modules
of such a system.

1) LDPC-Based Encoder: In the system, the channel cod-
ing module is implemented by an LDPC-based code, such as
LDPC/QC-LDPC code, protograph code, SC code, and their
non-binary counterparts. With appropriate designs, all these
codes can achieve capacity-approaching error performance
over MR channels. Aiming at increasing the code rate and
boost the throughput, punctured bits (i.e., punctured variable
nodes (VNs)) can be involved in the LDPC-based codes [91].
Such codes are referred to as punctured LDPC-based codes.
Puncturing is the process of removing some coded bits from
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I

Turbo Equalization

Fig. 2. Block diagram of a typical MR system utilizing an LDPC-based code.

the codeword prior to transmission. This technique was first
exploited to increase the code rate at the price of sacrificing
some error performance [117], [118]. However, it has been
pointed out in [68], [84], [91], and [107] that the convergence
performance and the error performance of some protograph
codes can also be enhanced if the punctured bits are properly
selected. In Fig. 2, the puncturing module is ignored because
it can be incorporated into the encoder.

2) Modulator: In MR systems, the modulation is real-
ized by a binary antipodal signaling scheme, i.e., {0, 1} —
{+1, —1} [37], [50]. Therefore, for non-binary LDPC-coded
MR systems, one should employ a symbol-to-bit converter to
convert a g-ary symbol to log, g binary bits before performing
modulation [31], [48], [60], [115].

3) MR Channels: There are two major types of MR systems
in the data-storage community, i.e., ODMR system [31] and
TDMR system [37]. Taking into account the complexity and
accuracy, both ODMR and TDMR systems can be described
by different types of channel models [35], [119]-[130]. Among
these channel models, the discrete-time baseband channel
model, in which the MR channel is described by an ISI channel
with AWGN (see Fig. 2), is the most popular one [54]-[56],
[64], [73], [125]-[127]. Hence, this type of channel model
has been widely adopted in the relevant research of both MR
systems. Although the ISI channel is an ideal model, it still
offers a nice way to develop the related analysis and design
methodologies [61], [72], [74], [130]. Moreover, the attained
results in the context of ISI channels are of great importance
because they can serve as a good benchmark to devise real-
istic channel-coded MR systems with robust ISI immunity
and powerful error-correction capability. Owing to the afore-
mentioned issues, we are primarily interested in the design
and analysis of LDPC-based codes over OD-ISI and TD-ISI
channels in this paper. It should be noted that the precoding
operation can be embedded in the ISI-channel module and thus
is ignored in our system model.

4) Turbo Detection: In order to retrieve the original infor-
mation, the channel output is fed into a turbo-like iterative
receiver for further processing. The idea of turbo detection
has come from the iterative decoding algorithm of turbo
codes [34], [40], [131]. In such an efficient decoding frame-
work, two SISO decoders, namely the inner detector and
outer decoder, are involved. By allowing the inner detector
(channel detector) and outer decoder (LDPC-based decoder)
to exchange soft extrinsic information iteratively, the ISI of
MR channels can be substantially overcome and the original
information can be recovered with a high accuracy. We will
further elaborate the turbo detection in Section II-C.

B. Channel Models

As discussed in Section II-A3, the discrete-time baseband
channels that include finite-state ISI and AWGN are very com-
mon channel models used in MR-system research [29], [61],
[64], [73], [132].6 In such channels, the memory length is uti-
lized to manifest how severe the ISI is. To facilitate the design
and analysis of MR systems, the ISI channel model does not
consider imperfect channel shaping, colored noise, and media
noise (e.g., jitter noise) [53], [119]-[124]. Despite its extreme
simplification, this type of channels serves as a useful model
in developing coding design criterion for MR systems. The
resultant code-construction methodologies may turn out to be
useful in more general channel models.

To provide a more accurate characterization of ODMR
systems, some other channel models, e.g., equalized
Lorentzian model, have been proposed in recent years [119],
[122], [128]. However, the models proposed for ODMR
systems are not applicable to TDMR systems because of dif-
ferent storage mechanisms and noise sources. For this reason,
researchers have developed a variety of new models tailored
for TDMR configurations [123], [124], [129].

In particular, the performance of MR systems is also depen-
dent on media noise in addition to ISI and AWGN [120],
[133], [134]. Different MR technologies, e.g., ODMR [120],
TDMR [123], BPMR [59], HAMR [133], and microwave-
assisted MR [134], have different read/write mechanisms and
manufacturing processes, which may lead to different forms
of media noise. To capture the properties of such type of
noise, a number of channel models have been developed
during the past decade. Specifically, the microtrack model
can be used to describe the ODMR channels with media
noise [120]-[122], [135], while the Voronoi model and TD
microcell model can be used to describe the TDMR channels
with media noise [50], [136]-[138].

Nevertheless, conventional ECCs (e.g., LDPC codes) are no
longer effective in overcoming insertion and deletion errors
caused by media noise [116], [120], [136]. These insertion
and deletion errors must be corrected by some special ECCs,
such as watermark codes [139] and marker codes [116].
Furthermore, it has been pointed out by a myriad of
research articles [50], [120]-[122], [137], [138], [140], [141]
that media noise can be estimated and compensated (or
partially compensated) by appropriate detection algorithms.
For example, the pattern-dependent noise-predictive detection

6Precisely speaking, one should apply an equalization filter to
shape the physical ODMR/TDMR channel to an OD-ISI/TD-ISI chan-
nel [31], [34], [113].
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algorithms [120], [141] and improved multitrack detection
algorithms [50], [137], [138], [140] can efficiently eliminate
some media noise in MR systems at the expense of increasing
implementation complexity. Although mitigating the negative
effect of media noise is an important topic and may require
further study, it is outside the scope of this treatise. More com-
prehensive treatments on this topic can be readily found in the
literature.

In fact, most of the aforementioned channels are particu-
larly used to describe the reading process of MR systems
while assuming a perfect writing process. In other words,
such channel models only characterize the ISI and noise that
affect the readback signal. However, due to random island
position jitter, variations of magnetic switching field among
magnetic grains, and accumulative frequency shift caused by
the spindle speed variation and other mechanical vibration,
it is difficult to realize near-perfect synchronization in the
write head, which may result in written-in errors. To deal
with this problem, some researchers have investigated the
effect of such imperfection and have conceived some write
channel models to describe the writing process [142], [143].
Furthermore, Han et al. [116] have introduced an embedded-
marker-code-based scheme to correct the written-in errors.
It has also been shown that the scheme can dramatically
improve the storage efficiency of TDMR systems. In this
survey paper, we are primarily interested in the read chan-
nels and thus do not consider the written-in errors in MR
systems. Interested readers can find more details of these
write channel models in the above articles and the references
therein.

In the following, we will present the discrete-time baseband
channel models for both ODMR and TDMR systems which
are adopted in this treatise.

1) OD-ISI Channel: The OD-ISI channel can be com-
monly modeled by a partial response (PR) channel with
AWGN. Specifically, the impulse response of a PR channel
is HD) = (1 — D)(1 + D)<~! = *_  h, D%, where D is
the unit-delay operator corresponding to the symbol interval,
k € N7 is the length of channel memory, &, is the chan-
nel coefficient of the r-th tap. Therefore, the OD-ISI channel
model can be written as

K
V= hexir +nj, ()
=0

where x;_; and y; are the (binary) channel input and out-
put, respectively, n; ~ N(0,07?) is the AWGN with zero
mean and variance onz = Np/2, and Ny is the noise power-
spectral density. In actual implementation, different types of
OD-ISI channels can be formulated by varying the memory
length k. For instance, three typical OD-ISI channels are
listed in Table II. Referring to this table, a larger value of
k allows higher storage density, but results in more severe ISI
simultaneously.

2) TD-ISI Channel: In TDMR systems, the readback sig-
nal suffers from not only the ISI in the down-track direction
but also the ITI in the cross-track direction. Therefore the
Ky X k¢ impulse-response matrix for a discrete-time TD-ISI
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TABLE II
L1ST OF THREE TYPICAL OD-IST CHANNELS
Memory Length Channel Type H(D)
k=1 Dicode 1-D
k=2 Class-4 PR (PR4) 1-D?
k=3 Extended PR4 (EPR4) | 1+ D — D? — D3

channel is given by

hi1 hi i ke,
ho1 hoo ho .

= ) i ) , (2
hl(u,l hKM,Z hK/J,st

where «;, and «; are the numbers of magnetic islands that the
read head sense in the cross-track and down-track directions,
respectively, h, ; is the (u,7)-th element of the channel-
impulse-response (CIR) matrix. In fact, the interference com-
ing from the two adjacent tracks of each main track dominates
the ITI while the interference due to the nonadjacent tracks
is extremely small and can be ignored [78]. In this sense, (2)
can be simplified to a matrix with three rows (i.e., k, = 3).
Due to the aforementioned reason, a large set of research
works related to TDMR systems have assumed a 3 x 3 CIR
matrix [36], [58]-[60], [69], [73], [77]-[80]. As an example,
the CIR matrix for TDMR systems with a recording density
of 4Tb/in? can be expressed by [79]

0.0368 0.1435 0.0368
Agr =1 0.2299  0.8966 0.2299 |. 3)
0.0368 0.1435 0.0368

Assume that a bipolar sequence {x; € {+1, —1}|1 <j < N}
is distributed on a TD array of size L, X Ly, forming {x;; €
{+1,-1}|1 <l <Ly, 1 <j <L}, where N =L, X L,,
L,, and L, are the numbers of rows and columns of the TD
array, respectively. Then, x; — x;; represents the mapping
rule from the original OD sequence to a TD array. For ease
of analysis and exposition, we also assume that the TD array
is surrounded by “—1s”, ie., x;; = —1if (L,j) ¢ {1 <1 <
Ln, 1 <j < L,}, as in [55], [69], and [78]. In general, the
input-output relationship for the discrete-time 2D-ISI channel
can be described as

K ke

V= DY iy jer + . @)

n=1rt=1

where y; ; is the readback signal corresponding to the magnetic
data bit in the /-th row and j-th column of the TD array, n; ; ~
N(0,0?2) is the AWGN with zero mean and variance o, =
No/2.

3) SIR for ISI Channels: Although a significant amount of
research effort has been devoted to investigating the capac-
ity of OD/TD-ISI channels, it remains as an open problem
nowadays. In other words, it is rather difficult to derive the
maximum mutual information (MI) between the input and
output of an OD/TD-ISI channel because all the input dis-
tributions should be enumerated. Alternatively, the SIR, i.e.,
the MI based on the i.i.d. equiprobable input assumption, can
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be utilized to establish a lower bound on the channel capac-
ity [144]. In MR channels, SIR is considered as the maximum
achievable rate that can realize reliable communication for a
given Ej,/No. Moreover, the Ejp /Ny corresponding to a given
SIR is referred to as i.i.d. capacity signal-to-noise-ratio (SNR)
limit [61], [62], [70], [145].7 In the past two decades, many
researchers have tried to develop effective algorithms to calcu-
late the SIR of MR systems [64]-[67], [70], [126], [145]. To
be specific, the SIR of OD-ISI channels has first been inves-
tigated in [61], [70], and [145], which has been subsequently
generalized to SIR of TD-ISI channels [64]-[67], [126]. In
accordance with [61], [64], [145], Monte-Carlo techniques can
be exploited to estimate the SIRs with reasonable accuracy.
Here, we skip the calculation procedure of SIR but refer the
interested readers to the aforementioned literature for more
details since it includes a large set of mathematical derivations.

C. Anti-ISI Techniques

In Section II-A, we briefly introduced the component mod-
ules involved in an LDPC-coded MR system. In what follows,
we will spend particular attention on two prevailing anti-
ISI techniques, i.e., precoding and turbo detection, for such
scenarios.

1) Precoding: It has been demonstrated by a vast num-
ber of references that introducing ECC and precoding is able
to achieve a gain of 4 ~ 5 dB over uncoded MR systems.
Precoding is a preprocessing technique for the transmitted
signals before they are passed through MR channels. In par-
ticular, the main idea of precoding is to design an appropriate
code (e.g., a rate-1 convolutional code) based on the type of
IST channel so as to alleviate the corresponding interference
and accelerate the convergence of the decoding process. By
incorporating a precoding scheme, the resultant ISI channel is
referred to as a precoded ISI channel [41]. In this case, the
precoded ISI channel can also be considered as the inner code.

At the beginning, most research on precoding schemes
has separated their designs from the ECCs. For instance,
Ryan [146] has only considered the channel characteris-
tics rather than the code structures when optimizing the
precoder. Inspired by the idea of turbo detection and iterative
decoding, more and more research activities have moved
on to investigating the interaction between the precoder and
ECC [41], [54], [112]. In such scenarios, the precoded ISI
channel and ECC can be treated, respectively, as the inner code
and outer code of a serial concatenated coding scheme. This
framework has turned out to be a soft-information iterative
paradigm, which is of great usefulness to facilitate turbo detec-
tion and to enhance the error performance of MR systems.

As indicated in [42] and [53], the effect of the precoder on
the performance of channel-coded MR systems is dependent
on the constraint length of ECC. Specifically, short-constraint-
length codes (e.g., convolutional codes and serial concatenated
codes) can achieve a remarkable performance gain by con-
catenating a precoder while long-constraint-length codes (e.g.,
LDPC codes and parallel concatenated codes) cannot. In fact,

TFor simplicity, we will use “capacity (or capacity limit)” to represent “i.i.d.
capacity SNR limit” from this point onwards.
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long-constraint-length codes always provide good distance
spectrum, and thus the precoder provides no effective spec-
trum thinning. For this reason, there is no need to design a
precoder for LDPC-coded MR systems.

2) Turbo Detection: Distinguished from conventional
decoders, the turbo decoder (i.e., turbo detector) possesses
two distinguished advantages: (i) the extrinsic soft informa-
tion output from the inner detector/outer decoder can extract
maximal amount of channel state information (CSI) knowl-
edge; and (ii) the iterative processing can efficiently execute
soft-decision decoding with acceptable complexity. Benefiting
from these advantages, the turbo-equalization technique signif-
icantly accelerates the convergence speed of iterative decoding
processes. In the past two decades, a great deal of research
effort has been devoted to investigating and developing effec-
tive turbo-equalization techniques over both OD-ISI [40]-[43],
[48], [131], [147], [148] and TD-ISI channels [37], [50].

To implement the inner detector, two notable algorithms,
namely the BCJR algorithm [47] and SOVA [149], have been
used. As compared with the suboptimal SOVA, the BCJR algo-
rithm is a type of maximum a posteriori (MAP) decoding algo-
rithm and can accomplish more desirable performance [36],
[150]-[152]. In order to get the minimum error rate, the BCJR
algorithm has been extensively adopted as the channel detec-
tor [31], [32], [53]-[60], [153], [154]. Since the computational
complexity of BCJR algorithm increases exponentially with
the channel memory length, some low-complexity variants
have been proposed [79], [114], [155]-[157]. In this paper, we
also assume that the BCJR detector is adopted in the LDPC-
coded MR systems unless otherwise stated, as in most other
related references.

In contrast to the inner detector, the log-likelihood-ratio
(LLR)-based belief-propagation (log-BP) decoding algorithm,
which achieves identical performance and much lower com-
plexity with respect to the conventional probability-based BP
algorithm [10], [150], is exploited in this paper. Besides, some
other reduced-complexity decoding algorithms, such as the
min-sum decoding algorithm, have been conceived in [158].
It should be noted that we do not consider interleaving in
our system because there is already an embedded random
interleaver within the LDPC-based codes.

Interested readers are referred to the above-mentioned pub-
lications for more comprehensive knowledge of the turbo
detection as well as its component inner detector and outer
decoder.

D. Historical Development

In the past two decades, LDPC codes have received a sig-
nificant amount of attention in MR community and hence
they represent a dominant research direction for channel-coded
MR systems. As a consequence, taking into consideration the
characteristics of MR channels, many contributions related
to the design and analysis of LDPC codes as well as their
promising variants have been shown [28], [29], [31], [32],
[48], [53]-[60], [68]-[71], [73], [81]-[83], [113], [116], [143],
[159]. In parallel with the code design and performance
analysis advancements, the decoding algorithms of LDPC



FANG et al.: DESIGN GUIDELINES OF LDPC CODES FOR MR SYSTEMS

codes have been carefully studied and extensively discussed
over MR systems so as to enhance the performance or
reduce the complexity of the overall systems [30], [40], [51],
[63], [72], [74]-[80], [108], [109], [114], [115], [127], [128],
[153], [160], [161], In Table III, we summarize the major
contributions in the field of LDPC-coded MR systems.

III. LDPC CODES AND THEIR VARIANTS

In this section, we will introduce the encoding and decod-
ing principles of LDPC codes and their sophisticated variants
which are particularly suitable for use in MR systems. We
restrict ourselves to the concepts and fundamental basis of
such type of codes here but leave the detailed design method-
ologies to Sections V and VI.

A. LDPC Codes

1) Representation Methods: An LDPC code C can be rep-
resented by an M x N sparse parity-check matrix H = (h; ;)
that has a low density of “ones” [1], where h; ; is the element
in the i-th row and j-th column of H, K = N — M is the length
of information bits, N is the length of codeword, and R = K/N
is the code rate. Moreover, the j-th column and i-th row in H
correspond to the j-th VN v; and i-th CN ¢; in C, respectively.
Consequently, N is the number of VNs while M is the num-
ber of CNs. In H, the weights of the j-th column and the i-th
row (i.e., denoted by wy, and wc;) are defined as the numbers
of “ones” in the corresponding column and row, respectively.
Furthermore, Wy, and w,, are also known as the degrees of the
Jj-th VN and i-th CN (i.e., denoted by dvj and d,,), respectively.
Supposing that C,, = (v, v2, ..., vy) is a valid codeword in
C, it should follow CMHT = 0, where v; € {0, 1} and the
superscript “T” denotes the transpose operation. This property
is called the checksum constraint. A regular LDPC code is
an LDPC code whose VN degree and CN degree are both
constant (i.e., the row weight and column weight of H are
both constant); otherwise the code is called an irregular LDPC
code.

In addition to being represented by the parity-check matrix,
an LDPC code C can be represented by a bipartite graph G,
also called the Tanner graph [23]. A Tanner graph is com-
posed of a set of VNs, CNs, and their associated edges. Given
the parity-check matrix of an LDPC code, its corresponding
Tanner graph can be generated as follows: the j-th VN is con-
nected to the i-th CN if and only if 4;; in the parity-check
matrix H equals 1. According to the aforementioned construc-
tion rule, there are totally N VNs, M CNs, as well as |H|
edges in a Tanner graph, where each VN corresponds to a
coded bit and each CN corresponds to a checksum constraint.
In the Tanner graph, a cycle is defined as a closed path starting
and ending with the same node, but passing through different
intermediate nodes. The cycle length is equal to the number
of edges in a cycle, and a cycle of length [ is referred to as
an [-cycle. In particular, the length of the shortest cycle in
a Tanner graph is called its girth. More importantly, the BP
iterative decoding route of an LDPC code can be specified by
the Tanner graph, in which each node (i.e., VN/CN) represents
an SISO decoder [18], [158].
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Fig. 3.  Tanner graph of a (2, 4)-regular LDPC code. The parameters used
are N=10,K =5,d, =2, and d. = 4.

Example 1: Consider a regular LDPC code corresponding
to the following parity-check matrix

1 110 0 0 1 0 0 0
1 00 1 1 1 0 0 0 0
H=|0 1 0 0o 1 0 0 1 0 1],
00 1 00 1 00 1 1
000 1 00 1 1 1 0

where the codeword length and information length of the
LDPC code equal N = 10 and K = 5, respectively. Moreover,
the degree of VN is d,, =d,, = --- =d,,;, = d, = 2 and the
degree of CN is d¢; = d¢, = -+ = d¢s = d. = 4. Based on
the parity-check matrix, we can immediately obtain its corre-
sponding Tanner graph, as depicted in Fig. 3. In this figure,
the black circles and circles with a plus sign denote the VNs
and CNs, respectively. As can be observed, this LDPC code
includes a 6-cycle, which is highlighted by the blue-bold edges
and their associated nodes.

More generally, an LDPC ensemble can be specified by
a degree-distribution pair, i.e., (A(x), p(x)), where A(x) =

dy,max dy.—1 de max de.—1.

Zdv.:z Advjx i7" and p(x) = Zdvi:2 Mg XG0 dy > 2
and JdC,. > 2 are the degrees of VNs and CNs, respectively;
dy max and d. max are the maximum VN degree and CN degree,
respectively; Aq, and Aq,, are the fractions of edges connected
to degree-d,, VNs and degree-d; CNs, respectively. Given
a fixed degree-distribution pair of an LDPC code ensemble,
codewords of arbitrary lengths that belong to such an ensem-
ble can be easily generated [5], [158]. For example, the LDPC
code with the parity-check matrix (5) can be generated by the
degree-distribution pair (x, x3).

2) Code Construction: Based on a given degree-distribution
pair, both the progressive-edge-growth (PEG) and approxi-
mate cycle extrinsic-message-degree (ACE) algorithms can
be utilized to generate its corresponding parity-check matrix
H (or Tanner graph G) [14], [15], [158]. In this paper, we
only focus on the PEG-based permutation rules. In practice,
H is always in a non-systematic form and thus needs to be
further processed in order to complete the generation of an
LDPC code [164]. To be specific, H must be first trans-
formed into Hy = [Ij/|P] through Gaussian elimination,
where Iy is the M x M identity matrix and P is a M x K
sub-matrix. The systematic generator matrix is then expressed
by Gy = [PT|Ix], where Ix is the K x K identity matrix.
This generator matrix can be used to construct a systematic
LDPC code Cs = (V; Vi), where V, and V) are the parity bits
and information bits, respectively. After constructing Cs, the
original LDPC code C can be obtained by switching back the
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TABLE IIT
MAJOR CONTRIBUTIONS ON STUDYING LDPC-CODED MR SYSTEMS

Year Author(s) Contribution
. Invented a joint iterative equalizing and decoding technique for MR channels, referred to as turbo detection,
1995 | Douillard et al. [131] which offesz an efficient wqay to al%eviate ISI an(fiDy resist r?oise.
1999 | Fan et al. [162] Explored the feasibility of LDPC codes in MR systems.
2000 | Song ef al. [163] Proposed a seri_ally concatenat‘ed coding s_cheme e).(ploiting the LDPC code as the outer code and the MR
) channel as the inner code, which can achieve a gain of 5.9 dB over the uncoded one in an EPR4 channel.
2001 | Narayanan [42] Discussed the effect of precodjng on the convergence of turbo detegtor over OD-ISI channels, which
illustrates that LDPC codes without precoding often outperform their precoded counterparts.
2001 | Pfister et al. [61] Introduced two simple Monte-Carlo methods to estimate the SIR of OD-ISI channels.
2002 | Kurkoski e al. [30] Presented a novel joint message-passing (MP) decoder for LDPC-coded ODMR systems, which not only achieves
) ’ comparable performance but also benefits from a lower delay with respect to the conventional BCJR-BP decoder.
2002 | Li et al. [53] Compared the perforn‘_lance of single-parity-check-based turbo product (SP(_J/T_ P) codes and LDPC codes over
) OD-ISI channels and illustrated that the precoded SPC/TP codes perform similarly to the LDPC codes.
. Conducted a comprehensive study on the performance of LDPC codes over OD-ISI channels, including analyzin
2003 | Kaveic et al. [70] the channel SIR a[ild developing slhe DE alz’orithm. ¢ Y
2003 | Varnica et al. [57] Optimized the degree-distribution pair of LDPC codes in order to approach the capacity of OD-ISI channels.
Applied non-binary LDPC codes to ODMR systems and proposed a low-complexity decoding algorithm with
2003 | Song et al. [108] anpl:lim to mitigatir}llg the burst-error impairmeillt. prep b ! e
2004 | Song ef al. [29] Summarized the principles of turbo detection and discussed the construction methods of structured LDPC
’ codes for ODMR systems.
.. Proposed an EXIT-chart-based design approach for LDPC codes concatenated with a Gray-mapped quadrature
2005 | Franceschini et al. [71] phaEe shift keying (QPSK) modulatgion gger OD-ISI channels. e
2005 | Soriaga et al. [126] ggéﬁ?fgdstc}fe rilel: of TD-ISI channels by considering the employment of multilevel coding and multistage
Developed the upper and lower bounds on the SIR of TD-ISI channels, which can provide tight estimates for
2006 | Chen et al. [64] SIR Wifh relativeplr;l low computational complexity. ’ £
2007 | Zhong et al. [82] _Presented th‘e design. g_u_idelines for high-rate regular QC-LDPC codes over MR chan_nels and explored their
' implementation feasibility based on a field-programmable gate array (FPGA) simulation platform.
2008 | Tan et al. [41] Proposed a finite-length (FL) EXIT ana?ytical metho@ology for cod_ed MR systems, which is of great importance
) to develop FL channel-coding construction schemes in such scenarios.
2008 | Karakulak ef al. [35] Conceived a classical reaq chan.nel model for TD-ISI channels, which can be utilized to characterize the feature
of patterned media recording with reasonable accuracy.
2008 | Shental et al. [66] Invented‘ two simulation-based methods to calcullate the SIR of T]‘D-ISI.ch_annels from the information theory
. perspective, and thus offered a better understanding of the theoretical limits of such systems.
2009 | Liu et al. [58] Applied non-binary LDPC codes to TD-ISI channels and investigated their decoding algorithm.
2009 | Risso [76] Developed a novel layered_decoding algor_ithm for non-binary LDPC codes over MR channels, which outperforms
the conventional BP decoding algorithms in terms of convergence speed and error performance.
2010 | Han ef al. [51] Copceived bit-pinning/trellis—pruning techniques and a generalized LDPC decoder for LDPC-coded MR systems
) to improve their error-floor performance.
2010 | Chang et al. [130] Developed a multi-track detection technique to enhance the robustness against ITI in TDMR systems.
2011 | Yang et al. [92] Applied protograph codes to OD-ISI channels and evaluated their error performance.
2012 | Fang et al. [91] gr]gij[);e(:yztl;l;lsprotograph EXIT (PEXIT) algorithm and a two-step design methodology for protograph-coded
2012 | Yao ef al. [78] Designed a joint iterative detection-and-decoding schemes for TD-ISI channels, which not only can mitigate
) the TD interference but also can achieve satisfactory error performance with relatively low complexity.
2013 | Kong et al. [55] Proposed an EXIT-chart-based design scheme for matching LDPC codes to TDMR channels.
2013 | Han ef al. [60] Introd}lced a non-binary LDPC-code.d TDMR system in conjunction with an qsymmetric it‘erative multi-track
: detection algorithm, which can significantly outperform the conventional multi-track detection algorithms.
2014 | Han ef al. [143] Conceive_d a new chapnel model to che}racterize.the wr_itten—in errors of TDMR systems and developed a novel
) synchronization algorithm and a detection algorithm tailored for such a channel model.
. Analyzed the convergence performance of non-binary protograph codes over OD-ISI channels by exploiting the
2014 | Phakphisut et. al. [107] inﬁni}t/e-length (L) PEXIT I;lgorithm. ¥ PrOTOSER Y erpoing
2015 | Kong et al. [83] Constructed the QC protograph codes that realize both high performance and low complexity in TDMR systems.
2015 | Han ef al. [109] Proposed a low—Cf)mplexity joint detection—and—decoding. algorithm for non-binary LDPC-coded TDMR systems,
) which possesses faster convergence speed than the existing counterparts.
2016 | Y. Fang et al. [96] Designed capacity-approaching RC protograph codes for TDMR systems by extending the FL PEXIT algorithm.
Provided a comprehensive study on the error-floor performance of regular non-binary LDPC codes together with
2016 | Hareedy et al. [31] their optimizati(?n guidelines fo}rl ODMR systems. ’ ¢ ! y
2017 | Mehrnoush et al. [37] Proposed two EXIT-chart-based design techniques for irregular repeat-accumulate (IRA)-coded TDMR systems.
2017 | Chen et al. [73] Construc_ted non-binary pr‘otograph codes for TDMR systems, which achieve better error performance than
) the previously proposed binary and non-binary counterparts.
2017 | Yao et al. [69] Developed a modified DE algorithm to facilitate the threshold calculation of LDPC codes over TD-ISI channels.
. Offered an insightful investigation of FL SC codes in MR scenarios, and designed excellent SC codes that signi-
2017 | Esfahanizadeh et al. [99] ficantly outperfirm their blo%k counterparts and the conventional SC codes. ¢ ¢

coded bits according to the required order in H. Unfortunately,
the sub-matrix PT in G is usually not sparse and thus lead-
ing to relatively high encoding complexity. As a remedy, some
efficient encoding algorithms based on H have been developed
in [8] and [158]. Here, we skip the details of such techniques
since they are outside the scope of this paper.

Conventional LDPC codes are randomly generated and
thus do not possess any constrained structure. In this sense,
these LDPC codes may suffer from complicated encoding and
decoding. To overcome this drawback, structured LDPC codes
like QC-LDPC codes have been proposed. In particular, an
M x N parity-check matrix of a regular QC-LDPC code can
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be represented by

Hi; Hip Hi n,
Hy: Hy» Hy

H = . . . 9
Hmp, 1 Hmp 2 Hmp,np

where H;; is a Q x Q circulant permutation matrix,® 1 <
i <mp, 1 <j<n,, M =0mp, and N = On,. Irregular
QC-LDPC codes can be constructed via setting some of the
sub-matrices H;; to all-zero matrices. In general, a regular or
irregular QC-LDPC code can be represented by an myp x np
“base matrix” B = (b;;) where b;; € {—1,0,1,...,0 — 1}
[165]. Specifically, b;j; = —1 represents an all-zero matrix
while b;; = 0,1,...,0 — 1 denotes a circulant permutation
matrix formed by cyclically right-shifting the identical matrix
b;; times. In recent years, a variety of efficient algorithms,
such as the hill-climbing algorithm [158], the “pre-lifted” algo-
rithm [166], and the circulant-based PEG algorithm [167],
have also been conceived to design QC-LDPC codes. Well-
designed QC-LDPC codes not only can realize linear encoding
(i.e., encoding complexity growing linearly with the code-
word length) with the aid of simple shift registers, but also
can produce similar error performance as unstructured LDPC
codes.

3) Decoding Algorithms: At the receiver terminal of an MR
system, a BP decoder is serially concatenated with a BCJR
detector to retrieve the original information. To facilitate the
description of BP decoding algorithm, we first define several
types of LLRs for turbo decoder and LDPC-based BP decoder,
respectively, as below.

(i) Turbo decoder:

e Len(j) denotes the channel LLR of vj;

e L 10(j) denotes the input a-priori LLR of v; flowing from

the outer decoder to the inner detector;

e LA 01(j) denotes the input a-priori LLR of v; flowing from

the inner detector to the outer decoder;

e Lg0(j) denotes the output extrinsic LLR of v; passing

from the inner detector to the outer decoder;

e Lgo1(j) denotes the output extrinsic LLR of v; passing

from the outer decoder to the inner detector;

e Lypp1(j) denotes the a-posteriori LLR of v; output from

the inner detector;

o Lapp,0(j) denotes the a-posteriori LLR of v; output from

the outer decoder.

(ii) BP decoder:

o Lay(i,j) denotes the input a-priori LLR flowing from c;

to vj;

o Lac(i,j) denotes the input a-priori LLR flowing from v;

to ¢;;

e Lgy(i,j) denotes the output extrinsic LLR passing from

vj to ¢

o Lgc(i,j) denotes the output extrinsic LLR passing from

¢ to ;.
When performing turbo decoding, the output extrinsic LLR
of the inner detector becomes the input a-priori LLR of

8A circulant permutation matrix is an identity matrix or its cyclic-shifted
version.

1583
Algorithm 1: Log-BP Decoding Algorithm
(1) Imitialization: For j = 1,2,...,N, the
channel LLR is calculated by Lch()) =
In[Pr(xj = +1lyj)/Pr(xj = —1|yj))].  Afterwards, the

a-posteriori LLR Lgpp1(j) is yielded by passing
Len(j) and Lajo(j) into the inner detector (i.e.,
BCJR detector) [47]. In accordance with the prin-
ciples of turbo decoding, one can immediately
obtain the initial a-priori LLR of the BP decoder by
La.01() = Le10() = Lapp.1() — LA 10())-

Calculating the extrinsic LLR passing from v; to
citFori=1,2,...,M,and j = 1,2,...,N, calculate
the extrinsic LLR Lgy(i,j) by exploiting La o1(j) and
Lav(i, ), as

Ley(i, ) = Laot() + Y Lav(i,)),
neC(/i
where C(j) is the index set of CNs connecting to v; and
CG)Ji=1{n eCG) | # i)
Calculating the extrinsic LLR passing from c; to v;:
Fori=1,2,...,M,and j = 1,2,..., N, calculate the
extrinsic LLR Lg. (7, j) by exploiting Lac(i, ), as

2

3)

Lee(ij) =2tanh™" | [T tanh(Lac(i, 1)/2) |.
nev@/j

where V(i) is the index set of VNs connecting to ¢; and
VO /j={n e V@ In #j}

Finalization: For v; € V};, compute the a-posteriori LLR
by

“4)

Lapp,O(i) = LA,Ol(j) + Z Lay(u, ),
uneC()

where V; denotes the VN set corresponding to the
information bits.

Repeat Steps (1) ~ (1) until the original information bits are

successfully decoded or the predefined maximum BP iteration

number is reached. Subsequently, terminate the algorithm and

measure the extrinsic LLR output from the BP decoder as

Lg,01() = Lapp,0(j) — La,01())-

(6)

the outer decoder during each iteration, and vice versa, i.e.,
Lao1() = Lejo() and La10() = Lgoi1(j). This property
also holds for the BP decoder, i.e., Lac(i,j) = Lgy(i,j) and
LAV(i’j) = LEc(i’j)-

Consider an LDPC-coded MR system with turbo decod-
ing. The channel model can be described as y; =
MRV, Vi—1, ..., Vj—), where fur(-) is determined by the
channel transfer function and ¥ € NT is the length of chan-
nel memory. At the beginning of each turbo iteration, all
the a-priori/extrinsic LLRs of BP decoder should be set to
zero. Then, the log-BP decoding algorithm is summarized as
Algorithm 1.

Remark:

o In a turbo decoder over MR channels, the extrinsic LLR

output from the BP decoder (i.e., Lgo1(j)) will be fed
back to the BCJR detector and will become its a-priori
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Fig. 4. Base matrix, protograph, and derived graph of a rate-1/2 protograph code. The parameters used are mp =2, np =4,z=2,M =4, and N = 8.

LLR (i.e., La10(j)) during the next turbo iteration. This
a-priori LLR will be used to update the extrinsic LLR
Lg 10().

« In memoryless channels, the channel detector is no longer
required and thus the channel LLR can be directly
considered as the initial LLR of the BP decoder.

B. Variants of LDPC Codes

1) Protograph Codes: As a meritorious variant of LDPC
codes, protograph codes, which not only inherit the advan-
tages of traditional LDPC codes but also require low encoding
complexity, have already been extensively applied in MR
systems [68], [73], [83], [91], [95], [96], [107]. Especially,
each regular LDPC code has a protograph representation and
thus can be constructed via its corresponding protograph [68].

A protograph is a Tanner graph with a relatively small num-
ber of nodes and edges. The protograph Gp = (V,C,€) is
composed by a set of np VNs V, a set of mp CNs C, and a
set of edges £. Each edge e;; € £ connects a VN v; € V
to a CN ¢; € C. To simplify the exposition, we refer to a
protograph with mp CNs and np VNs as an mp X np pro-
tograph, where mp x np denotes the size of the protograph.
Besides, a protograph can be specified by an mp x np base
matrix B = (b;;), in which b;; is the number of edges con-
necting v; to ¢; and R = (np — mp)/np is the code rate. An
M x N expanded protograph that corresponds to the parity-
check matrix H of a protograph code can be constructed by
performing a “copy-and-permute” operation on a given proto-
graph, where M = zmp, N = znp, and z denotes the number
of such operations. In particular, the “expanded protograph”,
“copy-and-permute” and “z” are also called “derived graph”,
“lifting” and “lifting factor”, respectively. Unlike conventional
Tanner graph, parallel edges are allowed in a protograph,
but they must be thoroughly eliminated during the expan-
sion procedure. As is well known, the expansion from a
protograph to a derived graph can be implemented by a
modified progressive-edge-growth (PEG) algorithm [87]. As
a simple example, Fig. 4 illustrates the base matrix, proto-
graph, and derived graph of a rate-1/2 protograph code, where
mp=2,np=4,z=2,M =4, and N = 8.

2) Repeat-Accumulate Codes: RA codes, which have been
extensively studied during the past two decades [168], stand
out as another valuable variant of LDPC codes. This type of
codes has very simple encoding procedure and graph represen-
tation, which not only allow linear encoding and fast decoding
implementation, but also lead to good error performance.

Fig. 5. Protograph of a rate-1/2 regular RA code with ¢ = 3.

Typically, an RA code can be generated by performing a
“repeat-permute-accumulate” operation on a given sequence
of information bits. Supposing that the length of an infor-
mation sequence s is K, it should be first repeated g (¢ > 1)
times and permuted by an interleaver of size gK. After that, the
permuted information sequence is passed through an accumu-
lator to obtain the parity bits. Finally, the information bits and
their corresponding parity bits constitute a regular RA code.
Moreover, an IRA code can be constructed if the repetition fac-
tor ¢ is not constant for different information bits [169]. The
code rate of an RA code is specified by both the repetition fac-
tor and accumulation rule. As shown in [168], both regular and
irregular codes can be represented by simple protographs. For
example, the protograph of a rate-1/2 regular RA code with
q = 3 is shown in Fig. 5, where vy, v, v3 are the information-
bit-related VNs, v4, v5, v are the parity-bit-related VNs, and
c1, c2, c3 are the CNs.

3) Spatially-Coupled Codes: SC codes belong to a type of
LDPC-convolutional-like codes, and they are able to achieve
capacity-approaching decoding threshold and linear-minimum-
distance property [97], [98], [101].2 Recently, the performance
of SC codes has been carefully studied over ODMR chan-
nels [99], [100]. It has been demonstrated that this type of
codes can exhibit excellent error performance in MR scenarios
after appropriate design.

Broadly speaking, SC codes can be constructed by coupling
a series of L. disjoint LDPC codes together into a single cou-
pled chain, where L. is defined as the coupling length. SC
codes can be viewed as a special type of LDPC convolutional
codes because the “spatial coupling” operation is equivalent

9Distinguished from LDPC-block codes, the minimum free distance is
utilized to evaluate the asymptotic error performance of SC codes in the
high-SNR region [101]. In this paper, we refer to both the minimum free
distance and minimum Hamming distance as minimum distance. Thanks to
the convolutional property, the SC code always possesses a larger minimum
distance than that of its original LDPC code [170].
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Fig. 6. Structures of a rate-1/2 (3, 6)-protograph code (a), edge-spreading
rule (b), and its corresponding terminated SC code (c). The parameters used
are dy =3,d. =6, wc =2 and L, = 5.

to introducing memory into LDPC codes. In fact, LDPC con-
volutional codes are yielded if the coupling length approaches
infinity (L, — -+o0) while SC codes are formulated if the
coupling length is a finite positive integer. Interestingly, the
decoding threshold of an LDPC code may be improved by
exploiting the coupling operation. Also, an SC code can be
produced by performing the “coupling” operation on a given
protograph [101]. As compared with non-protograph-based SC
codes, protograph-based SC codes enable the benefits of sim-
pler representation and being easier to analyze, which make
them a more preferable choice for both theoretical research
and practical applications.

In the past several years, a variety of techniques have
been conceived to realize the “spatial coupling” operation,
among which “edge spreading” is a convenient and efficient
solution [98], [101]. Consider a (d,, d. = npd,)-regular pro-
tograph with np VNs and single CN (i.e., mp = 1), that is,
each VN v; (j = 1,2,...,np) possesses d, edges connect-
ing to the CN cj. Suppose that this protograph is copied L.
times and its replicas are successively placed at the positions
1,2,..., and L.. Then, one can connect the d, edges ema-
nating from v; at position u (u = 1,2, ..., L.) arbitrarily to
the w, replicas of c; at positions w, u+1, ..., u+ w., where
0 < w, < L, is the coupling width. By repeatedly performing
such a coupling operation on all the n, VNs, the protograph
of its corresponding SC code can be generated. This type of
SC codes is referred to as terminated SC codes. Based on
the aforementioned construction method, the code rate of a
terminated SC code is Ry = 1 — ((Le + wc)mp)/(Lenp) =
R — (wemp)/(Lcnp) < R, where R is the code rate of its orig-
inal protograph code. As a consequence, the terminated SC
code possesses a relatively lower code rate with respect to
its original protograph code. For instance, the structures of
a rate-1/2 (3, 6)-protograph code, “edge-spreading rule”, and
its corresponding terminated SC code are shown in Fig. 6,
where the coupling width and coupling length are w, = 2 and
L. = 5, respectively. In this figure, v;, (0 = 1,2,..., L)
and c; , represent the j-th type VN and the i-th type CN at
position u, respectively. As can be easily observed, the (3, 6)-
regular SC code suffers from a decrease in code rate, i.e.,
Rsc = 3/10 < 1/2. Tt is because two additional CNs are
generated on the rightmost side of the protograph via edge
spreading.

From the matrix perspective, the edge spreading for a pro-
tograph with coupling width w, results in the division of
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its corresponding base matrix into w. + 1 sub-base-matrices,
ie., B=Bs) + Bsa+,...,Bs u.+1, where Bs ,, is the pu-th
sub-base-matrix of B. It should be noted that all the sub-
base-matrices must have the same size as the overall base
matrix. According to [170], the division rule of the base matrix
can be succinctly represented by a so-called “cutting vector”
E = (e1,€2,...,&mp), Where 0 < ¢, < g,41 < np and
w=1,2,...,mp— 1. Similarly, one can also apply the edge
spreading to the Tanner graph (i.e., the derived graph) of a
traditional LDPC codes in order to construct a terminated SC
code.!® The details of the related methodologies can be found
in [97], [99], and [171].

In general, terminated SC codes can achieve lower decod-
ing threshold than their LDPC/protograph counterparts at the
expense of degrading the code rate. As a remedy, a new type
of SC codes, called fail-biting SC code, has been proposed.
Tail-biting SC codes can outperform their corresponding
LDPC codes without decreasing the code rate [98], [101].
The main idea of constructing a tail-biting SC code is to
combine the wu-th (u = 1,2,...,mp) type CNs at positions
Lo+1,L.+2, ..., L.+o, with the same type CNs at positions
1,2,..., w., respectively, in the protograph of a terminated
SC code.'! Referring to Fig. 6, the tail-biting SC code cor-
responding to the (3, 6)-regular terminated SC code can be
obtained by combining c; ¢, c1,7 with ¢ 1, c1,2, respectively.
As a result, the (3, 6)-regular tail-biting SC code not only has
the same code rate and decoding threshold as those in the orig-
inal protograph code, but also has a larger minimum distance
than that of the original protograph code [101], [170].

Remark:

o In the above-mentioned discussions, we have paid most
attention to the construction aspect of protograph codes
and SC codes because all these codes can be decoded
using BP decoding algorithm.

o Although we only give the examples of an LDPC code,
a protograph code, as well as an SC code with a code
rate R = 1/2, LDPC-based codes with higher code rates
(e.g., R > 4/5) can be constructed in similar ways so as
to satisfy the requirement of MR applications.

4) Non-Binary LDPC-Based Codes: As a generaliza-
tion of LDPC codes to the non-binary domain, non-binary
LDPC codes over Galois fields GF(q) have shown better
error performance over their binary counterparts in certain
cases [103]-[106]. In particular, non-binary LDPC codes
as well as their variants find their natural applications in
MR systems thanks to their strong robustness against burst-
error impairment and powerful error-correction capability in
short/moderate-codeword-length cases [31], [32], [48], [58],
[60], [73]. In contrast to the binary case, the elements of
the parity-check matrix H = (h;;) for a non-binary LDPC
code over GF(g) are no longer equal to zero or one, but are

10For a terminated SC code generated from a (dy, d.)-regular LDPC code,
the cutting vector for the original parity-check matrix H should be defined as
E=(e1,82, ..., &dy)s where 0 < g, < eut1 <dcoand u=1,2,..., dy—1.

1Note also that the number of CN types at each position for a protograph-
based SC code should be equal to the number of CNs in the original
protograph. On the other hand, the number of CN types at each position
for a non-protograph-based SC code should be equal to the number of CN
degrees in the original Tanner graph.
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selected from the set D, = {0,1,...,q — 1}, i.e, hjj € D,.
The Tanner graph of a non-binary LDPC-based code is iden-
tical to that of a binary LDPC code except the edge weight,
where the VNs and CNs correspond to the coded symbols
and their check-sum constraints, respectively. More specifi-
cally, the value of the element in the j-th column and i-th
row is treated as the weight of the edge connecting the j-th
VN to the i-th CN. The performance of a non-binary LDPC-
based code is determined by both the structure of Tanner graph
and the distribution of edge weight. In fact, all LDPC codes,
protograph codes, and SC codes can be easily extended to
non-binary scenario [104]-[106]. Since the encoding methods
of non-binary LDPC-based codes are quite similar to those
of their binary counterparts (with slight difference), we do not
provide elaborations on such issues but refer interested readers
to the above literature.

In the decoding aspect, fast-Fourier-transform-based g-ary
sum-product (FFT-QSP) algorithm is one of the most clas-
sical techniques to achieve good performance with accept-
able computational complexity [158]. In recent years, some
other improved versions of the FFT-QSP algorithm have
also been proposed in order to either boost the performance
or reduce the complexity. However, with respect to their
binary cases, the complicated non-binary decoder remains
one challenging problem to be resolved before non-binary
LDPC-based codes can be widely adopted in practical
applications.

IV. THEORETICAL-ANALYSIS METHODOLOGIES

In the past two decades, a variety of prestigious theoreti-
cal methodologies have been developed to facilitate the design
and analysis of LDPC codes. Among all existing techniques,
DE [5], [6], EXIT function [9], [10], and AWD [172], [173]
have attracted growing interests in the coding theory commu-
nity because of their high efficiency and accuracy. In particular,
DE and EXIT algorithms are very useful in calculating the
iterative decoding threshold and predicting the asymptotic
error performance in the low SNR region. The AWD is
extremely powerful in estimating the minimum (Hamming)
distance and predicting the asymptotic error performance
in the high-SNR region. In the previous literature, it has
been shown that LDPC codes having capacity-approaching
decoding thresholds are normally subject to undesirable min-
imum distances [68], [101]. This simply means that it is
extremely difficult for an LDPC code to achieve excellent error
performance in both low and high-SNR regions.

To the best of our knowledge, the DE and EXIT algorithms
are related to both the types of code and channel, while the
AWD is only related to the type of code. Earlier works have
only investigated the DE and EXIT algorithms over memory-
less channels, such as AWGN channels [5], [6], [9], [10]. With
an increasing demand for designing LDPC codes over MR
channels, greater research effort has been dedicated to formu-
lating new DE [69], [70] and EXIT algorithms [55], [71], [107]
under the conditions of OD-ISI and TD-ISI. These theoretical
advancements have dramatically eased the code construction
and decoding design for LDPC-based codes in MR channels.
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In the following, we will review the principles of the above
three techniques for binary LDPC codes over OD-ISI channels.
Note that these techniques are also applicable to LDPC-code
variants and TD-ISI scenarios after minor modifications.

A. Density Evolution

As a typical asymptotic analysis tool for LDPC codes, DE
has been first proposed over AWGN channels [5], [6] and then
extended to MR channels [70]. The basic idea of this technique
is to trace the evolution of the LLR distribution in the iterative
decoder so as to determine the decoding threshold of an LDPC
code. Based on the joint coding-and-channel factor graph of
a serial concatenated coding scheme over MR channels, one
can define five types of probability density functions (PDFs)
as below.

o fn,(&) denotes the PDF of Gaussian noise;

o fov(€) denotes the average PDF of the LLR passing from

a CN to a VN;

o fuc(&) denotes the average PDF of the LLR passing from
a VN to a CN;

o fiv(§) denotes the average PDF of the LLR passing from
the BCJR detector to a VN;

e fyv1(€) denotes the average PDF of the LLR passing from
a VN to the BCJR detector.

Here, the LLR message passing from the BCJR detector
to a VN is viewed as the initial LLR for the BP decoder.
Given a degree-distribution pair (A(x), p(x)), DE can be used
to evaluate the decoding threshold (Ej/Np)w, i.e., the mini-
mum SNR for which the LDPC code can be decoded with
an arbitrarily small error probability as the codeword length
approaches infinity.!> The block diagram of the DE algorithm
over an MR channel is shown in Fig. 7. As seen, there exist
two sub-decoders, i.e., BCJR detector and BP decoder, in an
LDPC-coded MR system. In the DE algorithm, one should
update fiy(£) and fy1(§) once during each turbo iteration, and
subsequently update f,.(§) and f.y(§)Tgp (Tgp > 1) times,
where Tgp is the maximum number of BP iterations in each
turbo iteration. Assuming that fry is the number of turbo
iterations performed, and fgp is the number of BP iterations
performed in the current turbo iteration, then the total number
of DE iterations performed equals ¢ = t7yTgp + fgp. The DE
algorithm is summarized as Algorithm 2, in which the total
number of DE iterations is shown as the superscript.

Remark:

o Monte-Carlo simulation should be performed to estimate
the PDF fI”V(E) since there is no closed-form expres-
sion for it. To ensure the accuracy and ergodicity of the
DE algorithm, the codeword length should be set to a
sufficiently large positive integer.

12A1ternative1y, the decoding threshold can be defined as the maxi-
mum noise standard deviation for which the LDPC codes can be decoded
with an arbitrarily small error probability. It is denoted by o,m =
VEs/(2R(Ep/Ng)w), where the average energy per transmitted symbol Eg
is always set to be 1. In order to distinguish oy, ¢, from (£}, /Ngy), the former
metric is called noise decoding threshold while the latter metric is called SNR
decoding threshold. For the sake of conciseness, we directly adopt (Ep/Ng)h
as the decoding threshold in this treatise.
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Fig. 7. Block diagram of the DE algorithm over an MR channel.

Algorithm 2: Density Evolution
(1) Initialization: Initialize 1 = tgp = 1.£, () = £5,(§) =
8(8), and f,(€) = (1/y/2mo2)e~¢/2%0) where §(-) is
the Dirac function.
(2) Evolving VN-to-CN density: Calculate the PDF f! (§)

by
dv,max d‘/j71
O =/ ©®e Y | QG|
dy;=1 u=1

dy—1
where ® is the convolution operation, @, is the
convolution of dvj — 1 PDFs, dy max is the maximum

VN degree.
(3) Evolving CN-to-VN density: Calculate the PDF f{ (£)
by
dc,max a1
LE) =D pa, W (L)),
de;=1

where \I/fc"_l (-) represents the density-evolving proces-
sor of a degree-d., CN, which is utilized to evolve the
density f!.(&) through the corresponding CN.

(4) Evolving VN-to-BCJR-detector and BCJR-detector-
to VN densities: If r = uTgp (u =1, 2, ...), calculate
the PDF f! ;(£) by

dy, max

fla®=>"

=1 (d fy 10 ax)

Afterwards, measure the PDF f{ (&) using f{ (§) =
\Ill(fv’,l(g‘), fn(€)), where Wi(-) represents the density-
evolving processor of the channel trellis, which is
utilized to evolve the density ff (&) through the joint
coding-and-channel factor graph in [70].

(5) Finalization: Compute the average error probability by
PL= O f1H1(6) dx, where fiF1 (€) is the updated VN-
to-CN PDF based on the results in Steps (2) and (5).

Repeat Steps (2) ~ (5) until [_’f: — 0 or t reaches the maxi-
mum number of iterations, i.e., t = TgpTTy, Where Tty is the
maximum number of turbo iterations.

Ad dy;
K Q&)

pn=l

o It can be easily observed that the log-BP decoding algo-
rithm and DE algorithm obey similar updating rules.
However, the LLR is assumed as the updating metric in
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the former case while the PDF is assumed as the updating
metric in the latter case.

B. EXIT Algorithms

In earlier years of the development of LDPC-coded MR
systems, most research related to coding analysis and design
only relies on DE. Following the milestone work of [9], MI-
based EXIT chart has been invoked to characterize the flow of
extrinsic information through two SISO decoders [10], [11].
As a complementary methodology of DE, the exchange char-
acteristics of extrinsic information between two component
decoders can be visualized by a decoding tunnel of an EXIT
chart. More importantly, the EXIT algorithm can not only
calculate the decoding threshold and optimize the code con-
struction with comparable accuracy as DE, but also possess
extra advantages such as lower computational complexity and
being easier to visualize and program. Thanks to its simplicity
and accuracy, the EXIT chart has gained considerable attention
and has been extensively used in the design of LDPC-coded
MR systems [37], [55], [71], [93].

With the aid of EXIT algorithms, it is very conve-
nient to trace the convergence behavior of LDPC-coded
MR systems and design capacity-approaching codes. Broadly
speaking, there are two types of EXIT algorithms, namely
IL EXIT algorithm [37], [55], [71] and FL EXIT algo-
rithm [41], [91], [95], [96]. The IL algorithm belongs to the
category of asymptotically analytical tools, while the FL EXIT
algorithm belongs to the category of Monte-Carlo analytical
tools. Here, we first concisely portray the main idea of the
IL EXIT algorithm and then spend more attention on the FL
EXIT algorithm because the updating rule of the former is
very similar to that of DE algorithm.

In order to elaborate the two types of EXIT algorithms,
we should define two classes of MIs for turbo decoder and
BP decoder, respectively, based on the LLRs defined in
Section III-A3.

(i) Turbo decoder:

e Ia 10 denotes the a-priori MI between the coded bits {v;}

and the input a-priori LLRS {La 10};
o Ia o1 denotes the a-priori MI between the coded bits {v;}
and the input a-priori LLRs {La o1};

e Ig 0 denotes the extrinsic MI between the coded bits {v;}

and the output extrinsic LLRs {Lg0};

o Ig o1 denotes the extrinsic MI between the coded bits {v;}

and the output extrinsic LLRs {Lg o1}.

(ii) BP decoder:

e Iay denotes the a-priori MI between the coded bits {v;}

and the input a-priori LLRs {Lay(i, ))};

e Iac denotes the a-priori MI between the coded bits {v;}

and the input a-priori LLRs {Lac(i, ))};

o Iy denotes the extrinsic MI between the coded bits {v;}

and the output extrinsic LLRs {Lgy(i,))};

e Igc denotes the extrinsic MI between the coded bits {v;}

and the output extrinsic LLRs {Lgc(i, j)}.
Similar to the turbo decoding and BP decoding algorithms,
we also have Ia 01 = Igj0 and /a0 = Igor1 in each global
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Fig. 8. Block diagram of the IL EXIT algorithm over an MR channel.

iteration (i.e., turbo iteration) and Ia. = Igy and Ipy = Ig¢ in
each local iteration (i.e., BP iteration).

1) IL EXIT Algorithm: As an asymptotically theoretical
analysis method, the IL EXIT algorithm provides an efficient
way to predict the performance and guide the design of LDPC-
like codes.!? The block diagram of the IL EXIT algorithm over
an MR channel is shown in Fig. 8. The IL EXIT chart, which
can visualize the asymptotic decoding trajectory of an iterative
decoder, is composed of two component EXIT curves. In the
IL EXIT chart, one curve is used to depict the relationship
between Igy and Iay, while the other curve is used to depict
the relationship between Ig. and Ia.. These two relationships
can be mathematically expressed by /gy = Ivnp(Zav, IE,10) and
Igc = Icnp (Iac), where the functions Iynp(-) and Icnp(+) are
defined in [55, eq. (11)] and [55, eq. (7)], respectively. The
BP decoder is said to converge successfully if the two com-
ponent EXIT curves do not touch or cross each other except
at the value of unity. In this algorithm, the initialized param-
eter Ig 1o is output from the BCJR detector, which is related
to the type of channel. When executing the EXIT algorithm,
one should first estimate the value of this parameter through
Monte-Carlo simulations for a given E; /Ny and a given Ig 0.
Here, we omit the derivation of the EXIT algorithm, the details
of which are available in [55], [71], and [93].

2) FL EXIT Algorithm: One important assumption for
both DE and EXIT algorithms is that the codeword length
approaches infinity. For the scenario of short or moderate code-
word length, these analytical tools can no longer work so well
because the typicality and ergodicity properties do not hold. To
overcome this shortcoming of DE and EXIT algorithms and
to make a more accurate prediction, some FL analytical tools
have been proposed. Of particular interest are the FL EXIT
analyses, which not only inherit the desirable superiorities of
IL EXIT chart but also are very effective for FLL LDPC code-
words [41], [91], [95], [96]. Although the previous FLL EXIT
algorithms have been proposed for designing and analyzing
convolutional codes and protograph codes, they are readily
applicable to LDPC codes and their variants after minor mod-
ifications. After the modifications, such FLL EXIT algorithms
can be utilized to design and analyze the related codes in
transmission environments with ISI.

Unlike IL EXIT charts, the FLL EXIT chart consists of two
EXIT bands rather than two EXIT curves. Each EXIT band
includes an expected EXIT curve, an upper-bound curve and
a lower-bound curve. Particularly, the upper-bound curve and
the lower-bound curve are used to ensure that all individual

B3we may use “EXIT chart/algorithm” instead of “IL EXIT

chart/algorithm” in the remainder of this paper for brevity.
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Fig. 9. Block diagram of the FL EXIT algorithm over an MR channel.

EXIT curves of the FL codewords lie within the band with a
high probability (e.g., 99%), while the expected EXIT curve is
used to represent the central line of the EXIT band. Typically,
all the individual EXIT curves included in the EXIT band
should be uniformly distributed on the two sides of the cen-
tral line. As illustrated in [41] and [91], the FLL EXIT algorithm
stands out as a convenient analytical technique to anticipate the
convergence performance of turbo-like receivers that involve
two SISO decoders. In such scenarios, one can say that the
iterative decoder will converge successfully with a high prob-
ability if the EXIT band corresponding to the inner detector
and the EXIT band corresponding to the outer decoder do not
touch each other until (/4 10, Ig, o1) = (1, 1). Furthermore, the
region between the two expected EXIT curves is referred to
as the decoding tunnel. For a given Ej /Ny and a given code-
word length, the code having a larger decoding tunnel should
enable relatively better convergence and error performance.

The block diagram of the FL EXIT algorithm over an
MR channel is shown in Fig. 9. As observed, the two major
performance metrics in FL EXIT algorithms are /g 10 and /g o1-
It is worth noting that the derivation procedures of these two
metrics in an FL EXIT algorithm are different from those in
its IL counterpart. In the former scenario, the BP decoder is
treated as an entire decoder and works together with the BCJR
detector in a FL manner. Thus, one should exploit Monte-Carlo
simulation to evaluate the extrinsic MIs /g 10 and /g o1 because
no closed-form formula is available. On the other hand, in the
IL EXIT algorithm, the BP decoder is partitioned into two sub-
decoders (i.e., VN decoder and CN decoder), in which MIs
are exchanged based on the IL codeword assumption. Thus,
the extrinsic MI passing from BP decoder to BCJR detector
can be calculated by a closed-form expression [10], [93].

Since both BCJR detector and BP decoder can only mea-
sure the LLR rather than the MI, one should first formulate
the relationship between the a-priori/extrinsic MI and its cor-
responding a-priori/extrinsic LLR before implementing the FL
algorithm. The extrinsic MI output from inner detector/outer
decoder can be measured, based on the actual PDF of its
corresponding LLRs, using

1 o0
ko=3 Y [ feex=p

pe{+1,—1} 7~
2fe0EIX =)
x log,
SeoEIX =+1) +fEeEX=—-1)

where fgo(5|X = p) is the conditional PDF of the output
extrinsic LLRs {Lg ¢(j)} given X = (—1)" = u € {+1, -1},
and 8 € {IO, OI}. Furthermore, given the a-priori MI I ¢
of each component decoder, the standard derivation of the

ds (7)
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Algorithm 3 : FL EXIT Algorithm for Calculating the
Extrinsic MI Output From the Inner Detector

(1) For a fixed Ep/No, randomly generate a sequence of
information bits {s;} and a channel realization. These
information bits are encoded by an LDPC code {v;}
and then modulated into bipolar symbols {x; = (—1)"}.
Based on the MR-channel output, the channel initial
LLRs {Lch(j)} can be promptly calculated.

(2) For a given a-priori MI Ip 10 € [0, 1], the standard
deviation oa 10 of the a-priori LLRs {La 10(j)} can be
evaluated using [91, eq. (4)]. With the employment of
oa.10, one can further generate a Gaussian-distributed
LLR sequence {La 10(j)} utilizing (8).

(3) The sequences {Lch(j)} and {La10(j)} are passed
through the inner detector in order to yield the extrin-
sic LLR sequence {Lg10(j)}. The relationship among
these three parameters can be written as Lgjo(j) =
Finner(Len () Lao()), where  Finner(-) is used to
describe the behavior of the LLR-message processor of
inner detector.

(4) Based on {Lg 10(j)}, the conditional PDF fg 10(§|X = 1)
can be estimated using Monte-Carlo histogram, where
u € {41, —1}. Subsequently, the extrinsic MI can be
measured utilizing (7).

(5) Repeat Steps (1) ~ (4) without changing I jo to obtain
a sufficient set of /gjo values. Then, the mean and
variance of Ig 10, i.e., E[/g10] and var[/g 0], can be
calculated, respectively.

(6) Execute Steps (1) ~ (5) for different values of Ix 10 €
[0, 1] to obtain the EXIT band of the inner detector. In
particular, the EXIT band includes three EXIT curves,
i.e.,, the expected EXIT curve (/a10,El/E10]), the
upper-bound curve (Ia 10, El/g 10] + 3/ var[/g 10]) and
the lower-bound curve (/4 10, El[/g 10] — 3+/Var[/g 10]).

input a-priori LLRs can be evaluated as 09 = J’l(l AL0)s
where the J(-) function and its inverse function are available
in [10]. Utilizing 64 ¢, the a-priori LLR of a VN v; for the
inner detector/outer decoder can be computed by

Lao() = (0,39/2))9‘ +nLj, (3)

where np; ~ N(O, Ui’e) is a Gaussian-distributed random
variable. Based on the above knowledge, the FL EXIT algo-
rithm for calculating the extrinsic MI output from the inner
detector is presented as Algorithm 3.

Likewise, one can calculate the extrinsic MI output from
the outer decoder in a similar way as above. The relationship
between a-priori LLR /4, o1(j) and its corresponding extrinsic
LLR Ig o1(j) can be written as Lgor(j) = Fouter(La, 01()))
where F guter(+) 1s used to describe the behavior of the LLR-
message processor of the outer decoder. In the EXIT band
of the outer decoder, the expected EXIT curve, the upper-
bound curve and the lower-bound curve of the EXIT band are
denoted by (Ia, o1, El/g, o1]), (Ia, o1, El/E, o1] + 3,/ varl/g, o1])
and (Ia, o1, E[/ g, o1] — 3+/varl/g, o1]), respectively.
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Fig. 10. FL EXIT chart of the regular CW-3 LDPC code over a dicode
channel. The expected EXIT curves are denoted by the solid lines, the upper-
bound curves and lower-bound curves are denoted by the dashed lines. The
parameters used are R = 4/5, K = 4096, Tgp = 15, and E, /Ny = 4.0 dB.

Remark: The EXIT band of the inner detector is determined
by the channel realization while the EXIT band of the outer
decoder is determined by the type of code.

Example 2: Based on a rate-4/5 regular column-weight-3
(CW-3) LDPC code [53], we plot the FL. EXIT chart over a
dicode channel in Fig. 10, where K = 4096, Tgp = 15 and
Ey/No = 4.0 dB. Referring to this figure, the regular CW-3
LDPC code possesses an open decoding tunnel (i.e., there is
no intersection between the two EXIT bands of BCJR detector
and BP decoder for /5 10/Ig01 € (0, 1)), indicating that the
turbo decoder can successfully converge at E,/No = 4.0 dB.
It is expected that a larger decoding tunnel will be obtained
as Ep/Ny increases.

C. AWD Analysis

DE and EXIT algorithms are particularly useful in design-
ing LDPC-based codes with capacity-approaching decoding
thresholds. However, the decoding threshold is good for ana-
lyzing the error performance in the low-SNR region, but is
no longer valid in the high-SNR region. The LDPC codes
optimized by DE/EXIT-based algorithms possess desirable
performance in the low-SNR region but are likely subject to
an error floor, i.e., an abrupt decrease in the slope of the
bit-error-rate (BER) curve, in the high-SNR region [5], [6],
[9], [10], [173]. Instead of the decoding threshold, the min-
imum distance along with its distribution should be used to
indicate the error performance of LDPC codes in the high-
SNR region [172]-[175]. Furthermore, the decoding threshold
under the maximum likelihood (ML) decoding algorithm can
be derived exploiting the distance distribution, which pro-
vides excellent estimates on the gap between the sub-optimal
BP decoding and the optimal ML decoding. As a result, the
asymptotic distance distribution (or weight distribution) of
LDPC-based code ensembles has attracted increasing attention
and has been intensely investigated [84], [101], [172]. It has
been proved in the above related works that the LDPC-based
code ensembles that have minimum distance growing linearly
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with codeword length (i.e., linear-minimum-distance property)
exhibit relatively better error performance and lower error
floors in the high-SNR region with respect to their counterparts
that do not show such a property.

Consider an LDPC-based code with N VNs and K infor-
mation bits, and a code rate R = K/N. Let § be the
normalized weight, @ = SN be the Hamming weight (or dis-
tance) and A, be the ensemble weight enumerator for this
code. The normalized logarithmic AWD function of the code
ensemble can be defined as r(§) = limy_, oo sup(In(A,)/N),
where sup(-) is the supremum operation. The expression of
the ensemble weight enumerator varies for different types of
ensembles. For example, the weight enumerators for the LDPC
code ensemble and protograph code ensemble are derived
in [173] and [175], respectively. Besides deriving the ML
decoding threshold, AWD function can also be used to deter-
mine whether the linear-minimum-distance property holds. In
fact, the AWD function r(§) begins with zero (i.e., 7(0) = 0)
and may go to zero again. Suppose that the second zero
crossing of r(8) exists, i.e., I0min > 0, 7(Smin) = 0. If
r(§) < 0 for all 0 < § < & min, then Sy is called the ryp-
ical minimum distance ratio (TMDR). In this case, we have
Pr(0 < @ < Nomin) < D g5, eV ® | meaning that the
ensemble weight is asymptotically larger than Népyin as N
approaches infinity. Thus, the distance of any code extract-
ing from this ensemble should satisfy Pr(d > Ndpyin) > 1 — ¢
for any ¢ > 0. In other words, with a high probability all
the codes belonging to this ensemble have minimum distances
increasing linearly with codeword length, i.e., dmin = NSmin.

For the LDPC-based code ensembles that possess TMDRs,
the ensemble with a larger TMDR should asymptotically out-
perform its counterparts with lower TMDRs in the high-SNR
region. Especially, SC code ensemble should asymptotically
outperform its LDPC code ensemble in the high-SNR region
even if they possess the same TMDR. It is because the mini-
mum distance of an LDPC code can be significantly increased
via spatial coupling [101], [170]. As an extreme case of
LDPC-based codes, the AWD function of the ensemble of
rate-R random codes is r(6) = (R — 1)In2 + H(5), where
H(8) = —8Ind—(1—38) In(1—4) is the entropy function [175].
This AWD curve is referred to as the Gilbert-Varshamov bound
and serves as the fundamental upper-limit on the AWD curves
for all binary LDPC-based code ensembles.

Example 3: Utilizing the AWD analysis, we calculate the
TMDRs of the rate-1/2 AR3A code, AR4JA code, (3, 6)-
regular LDPC code and (3, 6)-regular tail-biting SC code,
and show the corresponding results in Fig. 11.'* As a bench-
mark, we also include the Gilbert-Varshamov bound in this
figure. Referring to this figure, the AR4JA code, regular LDPC
code and its SC counterpart have TMDRs, and thus bene-
fit from the linear-minimum-distance property. Nevertheless,

14Accumulate-repeat—3—accumulate (AR3A) code and accumulate-repeat-
by- 4-jagged-accumulate (AR4JA) code are two classical types of protograph
codes. They can be viewed as the precoded RA codes, and thus are able
to realize linear encoding complexity and fast decoding [84], [91], [176].
Additionally, in this figure, the coupling width and coupling length for the
(3, 6)-regular tail-biting SC code are assumed to be w, = 2 and L, = 5,
respectively.
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Fig. 11.  AWD curves of the rate-1/2 AR3A code, AR4JA code, (3, 6)-
regular LDPC codes, (3, 6)-regular SC, and Gilbert-Varshamov bound. The
parameters used for (3, 6)-regular SC are w, =2 and L. = 5.

the AR3A code does not have the TMDR and may suffer
from an error-floor behavior. Moreover, the regular LDPC code
and the SC code provide the TMDRs closest to the Gilbert-
Varshamov bound, and thus should achieve the best error
performance in the high-SNR region over both OD-ISI and
TD-ISI channels. This phenomenon agrees well with the state-
ment in [53], [79], and [91], which have illustrated that the
regular CW-3 code can offer very desirable error performance
in MR channels. It should also be noted that the SC code may
outperform the regular CW-3 code in the high-SNR region
because of a larger minimum distance [170].

In summary, the LDPC-based codes that have both capacity-
approaching decoding thresholds and Gilbert-Varshamov-
bound-approaching TMDRs stand out as best candidates for
MR systems. However, it is very difficult to achieve both goals
for one code. For this reason, some researchers have resorted
to designing LDPC-based codes that have both capacity-
approaching decoding thresholds and linear-minimum-distance
property (i.e., dmin = Nmin) over MR channels [91], [93].

Remark:

o The decoding threshold is dependent on both the type of

code and the type of channel.

o The minimum distance is dependent on the type of code

but is independent of the type of channel.

V. DESIGN OF LDPC CODES FOR MR SYSTEMS

In this section, we present an overview of selected contri-
butions on the code construction and decoder design of binary
LDPC codes over MR channels from the rich literature.

A. Code Construction

1) Design of LDPC Codes Over OD-ISI Channels: In the
existing references, DE and EXIT algorithms are two major
techniques for designing LDPC codes. In addition, several
graph-based design techniques have also been investigated.

(1) DE-based Design: Varnica and Kavcic [57] and
Kavcic et al. [70] have optimized the degree-distribution pairs
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of LDPC codes for OD-ISI channels by utilizing a DE-based
method. Specifically, in order to find a good LDPC code
with a given code rate R, a hill-climbing optimization scheme
has been introduced in [57]. To begin with, one should fix
the target error probability P. and the maximum number of
iterations Tpax.'> Afterwards, one can initialize the degree-
distribution pair (Ag(x), po(x)) of an LDPC code which can
achieve P. after Tmax DE iterations (see Algorithm 2) con-
ditioned on a decoding threshold (E,/No)m = (Ep/No)th,0-
Based on the above parameter setting, one makes minor
change to the VN-degree distribution, i.e., Ag(x) — ké)(x),
and checks whether (Ab(x), 00(x)) can achieve P, — ¢ (¢ is an
arbitrarily small positive value) with a smaller threshold (i.e.,
(Ep/No)yo < (Ep/No)mo)- If so, one sets (o(x), po(x)) =
(A®), po(x)) and (Ep/No)m = (Eb/N());h,O; otherwise keeps
(Ao(x), po(x)) unchanged. The optimized VN-degree distri-
bution Aqp(x) can be found via repeating the above step
with a sufficient number of times, which guarantees the
smallest threshold (Ep/No)th,min- Once Agpe(x) is acquired,
the best CN-degree distribution p op¢(x) can also be derived
using a method analogous to that for optimizing VN-degree
distribution. The detailed DE-based degree-distribution pair
optimization algorithm for LDPC codes is available in [57].

Unfortunately, the computational complexity for the
optimization algorithm is extremely high if no constraint is
imposed on the polynomial expressions of A(x) and p(x). To
accelerate the optimization procedure, one can appropriately
limit the search space by either fixing the CN-degree distribu-
tion p(x) or assuming that p(x) has only a few nonzero terms.
It has been recognized in various articles [6], [55], [57] that
the CN-degree distribution of a well-performing LDPC code
contains only a few nonzero terms.

Example 4: Consider a given rate-7/10 LDPC code with
degree-distribution pair (1o(x), po(x)). For the sake of min-
imizing the decoding thresholds (Ep/No)w over dicode and
EPR4 channels, two capacity-approaching LDPC codes have
been constructed by exploiting the DE-based computer-search
method. The degree-distribution pairs, decoding thresholds,
and capacity gaps of the two optimized LDPC codes are shown
in Table IV [57].16 Referring to this table, the decoding thresh-
old of the optimized OD-A LDPC code is 2.166 dB over
a dicode channel while that of the optimized OD-B LDPC
code is 2.595 dB over a EPR4 channel, both of which have
gaps within 0.15 dB to their corresponding capacity limits.
Experimental results have shown that both optimized LDPC
codes of length 10° are about 0.2 dB away from the capacity
limits at a BER of 107°, which reasonably match with the
theoretical analyses.

(2) EXIT-based Design: Along with the DE-based
design advancement, EXIT-based techniques have also been

15The target error probability should be set to a sufficiently small value,
— 103
e.g., Pe =1077.
16The gap to capacity is defined as the difference between the decoding
threshold (i.e., (Ep/No)wm) and the capacity SNR limit (i.e., Cjjq.)- Also, it
should be noted that the SNR is defined as E, /Ng = ,/1/ (ZRO',%) in this paper
as in most other existing references, while it is defined as Eg/Ny = 1 /a,%

in [57]. More precisely, Ej,/Nq corresponds to the bit SNR while Ez/N
corresponds to the symbol SNR.
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TABLE IV
DEGREE-DISTRIBUTION PAIRS, DECODING THRESHOLDS (Ej,/Ng)tu (dB)
AND CAPACITY GAPS A (dB) OF THE TwO OPTIMIZED LDPC CODES
WITH A CODE RATE R = 7/10 OVER DICODE AND EPR4
CHANNELS, RESPECTIVELY

OD-A Code for Dicode Channel OD-B Code for EPR4 Channel
dv]‘ /dci )‘dvj pdci dvj /dci )\dyuj Pdci
2 0.2032 | 0.0004 2 0.2022 0
3 0.2298 | 0.0002 3 0.2244 0
5 0.1397 0 4 0 0
6 0.0077 0 6 0.0417 0
15 0 0.6252 10 0 0.1934
16 0 0.3588 11 0.0048 | 0.1023
30 0 0.0154 12 0.0007 0
47 0.1271 0 14 0 0.0658
48 0.2925 0 23 0 0.3138
24 0 0.3247
42 0.1576 0
NA. B3 03157 |0
50 0.0260 0
(Ep/No)ep 2.166 (Ep/No)ip, 2.595
iu.d 2.029 iu.d 2.445
A 0.137 A 0.150

extensively developed to optimize LDPC codes [71], [132],
[177], [178] for MR systems. In recent years, the EXIT algo-
rithm has attracted more attention and has become a more
favorable tool for LDPC-code design because it not only
requires much less computational complexity relative to the
DE algorithm, but also provides accurate result for threshold
calculation.

In accordance with [9]-[11], an LDPC code can successfully
converge under BP decoding if there is an open decoding tun-
nel in the IL EXIT chart comprising of a VN-decoder MI
curve Igy, = Iynp(av, Igj0) and a CN-decoder MI curve
Ine = IgupUEe) = IoupUay), where Igyp () is the inverse
function of Ig. = Icnp (. Ac).17 To guarantee a successful con-
vergence, Igy should be larger than Ia. for all Ip, € (0, 1).
In other words, Igy > Iac + ¢ should be satisfied for all
Iay € (0, 1), where ¢ is an arbitrarily small positive value. In
particular, for a given degree-distribution pair, the decoding
tunnel will become wider as Ep/Ny increases, indicating that
fewer iterations are required for achieving convergence by the
decoder. It has been shown theoretically [10] that matching the
two component MI curves can optimize the degree-distribution
pair of LDPC codes and approach the capacity of mem-
oryless channels. This statement is also true for memory
channels, such as ISI channels [71], [132], [178] and slow
fading channels [26]. To have more insight, we briefly present
the optimization method for VN-degree distribution of LDPC
codes over MR channels. The optimization for CN-degree dis-
tribution or joint optimization for the degree-distribution pair
can be carried out in a similar manner.

The EXIT-chart-based optimization procedure can be started
with a rate-R LDPC code with the degree-distribution pair
(Lo(x), po(x)). The decoding threshold of this LDPC code is
defined as (Ep/No)in = (Ep/No)in,o- Now, one can slightly
change Ao(x) to Aé)(x) while fixing po(x), and check whether
the new degree-distribution pair can satisfy the condition /gy, >

17In the IL EXIT chart, the decoding tunnel is defined as the region between
the two component EXIT curves (i.e., Igy and Iac).
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Iac + ¢, Viac € (0, 1) with a lower decoding threshold (i.e.,
(E;,/No)éh,O < (Ep/No)wn,o)- If the above condition holds, one
sets Ao(x) = Ay(x) and (Ep/No) mo = (Eb/No)éh,o, otherwise
keeps Ao(x) unchanged. Repeatedly executing the above step
with a sufficiently number of times yields the optimized VN-
degree distribution Agp(x). As compared with the DE-based
optimization method, the convergence of MIs is viewed as the
design criterion in the EXIT-chart-based method.

Given a target code rate R in MR channels, the “curve-
fitting” technique [71], [132], [177] can be exploited to find
a VN-decoder MI curve that not only can lie above a given
CN-decoder MI curve but also can achieve the smallest decod-
ing threshold. This means that the LDPC code designed with
this technique requires the minimum Ep /Ny to realize reliable
communication in such scenarios. We then conclude that the
corresponding degree-distribution pair can provide the best fit
for the characteristic of MR channels.

The first attempt to utilize the above EXIT-chart-based
method for LDPC-code design in ISI scenarios is the work
of [71] and [177]. Referring to that work, the authors have
considered a binary LDPC code combined with Gray-mapped
QPSK modulation in OD-ISI channels.'® According to the spe-
cific modulation scheme and channel environment, a modified
channel detector, which comprises a QPSK demapper and a
BCIJR detector, has been proposed at the receiver terminal.
In the underlying decoding framework, a semi-random-walk-
based algorithm has been further developed to optimize the
degree-distribution pair of rate-1/2 LDPC code for an OD-
ISI channel with an impulse response A(D) = 1 4+ 2D +
3D?+2D* 4+ D5. As observed from [71], the optimized LDPC
code accomplishes a performance gain of about 1.1 dB relative
to the AWGN-optimized LDPC code over the given OD-ISI
channel.

In addition to the work [71], a modified EXIT-chart-based
approach has been proposed in [132] and [178] to design
degree-distribution pairs of LDPC codes over OD-ISI chan-
nels. In such works, the IL EXIT algorithm is implemented in
a very similar fashion to that for the FL EXIT algorithm (see
Algorithm 3). Specifically, the design principle is to match the
EXIT curve of the LDPC decoder (outer decoder) with the
EXIT curve of the channel detector (inner detector) to find
the best degree-distribution pair. The authors have adopted an
infinite-codeword-length assumption and have derived a sim-
plified expression of the extrinsic MI for the outer decoder,
denoted by Igo1 = ®prc(E10), based on the symmetric
Gaussian approximation. On the contrary, the extrinsic MI for
the inner detector, denoted by /g 10 = ®Pprr(/E.01, AD), onz),
should be computed using (7), in which the PDF of extrinsic
LLRs is obtained via Monte-Carlo simulations. For a given
Ep /Ny and a given LDPC code, the EXIT curves for the inner
detector /g0 and outer decoder /g1 can be plotted in the
same figure to establish an EXIT chart, in which the former
is plotted in the standard way but the latter is plotted on the
transposed axes. The decoding threshold can be estimated via

18QPSK modulation is not applicable to practical MR environments.
However, the EXIT-chart-based LDPC-code design principles proposed
in [71] and [177] are still useful for LDPC-coded MR systems with bipolar
baseband modulations.
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changing the value of Ej; /Ny until the two EXIT curves touch
each other. Afterwards, the optimized degree-distribution pair
that determines the lowest decoding threshold can be found
by exploiting the computer-search method.

Nonetheless, most of the designed LDPC codes in [57],
[70], [71], [132], [177], and [178] have code rates smaller
than 4/5, which may not be able to fully satisfy the high-
rate requirement for practical MR applications. Consequently,
some researchers have delved into high-rate LDPC codes in
the context of OD-ISI channels.

(3) Graph-based Design: Here, we offer a design exam-
ple of high-rate LDPC codes by modifying the structures of
Tanner graphs based on the characteristics of a particular PR
channel, but not exploiting the DE and EXIT algorithms.

As mentioned in [41], the joint precoder-and-channel-code
design is a viable alternative to the sole code design for
improving the convergence and error performance of channel-
coded MR systems. Although precoding often cannot bring
performance improvement for LDPC-coded MR systems, Legg
and Uchoa-Filho [54] have demonstrated that some particular
types of LDPC codes, such as the RA-like codes, can attain
an enhanced error-correction capability by making use of the
precoding structures.

It is apparent that the parity bits output from the accumu-
lator in an RA code resemble those output from the precoder
g(D) = 1/(1+ D). Motivated by the above inherent precoding
property, a type of LDPC codes, called graph-matched LDPC
codes, has been constructed by modifying the structure of con-
ventional RA codes in [54]. Distinguished from RA codes, in
a graph-matched LDPC code, the j-th parity bit is directly
generated by its corresponding CN rather than accumulating
two adjacent CNs. According to the impulse response of a
particular OD-ISI channel, both the original information bits
and parity bits should be precoded so as to generate the real
codeword that is suitable for transmission.

To be specific, given an information sequence of length K,
all the information bits are first repeated g times to attain
an expanded bit sequence of length Kg. After processed by
an interleaver, every g bits are grouped to generate a parity
bit via the direct connection of a CN. Aiming at alleviating
the interference coming from an OD-ISI channel, both the
original information bits and parity bits are further precoded
by 1/A (D) and thus the output bits of the precoder constitute
the graph-matched LDPC code, where A (D) is the impulse
response of the OD-ISI channel. In this sense, the code rate of
graph-matched LDPC code equals R = K/(K+ (Kq)/(1tq)) =
w/ (i + 1). According to the proposed encoding scheme, the
initial LLR and the modified Tanner graph for BP iterative
decoding can be easily derived. Subsequently, one can recover
the original information bits by executing the BP decoding
algorithm. Similar to RA codes, graph-matched LDPC codes
can also realize linear encoding and linear decoding.

Consider a rate-8/9 graph-matched LDPC code with K =
3641, g = 3, and u = 24 over a PR4 channel. It has been
indicated in [54] that this graph-matched LDPC code not only
achieves similar error performance as the optimized LDPC
code and SPC/TP code, but also requires much lower imple-
mentation complexity. The aforementioned advantages make
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TABLE V
VN-DEGREE DISTRIBUTIONS OF TWO OPTIMIZED LDPC CODES WITH A
CODE RATE R = 8/9 OVER TD-ISI CHANNELS WITH RECORDING
DENSITIES OF lTb/in2 AND 4Tb/in2, RESPECTIVELY. THE
CN DEGREE OF BOTH CODES IS SET TO BE 27

dy.
Code Type v 2 3 9 10
TD-A code for 1TB/in2 | 0.0676 | 0.6250 | 0.0763 | 0.2312
TD-B code for 4 TB/in? | 0.1445 | 0.8146 | 0.0378 | 0.0031

the graph-matched coding scheme extremely attractive for MR
systems.

Remark: Legg and Uchoa-Filho [54] have only focused on
the encoding design of LDPC codes over ODMR channels
under the BP decoding but have not considered the effect of
turbo detection.

2) Design of LDPC Codes Over TD-ISI Channels: TD-
ISI channels involve another type of interference in addition
to ISI, namely ITI, which may impose significant effect on
the design results. In such type of channels, LDPC-code
design has been predominantly investigated by utilizing EXIT
algorithms [37], [55].

Kong et al. [55] have first estimated the SIRs of TD-ISI
channels with different recording densities. Then, they have
considered LDPC codes with a code rate R = 8/9 and a fixed
CN degree, and have optimized the VN-degree distribution
over TD-ISI channels with recording densities of 1 Tb/in? and
4Tb/in?, respectively, by fitting the MI curve for VND with
the MI curve for CND in the EXIT chart. Assuming that all CN
degrees are set to be 27, the VN-degree distributions for two
optimized LDPC codes, referred to as 7D-A LDPC code and
TD-B LDPC code, are presented in Table V. Simulation results
have illustrated that both optimized LDPC codes can obtain
remarkable gains as compared to the AWGN-optimized LDPC
code over TD-ISI channels. Moreover, at a BER of 107, the
TD-B LDPC code of length 13824 is only 0.33 dB away from
the capacity of a TD-ISI channel with a recording density of
4Tb/in?, and thus appears to be an excellent candidate for
UHD MR systems.

Note that although a modified DE algorithm has been intro-
duced to analyze the decoding threshold of LDPC codes over
TD-ISI channels in [69], no previous work has studied the
DE-based LDPC-code design in such scenarios till now.

3) Design of QC-LDPC Codes Over MR Channels: Apart
from RA-like codes, QC-LDPC codes are also very promis-
ing for data-storage applications because they can dramatically
reduce the complexity of conventional LDPC codes with-
out deteriorating their error performance. In the past decade,
different types of QC-LDPC codes that enable excellent
error performance in MR systems have been proposed [81],
[82], [167], [179]. In particular, Zhong et al. [81], [82],
Liu et al. [167], and Kong et al. [179] have carried out their
designs over OD-ISI channels and TD-ISI channels.

According to Section III-A2, QC-LDPC codes can be con-
structed based on circulant permutation matrices and are
capable of realizing linear encoding with the aid of simple
shift registers. Furthermore, the QC structure can significantly
facilitate the development of hardware-friendly decoders. For
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example, the feasibility of FPGA-based implementation of
QC-LDPC codes over MR channels has been extensively
discussed in [82]. Aiming at increasing the decoding through-
put, the authors have conceived a new decoding hardware
architecture in addition to the encoding design. It has been
demonstrated that the proposed QC-LDPC codes and their
decoder can achieve superior error performance and desirable
throughput in the FPGA-based simulation platform.

Unfortunately, thus far, no related work has studied
LDPC codes with linear-minimum-distance property over MR
channels.

B. Decoder Design

In parallel with the development of code-construction tech-
nique in MR systems, a variety of detection/decoding algo-
rithms have also been proposed in order to improve the overall
performance or reduce the implementation complexity of such
systems.

1) OD-ISI Channels: In the error-performance aspect, a
state-based parallel MP detector has been introduced to
circumvent the high-delay issue of BCJR algorithm [30].
Furthermore, the state-based MP detector can perform as well
as the BCJR detector with acceptable iterations over OD-
IST channels. Due to the unified decoding mechanisms, the
proposed MP detection algorithm can be seamlessly combined
with the LDPC-based MP decoding algorithm to form a joint
MP decoding algorithm for LDPC-coded MR systems.

Inspired by this work, Pfister and Siegel [63],
Radhakrishnan and Vasic [74], Qin et al. [127], and
Zhao et al. [153] have conceived several efficient joint
detection-and-decoding algorithms for LDPC codes over
OD-ISI channels, which can outperform the combination
of BCJR detector and BP decoder at the cost of increasing
computational complexity. For example, in [74], a modified
Tanner graph that describes the relationship between the
noiseless channel output symbols (i.e., {y]/-}) and CNs has been
developed in contrast to the conventional Tanner graph for
LDPC codes. Meanwhile, based on the constraints imposed
by the channel trellis, a channel graph that describes the
relationship between the channel states (referred to as the
channel nodes) and {yj/-} can be plotted. Hence, one can build a
modified factor graph which represents the relationship among
the channel nodes, channel output symbols and CNs. In order
to substantially exploit both channel and code information,
the conventional MP decoder has been improved, which
produces the a-posteriori messages of channel output symbols
rather than channel input symbols (i.e., {xj}) [74]. Through
such a manner, a joint MP detection-and-decoding algorithm
can be formulated by taking into consideration both the
symbol-based MP detection algorithm and the symbol-based
MP decoding algorithm. Based on the a-posteriori messages
of {y]/-}, one can easily derive the a-posteriori messages of
{xj}, which are used to retrieve the original information
bits. As shown in [74], the joint MP detection-and-decoding
algorithm is remarkably superior to the conventional turbo
(i.e., joint BCJR-and-BP) decoding algorithm at the expense
of relatively higher computation complexity.
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With an aim to addressing the error-floor problem existing
in LDPC codes, the bit-pinning, trellis-pruning techniques as
well as the generalized LDPC decoder previously proposed for
AWGN channels [180] have been extended to OD-ISI chan-
nels [51]. In [51], a modified importance sampling technique
has been first proposed to estimate the error-floor behavior and
to find the dominant trapping sets of an LDPC code. The dom-
inant trapping sets are of great importance to determine the
error performance in the high-SNR region. After that, the bit-
pinning and trellis-pruning techniques have been utilized to pin
certain bits in such trapping sets prior to transmitting the code-
word.1? As a further insight, a generalized LDPC decoder has
been designed to connect the dominant trapping sets so as to
prevent the decoding process from being trapped in these trap-
ping sets. Analytical and simulated results in [51] have shown
that the three proposed techniques can significantly lower the
error floor of LDPC codes in OD-ISI channels, especially in
PR1 and EPR4 channels.

In addition to the above-reported contributions, the works
in [75] and [155] have considered the complexity prob-
lems of existing detection/decoding algorithms for OD-ISI
channels and have developed several low-complexity detec-
tion and decoding algorithms. On the one hand, Qin and
Teh [155] have conceived a reduced-state SISO detector that
can significantly lower the complexity of BCJR detector
with a slight performance degradation. On the other hand,
Qin ef al. [75] have further proposed an efficient method to
reduce the computational complexity of BP decoding algo-
rithm. To compensate the performance degradation arising
from the simplified computation, an attenuation factor has
also been introduced in [75] when calculating the LLRs out-
put from the CN decoder. As compared with the conventional
BP decoding algorithm, the reduced-complexity BP decoding
algorithm benefits from much lower computational complexity
with a negligible performance loss.

2) TD-ISI Channels: In recent years, the channel detection
algorithms, LDPC decoding algorithms as well as the joint
detection-and-decoding algorithms have also been discussed
for LDPC-coded TDMR systems [52], [60], [77]-[80], [142],
[152], [156], [181].

Although the symbol-based BCJR detector can provide
optimal performance over TD-ISI channels, the high compu-
tational complexity is a challenging problem for its hardware
implementation. Hence, several sub-optimal detection algo-
rithms, e.g., iterative row-column soft decision feedback algo-
rithm (IRCSDF) [181], have been developed so as to reduce
the complexity of BCJR detector without sacrificing much
performance. Unlike the BCJR detector, the IRCSDF detec-
tor consists of two component detectors, namely row detector
and column detector, which can exchange their correspond-
ing extrinsic soft information iteratively. After performing a
sufficient number of iterations, the two types of extrinsic

197 trapping set is a subset of VNs in the Tanner graph that cannot con-
verge correctly under the BP iterative decoder. Precisely speaking, an (nT, mT)
trapping set is a subset of n VNs, which induces a subgraph with mT CNs
having an odd number of edges connecting to the nt VNs. The bit-pinning
and trellis-pruning techniques are proposed for the BP decoder and BCJR
detector, respectively, to eliminate such detrimental sets.
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information are combined and passed to the LDPC decoder
for further processing. In the IRCSDF detection algorithm,
the row/column detector utilizes a modified BCJR algorithm
to detect the equivalent horizontal/vertical data strips, which
are mapped from the readback data array. Unfortunately, the
complexity of the IRCSDF algorithm is still exponentially
increasing with the size of the TD CIR matrix.

To reduce the complexity of the IRCSDF detection
algorithm, the original TD-ISI channel is reduced to an
OD-ISI channel based on Gaussian approximation (GA).
Consequently, a GA-IRCSDFA-based BCJR detector has
been proposed to detect the channel input signal more effi-
ciently [79], in which each component TD-BCJR detector
can be replaced by an OD-BCJR detector. To elaborate a
little further, we consider the component row detector and
rewrite the channel output (4) as y;; = Z?:l hi X1-1j—7 +
Y Yo Py e X e M = Yo B X1 e 4 PR 1,
where ng ;j = Z;“:2 S hueXi—pj—r + nj. As observed,
the first term on the right-hand side of y; ; is the summation of
down-track interference, while the second term is the equiv-
alent noise for the row detector. Specifically, the equivalent
noise ng,; is the summation of (k, — 1)x; + 1 independent
random variables. Although the exact PDF of ng,; is dif-
ficult to be derived, it can be approximately characterized
by a Gaussian distribution based on the central-limit theo-
rem. Hence, ng ;; is considered as a modified Gaussian noise,
whose PDF can be computed by evaluating the mean and vari-
ance of its (k, — 1)k + 1 component random variables. The
column detector can be processed utilizing a similar method.
According to the above discussions, the GA-IRCSDF-based
BCIJR detector has much lower complexity in comparison with
the symbol-based BCJR detector and IRCSDF-based detec-
tor. The detailed complexity comparison among these three
detectors is available in [79].

Example 5: Assume that a rate-7/8 regular CW-3 LDPC
code of length 4800 is transmitted over a TD-ISI channel
with a recording density of 4 Tb/in’> and the maximum num-
ber of the BP iterations is Tgp = 30. We adopt the FL
PEXIT algorithm to derive the extrinsic MIs of the symbol-
based BCJR detector and GA-IRCSDFA-based BCJR detector
at E, /Ny = 4.4 dB, and plot their corresponding EXIT curves
in Fig. 12.20 Referring to this figure, the symbol-based BCJR
detector achieves a slight gain over the GA-IRCSDFA-based
BCIJR detector for a given a-priori MI, which leads to a larger
decoding tunnel. Although the GA-IRCSDFA-based BCJR
detector is inferior to the symbol-based BCJR detector in terms
of convergence speed, the former is superior to the latter in
terms of implementation complexity.

As a further study, Fig. 13 presents the BER curves of the
two different detectors over a TD-ISI channel, where the max-
imum number of turbo iterations is assumed to be Tty = 10.
It can be seen that the symbol-based BCJR detector achieves a
gain of about 0.3 dB compared with the GA-IRCSDFA-based
BCJR detector at a BER of 107, which agrees well with

20For conciseness, we ignore the upper-bound curve and lower-bound curve
of the EXIT band in this figure.
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Fig. 12.  Expected FL PEXIT curves of the symbol-based BCJR detec-
tor and GA-IRCSDFA-based BCJR detector over a TD-ISI channel with a
recording density of 4Tb/in2, where the regular CW-3 LDPC code is adopted
as the channel code. The parameters used are R = 7/8, N = 4800, Tgp =
30 and E, /Ny = 4.4 dB.

—— Symbol-based BCJR detector

G\\S\S\ —6— GA-IRCSDFA-based BCJR detector
Capacity SNR limit

3.6 3.8 4 4.2 4.4 4.6 4.8
E,/N, (dB)

Fig. 13. BER curves of the symbol-based BCJR detector and GA-IRCSDFA
BCIJR detector over a TD-ISI channel with a recording density of 4Tb/in2,
where the regular CW-3 LDPC code is adopted as the channel code. The
parameters used are R = 7/8, N = 4800, Tty = 10 and Tgp = 30.

the FL PEXIT-chart analysis. In summary, the GA-IRCSDFA-
based BCJR detector strikes a good tradeoff between error
performance and implementation complexity, and therefore
stands out as a superb candidate for use in practical MR
systems.

From the perspective of decoding algorithm, a linear-
programming decoding framework has been conceived for
LDPC codes over TD-ISI channels [52]. The linear-
programming decoding algorithm can serve as an alternative
to the BP decoding algorithm because the former produces
better performance than the latter in the high-SNR region.
Furthermore, two enhanced min-sum decoding algorithms
have been proposed in [80], which not only can achieve bet-
ter performance than the conventional min-sum algorithm, but
also can retain the low-computational-complexity property.
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As in OD-ISI channels, there also exist some relevant works
investigating the joint detection-and-decoding algorithms for
LDPC-coded TDMR systems [77], [78], [142], [152]. Of par-
ticular interest is the work of [77], in which the authors have
not only proposed an efficient joint MP decoding algorithm
but also developed a modified EXIT chart to validate the
fast convergence speed and excellent error performance of the
proposed algorithm. Here, we do not present the details of
the corresponding algorithms in [77] because they are not the
major focus of this paper.

VI. DESIGN OF LDPC-CODE VARIANTS
FOR MR SYSTEMS

Thanks to their desirable properties, LDPC codes have been
thoroughly investigated in the context of MR channels. In the
wake of the remarkable success of LDPC-coded MR systems,
a myriad of LDPC-code variants have been proposed in such
environments, all of which are superior to the conventional
LDPC codes in certain aspects. In this section, we cover the
development of the design of several representative variants of
LDPC codes over MR channels.

A. Design of Protograph Codes

Among all the variants of LDPC codes, protograph codes
have received growing interests due to their simple struc-
tures and desirable error performance. In the past five years,
the performance of protograph codes has been comprehen-
sively investigated over OD-ISI and TD-ISI channels [68],
[83], [91]-[96]. Different from the research of conventional
LDPC codes, most research on the protograph-code design
for MR systems has considered not only the decoding thresh-
old but also the linear-minimum-distance property. Indeed,
the design of protograph codes is very sensitive to degree-2
VNs. Although degree-2 VNs can help lowering the decoding
threshold, too many degree-2 VNs may deteriorate the linear-
minimum-distance property. Therefore, degree-2 VNs should
be carefully incorporated into the protograph in order to obtain
the smallest decoding threshold while retaining TMDR. To this
end, Abu-Surra et al. [176] have proposed a certain class of
protograph codes with degree-2 VNs, which can ensure the
existence of TMDR.

In OD-ISI channels, Fang er al. [91] and Yang et al. [92]
have utilized the FL. PEXIT algorithm to design punctured pro-
tograph codes, while Van Nguyen et al. [93], [94] have utilized
the IL PEXIT algorithm to design non-punctured protograph
codes. All of these codes possess fast convergence speed with-
out losing the linear-minimum-distance property, and thus are
very promising candidates for MR systems. Since we have
already introduced the research progress in the design and
analysis of protograph codes over OD-ISI channels in [68],
we turn our attention to the recent achievements related to
designing such codes over TD-ISI channels [83], [95], [96].

Inspired by the superiorities of protograph codes in OD-
IST channels, this type of codes have been applied to TD-ISI
channels. Yet, Chen et al. [95] and Fang er al. [96] have
found that both OD-ISI-optimized LDPC codes and proto-
graph codes are no longer suitable for TD-ISI channels, and
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hence have developed a computer-search-based methodology
to design good-performing protograph codes in such scenarios.

To beginning with, one can first adopt a rate-1/2 non-
punctured protograph code of size 3 x 6, which includes one
degree-2 VN and one degree-4 VN.2! Then, the base matrix
can be initialized with

I I b1z bia bis bis
B=|1 2 b3 bya bys brs|, )
0 1 b3,3 b3,4 b3,5 b3,6

where the (i, j)-th element b;; is a non-negative integer. To
guarantee the linear-minimum-distance property, one should
limit the fraction of degree-2 VNs and impose a constraint
on such VNs. Based on the principles proposed in [176], we
assume that the maximum number of degree-2 VNs is 2 (i.e.,
the first and the last VNs) and that no cycle exists in the sub-
graph induced by these two degree-2 VNs as well as their
associated CNs and edges. Also, we set b;; € {0,1,2,3} to
keep the low-complexity property of protograph codes. Under
the above constraints, the optimization objective is to mini-
mize the decoding tunnel by changing the elements in the base
matrix. In particular, the area of the decoding tunnel can be
evaluated by exploiting the FL PEXIT algorithm and be visual-
ized in the FL PEXIT chart. In consequence, the optimization
problem is to resolve the function min{bi’j} Dp, where Dp is
the decoding tunnel of the protograph code. One can promptly
obtain the optimized base matrix via a simple search, i.e., [96]

1 1 0 2 0 0
Bu=[1 2 1 1 3 1 (10)
01 2 0 0 1

Here, we refer to the rate-1/2 optimized protograph code as
the mother protograph code Cy;. Aiming at realizing higher
code rates, an RC virtual sub-codeword Vg has been designed
to concatenate with the rate-1/2 protograph code so as to
constitute an overall RC optimized protograph (RCOP) code
C = (Cwm, VE). The protograph of a rate-(n+1)/(n+2) RCOP
code is presented in Fig. 14 where n = 0,1,.... As can
be seen, all the component VNs in Vg have a degree of 3.
Moreover, the RC virtual sub-codeword Vg and the mother
protograph code Cy share the same CNis.

Example 6: Fig. 15 depicts the expected FL EXIT curves
of three rate-7/8 codes, i.e., the RCOP code, the protograph
code optimized for OD-ISI channels (referred to as OD-
ISI protograph code) [94] and the good-performing regular
CW-3 LDPC code [53], [79], over a TD-ISI channel where
the symbol-based BCJR detector is adopted as the channel
decoder. One can observe that the RCOP code offers a larger
decoding tunnel as compared with the regular CW-3 code and
OD-ISI protograph code. Accordingly, the RCOP code should
obtain an additional gain over the other two codes in terms of
decoding threshold and error performance.

To further validate the code design and analytical result, we
compare the BER performance of the three codes over a TD-
ISI channel in Fig. 16. As shown in this figure, at E,/Ny =
4.6 dB, the RCOP code achieves a BER of 3 x 1078, while
the regular CW-3 code and OD-ISI protograph code merely

2IWe assume that this protograph code does not include any degree-1 VN.
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Fig. 15. Expected FL EXIT curves of the RCOP code, OD-ISI protograph
code and regular CW-3 LDPC code over a TD-ISI channel with a recording
density of 4 Tb/inz. The parameters used are R = 7/8, N = 4800, Tgp =
30 and Ej/Ng = 4.4 dB, where Tgp denotes the maximum number of BP
iterations.

accomplish BERs of 2 x 1077 and 4 x 107°, respectively.
Furthermore, a larger BER performance gain can be obtained
by the RCOP code as Ejp/Ny increases.

To get more implementation benefits, a modified PEG algo-
rithm has been developed by Kong et al. [83] and large-girth
QC-protograph codes have been constructed. It has been sug-
gested that the proposed QC-protograph code can perform
very close to the optimized irregular LDPC codes over TD-ISI
channels. Thanks to the low-complexity encoder and decoder
structures, the QC-protograph codes can serve as an excel-
lent alternative to the conventional LDPC codes for MR
applications.

To the best of our knowledge, all the previous protograph-
code-related works have restricted their attention to the code-
construction aspect and have never mentioned the decoding
algorithm.
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Fig. 16. BER curves of the RCOP code, OD-ISI protograph code and regular
CW-3 LDPC code over a TD-ISI channel with a recording density of 4 Tb/ inZ.
The parameters used are R = 7/8, N = 4800, Tty = 10 and Tgp = 30, where
Tty denotes the maximum number of turbo iterations.

B. Design of RA Codes

As mentioned in Section III-B2, RA codes are a sim-
ple variant of LDPC codes that can achieve desirable error
performance with relatively lower encoding and decoding
complexity. The graph-matched LDPC codes introduced in
Section V-Al can be considered as a design paradigm of
RA-like codes in ODMR systems.

On the other hand, the irregular LDPC codes (i.e., the TD-
A and TD-B codes in Table V) optimized for TDMR systems
are unstructured and thus require high encoding and decoding
complexity [55]. To solve this problem, Mehrnoush et al. [37]
have conducted an insightful study on IRA codes in such sce-
narios. Unlike [55], a more practical channel model, namely
Voronoi model, has been considered in [37]. This channel
model not only includes TD-ISI, but also takes into account
the overwrite effect occurring in the UHD MR systems.?? In
this channel model, two EXIT-chart methods, i.e., theory-based
method and simulation-based method, have been conceived to
optimize the VN degree distribution of IRA codes for the MR
system with one turbo iteration (i.e., global iteration). In what
follows, we briefly review these two methods.

Due to the overwrite effect in the TD-ISI channel, the extrin-
sic LLRs output from the VN decoder no longer follow a
symmetric Gaussian distribution, and thus the closed-form MI
expression proposed in [55] is not applicable. For this reason,
in the simulation-based EXIT-chart design method, the authors
have employed Monte-Carlo simulation to attain the extrinsic
LLRs output from the degree-d,; VN decoder and has esti-
mated the PDF of these LLRs. Based on the given PDF, the
extrinsic MI Igy(dy;) can be calculated utilizing (7). The sim-
ulated EXIT curve for a VN decoder can be easily obtained
by Igy = Z;sz“ Igy(dy,). Likewise, one can get the simulated
EXIT curve for a CN decoder through a similar method. By

221y TDMR systems, the number of coded bits is always larger than the
number of magnetic grains. In this case, some bits may be overwritten on the
surrounding grains rather than any of the given grains. This phenomenon is
called overwrite effect [37].
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fitting the EXIT curve of the VN decoder with that of the
CN decoder, the optimized degree distribution of VNs can be
obtained.

As can be observed from the extrinsic LLR histograms
output from a VN decoder, the PDF shape of these LLRs
can be well characterized by a two-component Gaussian mix-
ture model [37]. Moreover, the extrinsic LLRs output from a
CN decoder can be approximately described by a symmetric
Gaussian distribution. Thus, in the theory-based EXIT-chart
design method, the PDF of the LLR sequence {Lgy(i,))} is
evaluated based on the feature of two component Gaussian dis-
tributions. Then, one can substitute the resultant PDF into (7)
to yield the EXIT curve for a VN decoder. On the other
hand, the EXIT curve for a CN decoder can be generated
utilizing [55, eq. (7)]. After formulating the two theoreti-
cal EXIT curves, one can immediately optimize the degree
distribution of VNs by exploiting a curve-fitting technique.
Especially, a linear-programming-based optimization method
has been proposed to fit the two component EXIT curves.

As illustrated in [37], the IRA codes optimized by the
theory-based method and simulation-based method outperform
the AWGN-optimized IRA code in a Voronoi TDMR chan-
nel. Moreover, the theory-based optimized IRA code performs
similarly as or better than the simulation-based optimized
counterpart. It is worth noting that the simulation-based code-
design method has also been extended to a turbo-equalization
framework with multiple global iterations in the same paper.

To ensure the good performance of IRA-coded TDMR
systems, a new turbo detector based on a BCJR-aided row-
column detector and an IRA decoder has been conceived
in [50]. Simulation results have suggested that this turbo
detector significantly outperforms the counterpart proposed
in [182].

C. Design of SC Codes

SC codes are an appealing type of structured LDPC codes
that can easily accomplish excellent error performance in both
low and high-SNR regions. Despite their rich literature, SC
codes have been predominantly investigated in the context of
binary erasure and AWGN channels. One notable contribution
related to SC-code design for MR systems is the work of [99].
Referring to this work, Esfahanizadeh et al. have provided the
first comprehensive study on the design of FL non-protograph-
based SC codes over OD-ISI channels. Particularly, they have
dedicated special attention to designing non-binary circulant-
based SC codes rather than binary SC codes for MR systems.

In [99], the major design objective is to lower the error floor
of non-binary SC codes while preserving their original struc-
ture. Unlike the IL case, the FL LDPC-based codes used in
practical MR systems cannot avoid (small) cycles, which may
result in trapping sets. The absorbing sets (ASs) are a special
case of trapping sets [31], [32], [99], in which the number of
neighboring even-degree CNss is strictly larger than that of the
neighboring odd-degree CNs (see Fig. 17). If the number of
odd-degree CNs mt is smaller than a certain threshold, the
(nt, mt) AS is called a balanced AS (BAS) [99]. It has been
proved by a variety of research articles that the BASs are
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Fig. 17. Structure of a (6, 2) AS, which includes 6 VNs, 3 even-degree CNs
and 2 odd-degree CNs.

the primary detrimental factor causing the error-floor behavior
in MR environments. Through spatial coupling, some condi-
tions for the existence of BASs reduce such that the SC codes
always possess relatively fewer BASs with respect to their
uncoupled counterparts. Furthermore, the number of BASs in
a non-binary SC code is dependent on both the edge weight
and cutting vector.

For this reason, a two-step optimization approach has been
proposed to eliminate the BASs from the Tanner graph of
a non-binary circulant-based SC code over OD-ISI channels.
The optimization approach is outlined as below [99].

(1) Given a non-binary circulant-based LDPC code and a

coupling length L., select a type of cutting vector & =
(e1, €2, ..., &q,) which leads to the minimum number of
BASs.2
(2) Appropriately change the edge weights of the non-
binary Tanner graph, which can thoroughly eliminate
the remaining dominant BASs.
According to the above-mentioned optimization approach, two
efficient algorithms have been introduced so as to find the
optimal cutting vector and edge-weight distribution for non-
binary SC codes, respectively. As demonstrated in [99], the
optimized SC codes possess a noticeable performance gain
over their uncoupled counterparts as well as the unoptimized
SC codes. More importantly, no error floor is observed for the
optimized SC codes at a word error rate (WER) of 10~10,

D. Design of Non-Binary LDPC-Based Codes

Non-binary LDPC-based codes represent another prevail-
ing research direction for channel-coded MR systems. Apart
from the non-binary SC codes mentioned in Section VI-C,
other non-binary LDPC-based codes, such as non-binary
LDPC codes and non-binary protograph codes, have also
attracted significant amount of attention in both coding and
MR communities.

1) Non-Binary LDPC Codes: The design of non-binary
LDPC codes for MR channels has been studied in [31],
[106], and [110]. Hareedy et al. [31], [110] have conducted
an in-depth investigation on the error-floor problem of non-
binary LDPC codes over MR channels. As in non-binary
SC codes, BASs are also considered as the dominant error
type that leads to the error floor of non-binary LDPC codes.
Hence, the design algorithm adopted in [31] and [110] is

23Here, ey is the u-th element of E (0 < ¢y, < d¢); and d, and d, are,
respectively, the VN and CN degrees of the circulant-based LDPC code.
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Fig. 18. Block diagram of the joint detection-and-decoding algorithm for
non-binary LDPC codes over a TD-ISI channel.

very similar to that in [99]. In particular, an edge-weight
distribution optimization algorithm has been invoked for the
corresponding Tanner graph of non-binary LDPC codes so as
to break as many BASs as possible in MR scenarios. As a fur-
ther advancement, a novel prediction technique that combines
both analyses and biased simulations to accurately estimate
the error-floor level of non-binary LDPC codes has been
proposed in [31]. Especially, the proposed prediction technique
can overcome the time-consuming weakness of conventional
Monte-Carlo simulations. With an aim to enhancing the burst-
error-correction capability of non-binary LDPC codes in MR
systems, another design methodology has also been conceived
in [106].

Besides the code-construction aspect, a myriad of detec-
tion and decoding algorithms have been proposed to match
the characteristics of different non-binary LDPC codes in
the context of MR channels [48], [60], [109], [115], [127],
[153], [161]. Here, we provide a brief introduction of the joint
detection-and-decoding algorithm proposed in [109], which
can achieve outstanding error performance with relatively low
complexity.

Fig. 18 depicts the block diagram of the joint detection-
and-decoding algorithm, which can be utilized to decode
non-binary LDPC codes over TD-ISI channels. Referring to
this figure, the inner detector and the outer decoder are
implemented by the GA-IRCSDFA-based detector and the CN-
reliability-based non-binary BP decoder [183], respectively.
The extrinsic message is updated between the inner detec-
tor (i.e., GA-IRCSDFA-based BCJR detector) and the outer
decoder (i.e., CN-reliability-based non-binary BP decoder) for
the sake of boosting the overall error performance. Since
the GA-IRCSDFA-based detector has already been intro-
duced in Section V-B2, we only summarize the principles of
CN-reliability-based non-binary BP decoder here.

Distinguished from the standard BP decoding algorithm,
the CN-reliability-based BP decoding algorithm only allows
a fraction of the CNs and VNs to exchange extrinsic mes-
sages with their neighboring nodes in each iteration. In the
proposed decoding algorithm, the reliability of a CN is mea-
sured by the checksum and probability mass function of its
associated g-ary symbols. At the end of each iteration, the CN
will be labeled as unreliable if (i) its checksum is non-zero or
(ii) the checksum is zero but its probability mass function is
smaller than a predefined threshold. In the next iteration, only
the unreliable CNs and their associated VNs are allowed to
further update their extrinsic messages, while the reliable CNs
and their associated VNs are forbidden to do so. In fact, most
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VNs can converge to a sufficiently reliable status (i.e., can
achieve sufficiently large LLRs) after a few iterations under
the BP decoding algorithm. Thereby, the computational com-
plexity of the decoding algorithm can be substantially reduced
by skipping the message propagation for high-reliability VNs
at the cost of slight degradation in error performance.

Since the performance metric used in the CN-reliability-
based BP decoding algorithm is the symbol-based extrinsic
message while the performance metric used in the GA-
IRCSDFA-based BCJR detector is the bit-based extrinsic
message, a bit-to-symbol converter and a symbol-to-bit con-
verter should be exploited to realize conversion between these
two metrics (see Fig. 18).

2) Non-Binary Protograph Codes: Like other non-binary
counterparts, non-binary protograph codes may also exhibit
good error performance over MR channels. To date, there have
been two major works studying the design and analysis of
non-binary protograph codes over MR channels [73], [107].

Concretely speaking, the IL PEXIT algorithm for OD-ISI
channels has been extended to the non-binary domain in [107].
This algorithm can be utilized to calculate the decoding thresh-
old of non-binary protograph code and to predict their error
performance in the low-SNR region over OD-ISI channels.
It has been shown in [107] that the decoding threshold of
a (2, 4)-regular protograph code dramatically decreases with
the GF size (i.e., g) while the decoding threshold of a (3, 6)-
regular protograph code increases slowly with g. However, no
code-design result has been presented in the paper.

In the context of TD-ISI channels, a PEXIT-AWD-aided
optimization method has been proposed by Chen et al. [73]
to design protographs that can achieve good performance in
both low-SNR region and high-SNR region over small GF
sizes (i.e., 4 < g < 32). It has been proved in [104] and [107]
that the non-binary protograph codes having a large fraction of
degree-2 VNs may improve the decoding threshold but degrade
the linear-minimum-distance property simultaneously. Based
on the above principle, two optimized non-binary protograph
codes, namely NP1 code and NP2 code, have been formulated
to strike a good balance between the error performance in
the low-SNR region and high-SNR region [73]. In the non-
binary code design, it has been assumed that the edge weights
in the protographs are randomly selected from the set D, =
{0,1, ..., g — 1}. Moreover, the number of degree-2 VNs has
been carefully chosen. The structures of the non-binary NP1
code and non-binary NP2 code are presented in Fig. 19. As
seen from this figure, the code rates of the NP1 code and
NP2 code equal Rnp1 = 8/9 and Rypo = (n+ 1)/(n + 2),
respectively, where n = 0, 1, . ... Especially, when n = 7, the
code rate of NP2 code also becomes Rnpz = 8/9.

With the help of non-binary PEXIT analysis, one can easily
find that both the rate-8/9 NP1 and NP2 codes possess the
lowest decoding thresholds, i.e., 3.95 dB and 3.9 dB, when g =
16. Additionally, exploiting the non-binary AWD analysis, one
can find that the AWD curves of both NP1 and NP2 codes can
converge to the Gilbert-Varshamov bound as the normalized
weight § becomes larger [73]. In particular, the NP1 code has
a TDMR closer to the Gilbert-Varshamov bound as compared
with the NP2 code. Thus, it can be conjectured that both NP1
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Fig. 19. Protographs of (a) a rate-8/9 non-binary NP1 code and (b) a rate-
(n 4 1)/(n 4+ 2) non-binary NP2 code.

and NP2 have good error-floor performance. Moreover, the
NP1 code may have an even lower BER in the high-SNR
region relative to the NP2 code. To have more insight, the
BER simulation of the NP1 and NP2 codes over GF(16) is
given as below.

Example 7: Considering a TD-ISI channel with a record-
ing density of 4 Tb/in?, Fig. 20 presents the BER curves of
the rate-8/9 non-binary (i) NP1 code, (ii) NP2 code, and (iii)
LDPC code proposed in [48] over GF(16). For comparison,
the BER curves of the binary RCOP code in [96] and the
optimized TD-B LDPC code in [55] are also included in this
figure.2* We observe that both the NP1 code and NP2 code
perform better than the non-binary LDPC code and the two
binary counterparts. Between the two optimized non-binary
protograph codes, the NP1 code outperforms the NP2 code
by about one order of magnitude at E, /Ny = 4.65 dB, which
is highly consistent with the AWD analysis. Moreover, at a
BER of 107, the NP1 code has a gap of only 0.6 dB to the
capacity limit. Accordingly, the NP1 code exhibits attractive
benefits from the performance and complexity perspectives,
and thus should be a great choice for UHD MR systems.

Despite the on-going surge of interest in non-binary-
protograph-coded MR systems, the improvement of their
decoding algorithms remains to be explored.

VII. CONCLUDING REMARKS AND FUTURE
RESEARCH DIRECTIONS

A. Concluding Remarks

In this treatise, we have presented a comprehensive litera-
ture review on LDPC codes and their valuable variants applied
in modern MR systems. We have summarized the most rep-
resentative design and analysis methodologies related to these
LDPC-based codes in the associated references. In particular,
we have limited our elaborations to the code construction and

24Note that the structures of the binary RCOP code and TD-B LDPC code
can be obtained in Fig. 14 and Table V, respectively.
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—>— Binary TD-B LDPC code [55]
—<— Binary RCOP code [96]
—<— Non-binary LDPC code [48]
—o— Non-binary NP1 code [73]
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Fig. 20. BER curves of the non-binary NP1 code, NP2 code, and LDPC code
over GF(16), as well as the binary optimized protograph code and optimized
TB-2 LDPC code over a TD-ISI channel with a recording density of 4 Tb/ in2.
The parameters used are R = 8/9, N = 4608 bits, Tty = 10, and Tgp = 30.

decoder design in the context of OD-ISI and TD-ISI transmis-
sion scenarios. In order to reveal the latest development trends
in LDPC-coded MR systems, we have selected more than one
hundred technical papers that were published in recent ten
years.

In Section II, we have commenced the discourse by out-
lining the basic working mechanism of LDPC-coded MR
systems, including the transmitter and receiver architectures.
Then, we have highlighted the channel models, the concept
of SIR as well as the major anti-ISI techniques for LDPC-
coded MR systems. Following these preliminary foundations,
a compact historical overview of the contributions pertaining
to LDPC-code design for MR systems has been provided.

In Section III, we have introduced the fundamental knowl-
edge of LDPC codes and their variants that are suitable for
MR applications. In Section III-A, we have summarized the
representation methods, general code-construction techniques
and decoding algorithms of LDPC codes over MR channels. In
Section III-B, we have proceeded to providing a brief review
on the protograph codes, RA codes, SC codes as well as
the non-binary LDPC-based codes, which have been proved
to show excellent error performance in MR environments.
It is worth noting that the Tanner-graph-based BP decoding
algorithm is valid for all the LDPC-based codes.

In Section IV, we have offered a general discussion on the
three classical theoretical-analysis methodologies for LDPC-
coded MR systems, which not only can be utilized to predict
the error performance of LDPC-based codes over MR chan-
nels, but also can be employed to guide the optimization of
their code structures and detection/decoding schemes. To be
specific, the DE algorithm, EXIT algorithm and AWD analy-
sis have been summarized in Sections IV-A, IV-B, and IV-C,
respectively. Especially, the DE and EXIT algorithms can cal-
culate the decoding threshold of a code and estimate its error
performance in the low-SNR region, while the AWD analysis
can assert whether a code preserves the linear-minimum-
distance property and predict its performance in the high-SNR
region.
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In Section V, we have presented various contributions of
LDPC-code design for MR systems that have been put for-
ward in the literature. In Section V-A, we have given a concise
portrayal of the research works concerning the code construc-
tion of LDPC codes and their QC counterparts over both
OD-ISI and TD-ISI channels. We have noted that most exist-
ing works regarding the code design rely on the DE and
EXIT algorithms and only a few works rely on the modi-
fication of Tanner graphs. In Section V-B, we have taken a
quick glance at the majority of the detection and decoding
algorithms in such transmission scenarios. In this subsec-
tion, we have enumerated several design paradigms for the
detection algorithms, decoding algorithms as well as the joint
detection-and-decoding algorithms. Of particular interest is the
GA-IRCSDFA-based BCJR detector which achieves a good
tradeoff between performance and complexity.

In Section VI, we have turned our attention to the current
research progress of meritorious variants of LDPC codes that
fit well with the low-BER requirement of MR systems. More
specifically, the state-of-the-art protograph coding schemes
that possess both capacity-approaching decoding thresholds
and linear-minimum-distance property have been reviewed in
Section VI-A. The optimization approaches for RA codes
over MR channels have been summarized in Section VI-B.
Moreover, the design methodologies for FL non-binary SC
codes that possess good error-floor performance have been
presented in Section VI-C. In the end, the employment of
non-binary LDPC codes and protograph codes in MR systems
has been extensively discussed in Section VI-D. In this subsec-
tion, we have dedicated special attention to the low-complexity
joint detection-and-decoding algorithm design for non-binary
LDPC codes because the implementation complexity is a
major concern for such type of codes. Besides that, we have
introduced a PEXIT-AWD-aided optimization approach for
non-binary protograph codes in the context of MR channels.

To summarize, as a classical type of near-capacity ECCs,
LDPC codes have demonstrated their superiority for use in
MR systems. In the past five years, more attempts have been
concentrated on the application and design of protograph
codes, SC codes and their non-binary counterparts in such
scenarios, which have created new opportunities for modern
channel-coded MR-system research.

B. Future Research Directions

Thanks to the distinguished advantages of LDPC codes,
they have been widely accepted as a strongly feasible solu-
tion for the MR industry. Beyond any doubt, LDPC codes
and their variants have great potential to be included in some
MR-related standards in the future. However, in order to per-
fectly meet the requirements of UHD MR systems and other
promising storage devices, much more attention should be paid
to this research area. Indeed, there are numerous challenging
problems and open issues related to LDPC-coded MR systems
needing to be addressed, some of which are listed as follows.

1) As mentioned in Section V, the asymptotic performance

of LDPC codes has been intensely analyzed by means of
DE and EXIT algorithms, and a variety of LDPC codes
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2)

3)

4)

5)

that possess capacity-approaching decoding thresholds
have been constructed. Nonetheless, no prior study has
yet been devoted to evaluating the TMDRs of LDPC
codes in such scenarios. With an aim to achieving excel-
lent performance in both low-SNR region and high-SNR
region, it is necessary to modify the conventional AWD
analysis approach in order to design LDPC codes that
not only possess good decoding thresholds over MR
channels but also enable the linear-minimum-distance
property.

Although SC codes have been successfully applied in
OD-ISI channels, their performance in TD-ISI channels
has not been fully investigated. As a type of emerging
ECCs, SC codes are able to attain decoding thresh-
olds approaching Shannon limit and minimum distances
growing linearly with codeword length. These advan-
tages make such codes highly desirable for data storage
systems that require extremely low BERs. Therefore,
developing excellent SC-code design methodologies to
approach the capacity of TDMR systems will be more
appreciated because such TDMR systems can support
much higher data-storage density as compared with the
ODMR systems.

According to Section VI, the design of protograph codes
and SC codes over MR systems has been well studied,
while the decoding schemes of such types of codes have
been scarcely discussed in the open literature. Besides a
sophisticated code structure, good decoding algorithms
are also very crucial for reducing the performance gap
to the capacity of MR channels. So, it makes sense to
conceive improved decoding schemes which can provide
better fits for protograph codes and SC codes in MR
environments.

We also anticipate that another important research issue
is to further explore other excellent LDPC-code vari-
ants or ECCs that are more suitable for use in MR
systems. As can be observed in Section VI, a couple
of variants based on LDPC code have been introduced
to both ODMR and TDMR systems. Unfortunately, there
still exists a nontrivial gap (e.g., 0.6 dB) between these
codes and their corresponding capacities in FL settings.
Recently, polar codes have also been invoked to achieve
the capacity of MR channels and have exhibited very
desirable performance comparable to LDPC codes [184].
In order to obtain more desirable FL error performance
in MR channels, a strong focus on devising more effi-
cient LDPC-like code architectures or other meritorious
code architectures is certainly to be expected.

Till now, most research activities in the existing literature
have been endeavored to the theoretical and algorithmic
advancement of LDPC-coded MR systems. As far as we
know, only a few references, e.g., [82] and [185], have
paid attention to the hardware implementation of their
designs. In fact, the hardware feasibility of LDPC encod-
ing and decoding frameworks is of great importance to
formulate a complete channel-coding technical solution
for the MR industry. Due to the aforementioned rea-
son, the hardware implementation of LDPC-coded MR

6)

(1]

2

—

(3]

(4]

[5

—_

[6

—

(71

(8]

(91

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

1601

systems is a very challenging and meaningful task, and
definitely deserves a future line.

In recent years, NAND flash memory has appeared
to be a very appealing data-storage system because it
can offer more superb performance than the existing
MR systems in terms of access speed and power con-
sumption [39]. LDPC codes have been considered as a
competitive alternative to conventional algebraic codes,
e.g., Bose-Chaudhuri-Hocquenghem (BCH) codes, for
the next-generation NAND flash memory [32], [186].
Nevertheless, the design of LDPC codes and their vari-
ants for NAND flash memory is still in its infancy,
and thus there are a range of related issues awaiting
investigation.
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