
870 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, VOL. 20, NO. 2, SECOND QUARTER 2018

Millimeter-Wave Communications: Physical
Channel Models, Design Considerations, Antenna

Constructions, and Link-Budget
Ibrahim A. Hemadeh, Member, IEEE, Katla Satyanarayana, Student Member, IEEE,

Mohammed El-Hajjar, Senior Member, IEEE, and Lajos Hanzo , Fellow, IEEE

Abstract—The millimeter wave (mmWave) frequency band
spanning from 30 to 300 GHz constitutes a substantial por-
tion of the unused frequency spectrum, which is an important
resource for future wireless communication systems in order
to fulfill the escalating capacity demand. Given the improve-
ments in integrated components and enhanced power efficiency
at high frequencies, wireless systems can operate in the mmWave
frequency band. In this paper, we present a survey of the
mmWave propagation characteristics, channel modeling, and
design guidelines, such as system and antenna design consid-
erations for mmWave, including the link budget of the network,
which are essential for mmWave communication systems. We
commence by introducing the main channel propagation char-
acteristics of mmWaves followed by channel modeling and
design guidelines. Then, we report on the main measurement
and modeling campaigns conducted in order to understand the
mmWave band’s properties and present the associated channel
models. We survey the different channel models focusing on the
channel models available for the 28, 38, 60, and 73 GHz frequency
bands. Finally, we present the mmWave channel model and its
challenges in the context of mmWave communication systems
design.

Index Terms—Millimeter-wave, mmWave, radio frequency, 5G,
wideband channel, MIMO, channel estimation, channel model,
spatial channel model, power delay profile, ultra-wideband,
propagation, wireless propagation, multipath fading, human
blockage, diffraction, multipath, parameter estimation, 2D chan-
nel, 3D channel, space-time shift keying, spatial modulation,
PSK, QAM.
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3GPP 3rd Generation Partnership Project
ABF Analog Beamforming
ADC Analog-to-Digital Converter
AE Antenna Element
AoA Angle-of-Arrival
AoD Angle-of-Departure
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AF Array Factor
AWGN Additive White Gaussian Noise
BB Baseband
BER Bit Error Rate
BF Beamforming
BLAST Bell-Labs Layered Space-Time
CMOS Complementary Metal–Oxide–Semiconductor
D2D Device-to-Device
DAC Digital-to-Analog Converter
DBF Digital Beamforming
DEE Distance Extension Exponent
ETSI European Telecommunications Standards

Institute
FSL Free-Space Loss
GSFIM Generalized Space-Frequency Index

Modulation
HetNet Heterogeneous Network
ISG Industry Specification Group
LMDS Local Multipoint Distribution Service
LMG Layered Multi-Group
LNA Low Noise Amplifiers
LOS Line-of-Sight
MBER Minimum Bit Error Ratio
METIS Mobile and wireless communications Enablers

for the Twenty-twenty Information Society
MF Multi-Functional
MIMO Multiple-Input Multiple-Output
MiWEBA Millimetre-Wave Evolution for Back-haul and

Access
MMB Mobile Broadband
mmWave Millimeter Wave
MPC Multipath Component
MU Multi-User
NLOS Non-Line-of-Sight
O2i Outdoor-to-Indoor
OFDM Orthogonal Frequency-Division Multiplexing
PA Power Amplifier
PDF Probability Density Function
PDP Power Delay Profile
PL Path-Loss
PLE Path-Loss Exponent
PTP Point-to-Point
QAM Quadrature Amplitude Modulation
QoS Quality of Service
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RT Ray-Tracing
Rx Receiver
SCM Spatial Channel Model
SNR Signal-to-Noise Ratio
SV Saleh-Valenzuela
TG3c The Task Group 3c
TGad The Task Group ad
ToA Time-of-Arrival
TSV Triple-Saleh-Valenzuela
Tx Transmitter
UMa Urban Macro
UMi Urban Micro
UWB Ultra-Wideband
V2V Vehicular-to-Vehicular
WLAN Wireless Local Area Network
WPAN Wireless Personal Area Network
XPD Cross-Polarization Discrimination.

I. INTRODUCTION

IN THIS paper, we provide a review of the propagation char-
acteristics of mmWave signals and a comprehensive survey

of the mmWave channel models found in the literature. Recent
studies show that the next decade will encounter a 1000-
fold increase in capacity demand [1], [2] and the microwave
band where most wireless technologies operate cannot support
this capacity demand. Various data traffic reports forecast an
impending capacity crisis, for example in [3] it is reported
that the global mobile data traffic has grown 4,000-fold over
the past decade and nearly 400-million fold over the past 15
years. CISCO added in [3] that the monthly global mobile data
traffic in 2021 is expected to grow to 30.6 ExaBytes, which
is more than five times the monthly traffic in 2016 and eight
times that of 2015. Additionally, Ericsson in [4] reported that
by the end of the year 2020 more than nine billion mobile sub-
scriptions and 7.7 billion mobile broadband subscriptions will
be using the existing 2G, 3G and 4G mobile technologies.
This capacity demand triggered both academic [5]–[8] and
industrial [9]–[12] efforts to find new methods of overcoming
it.

Figure 1 shows the three main methods used for enhanc-
ing the system capacity, where shrinking the cell-area and
applying advanced signal processing techniques can further
enhance the spectral efficiency, however not by orders of
magnitudes [13]. Another potential solution is to allocate
new frequency spectrum [7], [14], [15], such as that in the
millimeter-wave (mmWave) frequency band. Furthermore, as
shown in Figure 1, combining the three techniques would
enormously increase the capacity [16], given that the tech-
nology at the new frequency band is available and can be
practically implemented. Given the huge available bandwidths
at the mmWave band, reduced cell sizes and enhanced sig-
nal processing techniques, the capacity demand for the next
decade or so can indeed be fulfilled.

A. Introducing the mmWave Band

The frequency band between 30 GHz and 300 GHz is
termed as the mmWave spectrum, since it has the wavelengths

Fig. 1. The three main techniques to boost system capacity, reduced cell size,
enhanced signal processing techniques and finding new frequency bandwidths,
can be combined in order to provide enormous capacity increase.

range spanning from 1mm to 10mm [17]. Anecdotally speak-
ing for a moment, in Figure 2, we present a stylized road-map
illustration of the whole mmWave technology by relying on
roundabouts, their entrances and exits, avenues and high-
ways. Each roundabout represents a collaborative environment,
where each of its entrances’ names signifies their influence
on the roundabout, while each of the exits’ names symbol-
izes a single contribution of the roundabout. For example,
the “Scenario Selection” roundabout in Figure 2 has four
entrances, which resemble the types of scenarios consid-
ered for mmWave channel modeling, such as the indoor
and outdoor avenues. Furthermore, the size of a round-
about denotes its importance, which is determined by the
number of entrances and exits, and hence the “mmWave
Technology” roundabout is the biggest. The main roundabout
is the “mmWave Technology” roundabout, where its main
contributors are the channel modeling, hardware advance-
ments, signal processing and standardization, which are shown
as wide highways rather than ordinary avenues. The adver-
tisement signs shown around the “mmWave Technology”
roundabout resemble the advantages of the mmWave tech-
nology, while the only city shown represents one of the
main research foci at mmWaves, namely the “Next Generation
Communications Systems”. Furthermore, we explicitly detail
in Figure 2 the “Channel Modeling” roundabout, its entrances
and exits, which is the main contribution of this sur-
vey, where each of the roundabout’s entrance constitutes a
notable aspect of the modeling efforts, such as the “Channel
Measurements”, “Frequency Selection”, “Modeling Method”,
“Scenario Selection”, “Characteristics” and “Environment”
roundabouts associated with the “Channel Modeling” round-
about. The mmWave spectrum has already been employed
for many applications, such as for example radio astron-
omy [18], radars [19], military [20], [21], satellite commu-
nications [22], [23] and point-to-point (PTP) communication
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applications [6], [24]–[26], but not for commercial wire-
less networks. Recently, however it has been used for short
range communications [9], [11], [14], [27], mobile broadband
networks [6], [15] and PTP networks [28]–[30].

B. Enabling Technologies for mmWaves

According to Moore’s law, the number of transistors per
chip doubles every two years [1], which results in a fac-
tor 32 times reduction each decade for baseband digital
algorithms processing [31]. Similarly, the Analogue-to-Digital
Converter (ADC) power consumption was reduced by an order
of magnitude over the last decade [32]. Fortunately, the con-
sumption factor1 formulated by Murdock and Rappaport [33]
of mmWave systems describing the ratio of data rate to
power consumption increases as the bandwidth increases,
which means that the power efficiency of on-chip compo-
nents, such as Power Amplifiers (PA), Low Noise Amplifiers
(LNA), ADCs, Digital-to-Analogue Converters (DACs) and
mixers increases as we move to the large-bandwidth
mmWave frequency bands. Furthermore, the recent advances
in low-cost and low-power Complementary Metal–Oxide–
Semiconductor (CMOS) designed for high-frequency com-
munications [34]–[36], in addition to the short mmWaves
wavelengths that implies smaller effective antennas apertures,
all paved the way toward scaling wireless systems up in
frequency to the mmWave band both for indoor [9], [14], [27]
and outdoor communication systems [6], [15], [37]–[39], as
part of the hardware advances shown in Figure 2.

Several studies mmWave reported multi-Gbps communica-
tion links, such as [10], [11], [25], [38], [40]–[43]. However,
wireless communications at mmWaves is restricted by the
propagation characteristics, which are inherently different
from those of the band below 5 GHz, where most of today’s
wireless systems communicate over the benign channel hav-
ing the most favored propagation characteristics counter. The
path-loss and shadowing effects, as well as various attenu-
ation losses of the mmWave channel become more hostile
as the frequency increases. However, most of these disadvan-
tages associated with the increased carrier frequency can be
mitigated by sophisticated processing techniques, such as high-
gain directional antenna arrays associated with narrow beams,
such as beamforming (BF) techniques [7], [44]–[46], in addi-
tion to diverse other classic Multiple-Input Multiple-Output
(MIMO) solutions [47]–[49]. However, the channel should be
first innately understood and modeled for the sake of develop-
ing such techniques. Hence, as shown in Figure 2, the channel
modeling is a major contributor to the mmWave technology.

In the past three decades, various measurement campaigns
have been launched for the sake of acquiring an in-depth
knowledge of the spatial and temporal characteristics of
Figure 2 of the mmWave frequency bands in order to develop
new techniques and methods to operate over them; namely
those in the 30 GHz band [50], 40 GHz band [51], 50 GHz
band [52], 60 GHz band [28], [29], [53]–[55], 93 GHz
band [56] and more recently in the 28 GHz band [57]–[61],

1The consumption factor is denoted by the achievable data rate per power
consumed for a communication link.

38 GHz band [39], [62], [63] and 72 GHz band [64]. The
main research emphasis was characterizing the mmWave chan-
nel in the sub-100 GHz domain of mmWaves, while the band
above 100 GHz has not gained so much attention until recently.
However, Cheng et al. [65] have lately reported on an exten-
sive measurement campaign both in the 110-170 GHz band
and in the 300 GHz bands as well as in the 30 GHz band.
Due to the lack of measurements at the above 100 GHz
frequency band, we show an “under construction” sign at the
“> 100 GHz” entrance to the ’Frequency Selection round-
about’ of Figure 2. Owing to the massive effort invested in
these campaigns, the research community has developed var-
ious channel models, each fitting a specific communication
scenario. For instance, most of the early modeling efforts
were carried in the 60 GHz band due to its wide unli-
censed spectral resources for indoor wireless systems, such
as in [66]–[70]. However, the lack of measurements and the
understanding of other mmWave bands restricted the number
of available channel models until lately, where the interest in
the 60 GHz band flourished with a view to invoke it for the
emerging 5G system [71], [72], for short range networks [54]
and for broadband mobile networks [73], [74] as well as
in the 28 GHz, 38 GHz and 72 GHz bands for the same
applications [6], [12], [15], [75].

Initially, a narrowband statistical channel model was
proposed in [7] for mobile networks, which could be invoked
for the 28 GHz band, 38 GHz band as well as for the 73 GHz
frequency band. However, after obtaining sufficient measure-
ments, many wideband channel models have been proposed
for these bands [55], [76]–[80] as it will be shown later in
this treatise.

With the shorter wavelengths of higher frequencies comes
the ability of stacking more antennas at both the transmitter
and the receiver within a smaller area than those operating in
the sub-5 GHz frequency band, hence facilitating the employ-
ment of different MIMO techniques, such as multiplexing,
diversity and beamforming arrangements [81], [82], but with
specific design considerations. For instance, BF is considered
to be a key enabling technique for communications in the
mmWave band [6], [15], [83], for the sake of combating the
associated high path-loss [43]. BF is generally achieved by
directing the transmitted signal towards the receiver, while
suppressing it in the direction of the unintended receivers,
which can be applied using digital, analogue, or combined
digital and analogue beamforming techniques [84]. Digital
beamforming (DBF) relies on pre-processing the transmit-
ted signal in the digital domain and then post-processing the
received signal at the receiver [85]. However, digital beam-
forming is impractical at high frequencies, since each antenna
would require its own analogue RF front-end chain, which
adds extra cost, whilst resulting in a bulkier transceiver and
higher power consumption [13], [43]. However, Abbas et al.
has recently proposed in [86] a fully digital receiver by rely-
ing on a variable-resolution ADC. On the other hand, analogue
beamforming (ABF) is applied with the aid of a pair of a digi-
tally controlled phase shifter and power amplifier dedicated for
each Antenna Element (AE) at both transceiver ends, and it is
considered to be costly-effective at high frequencies. Hence,
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analogue beamforming would best fit mmWave communica-
tions [87]–[89]. However, the advantage of ABF comes at the
cost of handling only a single input data stream, which lim-
its the signal processing and multiplexing capability of the
system [43], [83], thus mmWave wireless systems can be
further enhanced by relying on hybrid analogue-digital tech-
niques, as proposed in [8], [13], [48], [90], and [91]. Hybrid
techniques empower digitally processing multiple data streams
before being transmitted by the antenna arrays employed
[49], [92]. With aid of antenna arrays, beamforming gains

that are required to compensate the propagation losses are
derived and steered in the desired direction by an array of
phase shifters.

C. Outline

The aim of this survey paper can be summarized as follows:
• Introduce the main propagation characteristics of

mmWaves;
• Survey both the main propagation characteristics of

mmWaves and the available channel models in the lit-
erature;

• Design guidelines including link budget analysis of the
network;

The rest of this paper is organized as follows. First we present
the propagation characteristics of the mmWave channel in
Section II. Then, we provide a comprehensive survey of the
major channel modeling efforts available in the literature in
Section III. Next, we present both the steps towards build-
ing the channel model as well as our design guidelines for
mmWaves transceivers in Section IV. Finally, we conclude in
Section V. The skeleton structure of the paper is shown in
Figure 3.

Notations: Bold upper case letters represent matrices; �.�
denotes the flooring of a real number to the nearest smallest
following integer, while �.� denotes the rounding operation
of a real number to the nearest integer; mod(.) indicates the

modulus operation;

(
n
r

)
denotes the combinations without

repetition of n objects taken r at a time; ()T represents the
transpose operation and (.)H represents the Hermitian trans-
pose operation; C

a×b indicates a matrix of complex numbers
of the size a × b; ‖.‖ denotes the Frobenius norm and |.|
indicates the modulus of a complex number; The � operator
denotes the circular convolution operation.

II. MILLIMETER-WAVE PROPAGATION CHARACTERISTICS

The availability of wide unlicensed, semi-licensed and
licensed bandwidth in the mmWave frequency band spurred
a great interest in academia [7], [8], [46], [93], in the
industry [10], [37], [38], [71] and in the standardization bod-
ies [10], [11], [14], [27] as part of the quest for substantial
capacity gains. However, the propagation characteristics of
mmWave frequencies are different from the classical sub-
3GHz band, hence requiring further efforts for modeling the
mmWave channel [46], [67]. The channel characteristics of
indoor, outdoor, cellular, fronthaul and backhaul systems have
to be carefully be modeled in order to develop future mmWave

Fig. 3. Skeleton structure of this treatise.

communication systems associated with one of the “Scenario
Selection” roundabout of Figure 2. Extensive measurement
campaigns were carried out to understand the physical char-
acteristics of the mmWave band. Table I shows the major
measurements campaigns carried out in the last three decades
in the different mmWave frequency bands, such as the 28 GHz,
30 GHz, 40 GHz, 50 GHz, 60 GHz, 70 GHz, 80 GHz
and 90 GHz bands. These measurements mainly covers the
path-loss, the spatial and angular characteristics, temporal
characteristics, rays-propagation mechanisms, material pene-
tration and the effects of rain, snow and other attenuation
losses. These campaigns typically opt for arbitrary indoor or
outdoor locations, with sufficiently separated transmitter (Tx)
and receiver (Rx) locations of an order of magnitude higher
distance than the wavelength λ for estimating the channel
parameters. These measurements are essential for modeling
the mmWave channel at each of its frequency bands.

Furthermore, the radio wave propagation characteristics dif-
fers from one frequency band to another. Compared to signals
at lower frequencies, mmWaves are more vulnerable both
to atmospheric effects and to human shadowing and can-
not propagate well through most materials [15], [94]. Thus,
these effects cannot be neglected in the modeling process.
This section reviews the major propagation characteristics
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Fig. 4. mmWave propagation characteristics.

of mmWaves shown in Figure 4, including the free path-
loss, the hydrometeor events’ attenuations, and propagation
mechanisms.

A. Free-Space Loss

The free-space loss (FSL) shown in Figure 4 is defined by
the loss in the transmitted signals strength in free space. The
FSL between two communicating isotropic antennas2 sepa-
rated by a distance d in kilometers (km) and operating at a
frequency f in GHz is given by [128]:

FSL[dB] = 92.4 + 20 log f[GHz] + 20 log d[km]. (1)

According to (1), the FSL is proportional to both the sepa-
ration distance and the carrier frequency. This translates into
a high FSL as the carrier frequency enters the mmWave
frequency band, when compared to the sub-3 GHz band. The
received power over the sub-100 GHz mmWave band at three
different distances is illustrated in Figure 5. Furthermore, the
FSL obtained at the 28 GHz, 40 GHz, 60 GHz, 100 GHz,
200 GHz and 300 GHz frequencies is depicted in Figure 6,
where it shows that an additional loss of 24 dB, 27 dB and
32 dB added in the 28 GHz, 38 GHz and 73 GHz bands
compared to the 1.8 GHz GSM band at any given separation
distance [6], [7], [38]. Moreover, in indoor communication
systems the FSL at 60 GHz is, respectively. 28 dB and 22 dB
higher than the 2.4 GHz and 5 GHz bands currently utilized
for indoor WiFi networks.

Let us now consider an isotropic transmit antenna and
isotropic receive antenna as shown in Figure 7 (a). The power
received by the power Pr received by the receiver given a
transmit power Pt at a distance d is given by [130]:

Pr

Pt
= Area of receive antenna

Area of sphere
= Ad

4πd2
, (2)

where Ad is the aperture area or effective area of an antenna,
oriented perpendicular to the direction of an incoming radio

2Isotropic antennas are idealised antennas with uniform radiation patterns
in all directions.

Fig. 5. Received power at mmWave frequencies, when Pt=10 dBm and the
antenna gain is 10 dBi.

Fig. 6. Free space loss at mmWave frequencies [129].

wave, which would intercept the same amount of power (from
that wave) as is available at the terminals of the antenna. For
an antenna having a gain G, the aperture area is given by [131]:

Ad = G
λ2

4π
, (3)

where λ is the wavelength.
Antennas with a higher aperture area have a higher gain

and they can receive the arriving signal more efficiently and it
also radiates the signal in the desired directions with a higher
efficiency [131]. It can be seen from (3) that the aperture of an
antenna depends on the wavelength, where higher frequencies
have smaller antenna aperture area (for a given gain).

Substituting G = 1 for an isotropic antenna into (3), and
applying it in (2), we get,

Pr

Pt
= (

λ

4πd
)2, (4)

which is known as Friis’ law of free space propagation
loss [130]. Then, let us consider a directional transmit antenna
with a gain Gt and aperture (effective) area At

eff as shown in
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TABLE I
MAJOR MEASUREMENT CAMPAIGNS IN DIFFERENT MMWAVE FREQUENCY BANDS, WHERE IT IS SEEN THAT THE MAIN CONTRIBUTIONS

ARE IN THE SUB-100 GHZ BAND, AS SHOWN BY THE “FREQUENCY SELECTION” ROUNDABOUT ENTRANCES OF FIGURE 2

Figure 7(b), then the power Pr received at a distance d by a
receive antenna with (effective) aperture area Ar

eff is given by:

Pr

Pt
= Gt

Ar
eff

4πd2
, (5)

where Gt = 4πAt
eff

λ2 . Therefore, we have

Pr

Pt
= At

effA
r
eff

λ2

1

d2
. (6)

It is evident from (6) that for a fixed aperture area, the
propagation loss decreases upon increasing in frequency. For
example, let us consider a pair of transmit antennas with the
same aperture areas and assume that one of the antennas
employs a 80 GHz beam for transmission, while the other
antenna transmits on a 2.4 GHz beam at the same trans-
mit power. Then the ratio of the powers P80GHz

r and P2.4GHz
r

received at a given distance using (6) is given by:

P80GHz
r

P2.4GHz
r

= λ2.4GHz

λ80GHz
. (7)

Then, by substituting their respective wavelengths of
λ2.4GHz = 0.125 [m] and λ80GHz = 0.00375 [m], P80GHz

r

Fig. 7. (a) Omnidirectional transmission (b) directional transmission, where
Gt, Gr are transmit and receive antenna gains, and Pt,Pr are transmitted and
received powers, respectively.

would provide 30 dB more gain compared to that of 2.4 GHz
for the same transmit power and aperture area. Hence, trans-
mission at higher frequencies would in fact provide higher
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gains, than at lower frequencies for a given antenna aper-
ture area. However, the radiation pattern at higher frequencies
becomes narrower.

B. Atmospheric Attenuation

Another propagation limiting factor of mmWaves is the
atmospheric attenuation caused by gas molecules in the Earth’s
atmosphere [129], which is also known as gaseous atten-
uation [24]. The atmospheric attenuation is caused by the
vibrating nature of air molecules when exposed to radio
waves. Molecules absorb a certain portion of the radio wave’s
energy and vibrate with a strength proportional to the carrier
frequency [24]. The two major absorbing gases at mmWave
frequencies are the oxygen (O2) gas and the water vapor
(H2O) gas [12], [15], [75], [82]. The intensity of gaseous
absorption depends on several factors, such as the temper-
ature, pressure, altitude and most importantly the operating
carrier frequency [93], [132]. Figure 8 shows the specific
attenuation per km of O2 and H2O at sea level, where the
density ρ of water vapor H2O in grams per m3 considered
here is 7.5 gm−3 at 1 atm (atmosphere) pressure following the
ITU-R calculations in [132]. The Sea level at zero-meter alti-
tude is considered as the worst case scenario for atmospheric
attenuation, since at zero-altitude the air density reaches its
maximum, while at higher altitudes the air density decreases,
which culminates a reduced attenuation.

In Figure 8, the O2 absorption curve maximas are observed
at the 60 GHz and 119 GHz frequencies, at a record of
15 dB/km and 1.4 dB/km loss, respectively. However, by oper-
ating at short distances the oxygen absorption loss can be
further reduced. For example, by reducing the cell range from
1 km to 100 m, the O2 absorption at 60 GHz and 119 GHz
drops to only 1.5 dB and 0.14 dB, respectively.

Furthermore, it is depicted in Figure 8 that H2O molecules
can resonate at 23 GHz, 183 GHz and 323 GHz, which
are associated with a loss of 0.18 dB/km, 28.35 dB/km and
38.6 dB/km, respectively. Now, by combining both of the
gaseous attenuation curves of Figure 8 into a single curve,
the resultant curve subsuming both gaseous losses appears to
have a minor effect, since the O2 and H2O bands of reso-
nance do not match. Hence, atmospheric attenuation imposes
an insignificant impact on mmWave signals, especially when
transmitting over short distances.

C. Rain-Induced Fading

The precipitation attenuation caused by the interaction
between the propagating waves and the rain droplets at
mmWaves cannot be neglected [12], [127], [129]. To expound
a little further, the wavelengths of mmWave signals ranges
between 1 mm and 10 mm, while the size of a raindrop is
typically in the order of few millimeters. Hence, due to their
comparable sizes, which is illustrated in Figure 9, mmWave
signals are more vulnerable to blockage by raindrops than
signals with longer wavelengths. Note here that the teardrop
illustration of raindrops shown in Figure 9 is intentionally used
for illustrative purposes only, where in practice raindrops fea-
tures a spheroidal shape [133]. This is clearly observed in

Fig. 8. Specific attenuation curves of O2, H2O and rain at sea level. The
term ρ refers to the density of H2O in grams per meter3 [75], [129].

Figure 8, where the specific rain attenuation γRain at a given
rain rate R in mm/hr increases exponentially up to the criti-
cal frequency, both for light rain and for heavy rain. Beyond
this frequency the attenuation starts to decay slightly at a rate
of milli-dBs per km. The figure is plotted according to the
following relationship [133]:

γRain[dB/Km] = kRα , (8)

where k and α are functions of the operating frequency f in
the range of 1 GHz ≤ f ≤ 1000 GHz and of other param-
eters, such as the temperature, polarization direction (e.g.,
horizontal and vertical), altitude and other factors. The rain-
rate map is modeled by ITU-R [134] according to a given
longitude and latitude positions. Both light and heavy rain
attenuation losses are illustrated in Figure 8 at 2 mm/hr and
50 mm/hr rain rates. The attenuation curves of rain rates rang-
ing between 2 mm/hr and 50 mm/hr, such as the 10 mm/hr
and 25 mm/hr rates, exist between the light and heavy rain
curves in Figure 8. Moreover, the rain attenuation in the
tropical region is studied in [135], where Mandeep et al.
proposed a modified ITU-R rain-attenuation model based
on the curve fitting method for characterizing extremely
heavy tropical rain, which was underestimated in the ITU-R
model [136].

Light and heavy rain-rates impose a maximum of
2.55 dB/Km and 20 dB/Km, respectively, at the upper
frequency bands of mmWaves. Considering short-range com-
munications, these values can be further reduced, where a
maximum of 2 dB attenuation loss is expected for heavy rain
at a distance of 100 m. A monsoon down-pour was consid-
ered by Khan and Pi [12] with a rate of 150 mm/hr, which
has a maximum attenuation of 42 dB/Km at frequencies over
60 GHz [15], [129]. In the lower bands of the mmWave
spectrum, such as the 28 GHz and 38 GHz frequency bands
considered in [6] and [82], lower attenuations are observed
with up to 7 dB/Km for heavy rain, which drops to 1.4 dB at
200m.
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Fig. 9. An illustration of a 60 GHz and a 3 GHz signal’s wavelengths com-
pared to a 2mm-sized rain droplet. Note here that the teardrop representation
of the raindrop is used for illustrative reasons only and does not represent the
raindrop’s actual spheroidal form.

Fig. 10. An illustration of foliage attenuation imposed by the presence of
multiple trees, where the thickness of the lines shown illustrates the signal
power.

D. Foliage Attenuation

Observe in Figure 4 that the foliage attenuation is an
important attenuating factor at mmWaves. Vegetation presence
between the transmitter and receiver adds extra attenuation to
the signal and it may severely affect the Quality of Service
(QoS) of a wireless communication system [98]. The severity
of foliage attenuation depends on the depth of the vegeta-
tion component itself. For example, a single tree has a smaller
effect than multiple trees, as illustrated in Figure 10. Moreover,
a forest attenuates radio waves more severely than multiple
trees. The general formula of foliage attenuation proposed
in [137] is expressed as:

γFoliage[dB] = αf βDc
f (θ + E)ε , (9)

where f (MHz) and Df (meters) are the carrier frequency and
foliage depth and the regression parameters α, β, c, θ , E and ε
are empirical parameters that depend on the model used, such
as the Weissberger model [138], the ITU-R model [137] or the

Fig. 11. Foliage Attenuation vs Frequency f [12], [129].

other models discussed in [139]. For example, the Weissberger
model suggests that for distances less than 14 m, the last part
of (9) is not considered, hence we have (θ + E)ε = 1 and
the values of α, β as well as c would be 0.45, 0.284 and
1, respectively. However, for distances less than 400 meters,
they would be 1.33, 0.284 and 0.588. These values differ from
one scenario to another and depend on the specific type of
vegetation studied. In this survey we follow the ITU-R model
used in [12], [15], [129], and [139] expressed in (10). In this
case, we have (θ + E)ε = 1 and α, β as well as c are 0.5, 0.3
and 0.6, for distances less than 400m. The foliage attenuation
can be represented using the following equation [12]:

γFoliage[dB] = 0.2f 0.3D0.6
f . (10)

In Figure 11, the attenuation of different foliage depths is
plotted according to (10). For instance, at 28 GHz, 60 GHz and
90 GHz carrier frequencies, the foliage attenuation can be as
high as 17 dB, 22dB and 25 dB, which is significantly higher
than the 8.8 dB loss at 3 GHz. In a woodland, where several
trees are more likely to perturb the LOS between the trans-
mitter and receiver, (θ+E)ε is no longer equal to 1. However,
the authors of [137] argue that in a pine woodland of Austria,
where the measurements where carried out, equation (9) would
be equal to 0.25f 0.39D0.25

f θ0.05. In this case, the effect of a 10m
slant pine woodland, represented by the dashed line shown in
Figure 11, is an order of magnitude higher than a 5 m deep
foliage. A deep foliage, of say >10m, may attenuate the sig-
nal by a few dozens of dBs, even in the lower bands of the
mmWave spectrum. On the other hand, this limitation can be
reduced by using alternative techniques, such as cooperative
communications [140], where multiple transmitters cooperate
to deliver data to a receiver blocked with excessive foliage or
by using relay stations in the canopy of huge or multiple trees.

More recently, the foliage attenuation measurements
recorded for the wideband mmWave channel in the 73 GHz
frequency band were presented by Rappaport and Deng [98],
demonstrating that employing a pair of highly directional
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TABLE II
PENETRATION LOSSES OF DIFFERENT MATERIALS IN EXCESS OF FSL IN DB/CM AT 2.5 GHZ, 28 GHZ, 40 GHZ, 45 GHZ, 60 GHZ AND 73 GHZ

FREQUENCY BANDS. THE METROTECH CENTER (MTC), WARREN WEAVER HALL (WWH) REFERS TO TWO DIFFERENT MEASUREMENT

LOCATIONS, WHILE V AND H DENOTES THE VERTICAL AND HORIZONTAL ANTENNA POLARIZATION CONFIGURATION

antennas at the transmitter and receiver, the foliage attenu-
ation reaches 0.4 dB/m for both co-polarization and cross-
polarization configurations.

E. Material Penetration

The mmWave frequencies cannot propagate well through
obstacles, such as for example room furniture, doors, walls
and other paraphernalia severely attenuate mmWaves sig-
nals [15], [63], [141]. Several penetration losses of different
materials in excess of FSL given by Equation (1) in dB/cm at
2.5 GHz, 28 GHz, 40 GHz, 45 GHz, 60 GHz and 73 GHz
frequency bands are shown in Table II. In an indoor office
environment, a 1.9 cm thick office whiteboard attenuates a
60 GHz signal by 9.6 dB, which is 9.1 dB more than that
of signals below 3 GHz [15], as for example illustrated in
Figure 12. The coverage of indoor systems operating at the
sub-3 GHz would encompass more rooms than a system oper-
ating at the 60 GHz band, which is generally restricted to a
single room [121]. However, the indoor measurement cam-
paign reported by Nie et al. [64] at the 72 GHz frequency
band shows that the penetration losses of the 72 GHz band
are slightly higher than those of the sub-5 GHz used for
WiFi, which advocates it as a strong nominee for the future
multi-Gbps indoor communications. On the contrary, high
penetration losses occur in outdoor communication systems
operating at the 28 GHz band, as for example reported by
Zhao et al. [58], where the 28 GHz signal is attenuated by as
high as 24.4 dB and 45.1 dB when penetrating through two
walls and four doors, respectively [58].

Fig. 12. An illustration of a mmWave transmitter and a sub-3 GHz
transmitter, where the thickness of the lines shown illustrates the signal power.

The high penetration loss of signals arriving from out-
doors in indoor environments limits the range of the covered
area and emphasizes the need for Heterogeneous Networks
(HetNet)3 [143] in providing coverage for the obstructed envi-
ronments [6], [57], [108]. Explicitly, HetNets would allow a

3Heterogeneous Networks is a term relying on the coordination of different
cell types in communication networks.
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Fig. 13. An illustration of different propagation mechanisms, namely
specular reflection, diffuse scattering and diffraction. The rectangular reflect-
ing/diffracting surface used is for visualization purposes only and does not
intend to characterize a real scenario.

wireless system to communicate with a user suffering from an
obstructed mmWave link through a different wireless technol-
ogy, such as the existing legacy wireless systems operating in
lower frequency bands [82].

F. Propagation Mechanisms

The propagation mechanisms shown in Figure 4 consist of
the ray’s specular reflection, diffuse scattering and diffrac-
tion, as depicted in Figure 13. These mechanisms have shown
a substantial impact on mmWaves [45], [51], [144]. Due to
the short wavelengths of mmWave signals, ranging between
1 mm and 10 mm, their propagation mechanisms are drasti-
cally different from those the sub-3 GHz, and hence have to
be carefully studied and modeled to understand the mmWave
channel. Small structural features that are comparable in size
to the millimeter wavelengths, endure a rich diffused scat-
tering, where each reflected ray has a different reflection
direction leading to a scattered power reception and to a poorer
smooth surface specular reflection [51], [129], as shown in
Figure 13. Another prevalent consensus concerning mmWave
signals is that they are more prone to the diffraction mecha-
nism than to its reflection counterparts of Figure 13. This can
be explained by their mm-long wavelengths, which constrains
them to diffract rather than to reflect or to scatter over large
structures and objects with smooth surfaces, which nonetheless
can be blocked by smaller objects as compared to their sub-
3 GHz frequency counterparts. This is due to the mmWaves’
narrower first Fresnel zone that is directly proportional to the
wavelength [43], [82]. Hence, objects as small as few tens of
centimeters appear to be large in size compared to the sig-
nal’s wavelength, which leads to lesser ray diffraction and
higher shadowing effects. However, in some indoor scenarios,
mmWave communication can rely on the diffracted rays espe-
cially in an NLOS environment, as for example suggested by
Geng et al. [124], where two diffracted waves were detected
at 60 GHz. By contrast, communications in outdoor scenarios
cannot readily rely on diffracted paths, they rather rely on the
reflected paths [145].

Furthermore, in mmWave communications, communication
nodes narrow-beam directional transmit and receive anten-
nas are employed for overcoming the high FSL. In case of

beamforming-aided directional communications, the propa-
gation mechanisms of Figure 13 may cultivate a multipath
propagation channel characterized by both the LOS compo-
nent as well as the reflected and diffracted components, which
would aggregate a limited number of Multipath Components
(MPCs) of those that fall within the transmit and receive
antennas’ beam-ranges. This would potentially reduce the
inter-multipath components interference, but would also result
in capturing a limited the number of MPCs [15], [46].

Several measurement campaigns and studies were carried
out to discover the mmWave propagation mechanisms at dif-
ferent bands [45], [51], [58], [60], [63], [95], [114], [118],
[124], [141], [145]. In a NLOS scenario, the link between the
Tx and Rx is obtained by relying on both the reflected and
the scattered MPCs, and would undergo an outage when they
are both totally blocked [46], [59]. Furthermore, the reflected
MPCs suffer from a high attenuation, regardless of how small a
cell size [146]. Zhao et al. reported in [58] that at 28 GHz, the
outdoor materials appear to be more reflective than their indoor
counterparts.. Thus, strong links can be established in outdoor
systems at 28 GHz by relying on reflected paths.Similarly,
in an indoor scenario operating at the 60 GHz frequency
band, Xu et al. reported in [141] that the received signal pri-
marily constitutes both the LOS component as well as the
single-bounce reflected waves and the twin-bounce reflected
waves [124], where the associated terminology refers to the
number of reflections that have occurred during the signal’s
propagation from the transmitter to the receiver. For example,
an 8 dB loss compared to the received LOS component was
recorded by Xu et al. [141] after a single-bounce reflection
from a blackboard, whereas a 15 dB loss was recorded by
Geng et al. [124]. The rule of thumb here is that acquiring
more reflected paths typically imposes higher power attenu-
ation. Hence, a link is set up in an indoor and an outdoor
scenarios by relying both on the LOS or NLOS nature of
the system considered as well as on the medium’s materials’
reflective characteristics.

G. Other Propagation Factors

mmWave frequencies are also sensitive to other factors,
such as Doppler spread and human blockage [37], [75], [94],
[101], [129], [147]. The Doppler spread results in frequency
dispersion is caused by the mobility of the communicating
nodes and its stiffness is proportional to both the frequency
and to the speed of mobility. Hence, the Doppler spread at
mmWaves is significantly higher than at frequencies below
3 GHz, when considering omni-directional and rich scatter-
ing environments [37], [82]. For example, the Doppler spread
at 30 GHz and 60 GHz is 10 and 20 times higher than at
3 GHz [37], and it can reach 16 KHz at a speed of 80 km at
60 GHz. However, this value can be significantly reduced by
invoking directional antennas that reduce the incoming MPCs
angular spread [82].

Furthermore, human presence between the transmitter and
the receiver severely attenuates the received signal [101],
[147], [148], which may become as high as 25-30 dB for a sin-
gle person [94]. Hence, it may reduce the network throughput
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Fig. 14. Human blockage of the communication between a transmitter and
a receiver.

by 10%, given a human density of one person per 10 m2 [75].
Furthermore, it was reported by Wu et al. [101] that up
to 42% of the signal power incident on the human skin
is reflected at 60 GHz. However, Collonge et al. reported
in [147] that the severity of human shadowing is not influ-
enced directly by the number of blocking persons, but rather
by the Tx and Rx antenna configurations, such as patch
and horn antennas [147]. This was in fact substantiated by
MacCartney et al. [149] in their double diffraction human
blockage model proposed, where their results showed that in
addition to the human blockage effect, the severe shadow-
ing is conjointly subsidized with the antenna brand employed.
Furthermore, MacCartney et al. stressed that using electroni-
cally steerable and high-gain directional antennas, the human
shadowing is reduced. Furthermore, an additional diffraction
and/or reflection gain of 1-2 dB is provided by the diffracted
and/or reflected MPCs around the shadowed area, as shown in
Figure 14.

III. THE MILLIMETER WAVE CHANNEL MODEL

Prior to understanding the radio propagation characteristics
in any frequency band, it is essential to develop its corre-
sponding channel model. At mmWaves, accurate modeling is
a crucial prerequisite of designing an efficient communica-
tions system operating at this frequency band for developing
new techniques that can adapt to its propagation character-
istics, as illustrated in Figure 2. This section describes the
channel model used for representing the narrow-band and
Ultra-Wideband (UWB) mmWave channel.

Channel models are generally classified into two categories,
which are shown in Figure 15, known as physical models and
analytical models [150]. A physical channel model is con-
structed based on the electromagnetic (EM) characteristics
of the signal propagating between the transmit and receive

antenna arrays, whilst an analytical channel model is described
based on the mathematical analysis of the channel.

Here, we only consider the physical channel models, since
they can efficiently reflect the measured channel parameters
and are also popular for MIMO channel modeling [151].
By contrast, analytical models, such as the correlation-based
Kronecker [152], [153] and Weichselberger [154] channel
models as well as the propagation-based finite scatterer [155],
maximum entropy [156] and virtual channel representa-
tion [157] models, characterize the communication channel
mathematically and can be derived from physical models.
These models are best used for algorithm development and
system analysis.

As shown in Figure 15, the physical channel models are
further divided into two groups: deterministic and stochastic
physical models [150]. Deterministic models explicitly charac-
terize the real effect of the environment on the system, but at
the cost of a higher computational complexity. Ray-Tracing
(RT) techniques [158]–[160] are best suited for character-
izing deterministic models, such as mmWave channel mod-
els [102], [159], [161], [162]. RT is generally implemented
using a stand-alone software package to simulate a desired
channel scenario, where all environmental features are known
and stored in the system. Another advantage of determin-
istic models, especially of ray tracing models, is the when
no measurements are available for a specific scenario, these
deterministic models can be readily utilized for predicting the
characteristics of the new environment. This eliminates the
huge cost of measurement campaigns [98], [158], [162], [163].
At mmWave frequencies, several studies involved the ray trac-
ing model for predicting the propagation behaviour of the
channel in diverse scenarios, as in [102], [141], [150], [159],
[163]–[165]. Additionally, several treatise used the ray tracing
model to extract and analyze the physical characteristics of
the channel, as in [76], [98], [141], [161], [164], and [166].

In contrast to deterministic models, stochastic models pro-
duce the channel’s impulse response describing the spatio-
temporal characteristics of the channel’s MPCs as a prob-
abilistic model based on extensive measurements taken in
different scenarios and environments. Generally, the probabil-
ity density functions (PDFs) of channel parameters are used
for characterizing both the large-scale and small-scale fading
components [150], [167]–[169]. Some examples of stochas-
tic models include the Saleh-Valenzuela (SV) model and its
extended versions (e.g., Triple-SV (TSV) model ) [67], [170],
[171], the 3rd Generation Partnership Project (3GPP) Spatial
Channel Model (SCM) [169] and Zwick model [172], where
the more parameters the channel model includes for char-
acterizing more channel attributes, the better its accuracy
becomes [173]. Stochastic channel models are considered to
be simple models that require less time and lower computa-
tional complexity, hence they are best used for system design
and simulation.

Existing channel models can be adopted for mmWave
channels by modifying the key parameters extracted from
measurement campaigns, which depend both on the carrier
frequency and on the surrounding environment, such as indoor,
outdoor, urban or rural scenarios [7], [66], [72], [76], [77],
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Fig. 15. Channel classification according to [150] showing that the stochastic channel models is considered in this review, as characterized by the “Modeling
Method” roundabout of Figure 2.

[80], [102], [174], [175]. Several contributions relied on sta-
tistical models [8], [46], [67], [76], [82], [102], [176], [177],
while other studies were based either on analytical mod-
els or on ray tracing techniques under idealized simplifying
assumptions [8], [38], [46], [75], [178]. Both of these models
may deliver inaccurate results [7]. Since the RT relying on
unrealistic parameters does not reflect the channel’s behavior
accurately and the analytical models are only fit for theoretical
evaluations, the resultant simulation results are also likely to
be unrealistic.

Lately, several frequency bands of Table I, have been exten-
sively characterized, especially the bands of high interest, such
as the 28 GHz, 38 GHz, 60 GHz and 73 GHz frequency
bands [6], [75]–[79], [98], [101], [102], [179]. The 60 GHz
band and the 70 GHz as well as 80/90 GHz frequency
bands [15], [82] have also attracted much attention. Based on
these measurements, channel models have been produced for
several mmWave bands in [6], [7], [14], [27], [69], [76], [77],
[102], [119], [124], and [166]. We commence by presenting
the early stages of mmWave narrow-band channel character-
ization studies an then we proceed to specifying the recent
advancements on the wideband mmWave channel models.

A. mmWave Channel Modeling Efforts

While designing the next generation mobile technology
referred to as the 5G [6], [43], [71], [102], [109], [180]–[182],
several research contributions have proposed channel models
for carrier frequencies ranging from 2 GHz up to 100 GHz.
In Table III, we list several projects that have proposed appro-
priate channel models for the different frequency bands, such
as 28 GHz, 38 GHz, 45 GHz, 60 GHz and 72 GHz as well
as for indoor, outdoor, backhaul scenarios including LOS and
NLOS environments and diverse technologies, such as mobile
networks, personal networks, etc. Furthermore, we included
a timeline representation of these projects in Figure 16. In
the following we will briefly describe these projects and their
findings.

Fig. 16. Timeline of mmWave channel models.

• The Task Group 3c (TG3c) TG3c: After the very first
propagation study of the 60 GHz channel at BELL
Labs in the early 1980’s [197], the interest in modeling
the channel was rekindled after considering shifting the
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TABLE III
MMWAVE CHANNEL MODELING PROJECTS CONTRIBUTING TO THE “STANDARDIZATION” ENTRANCE OF FIGURE 2

Wireless Personal Area Network (WPAN) from the sub-
3 GHz towards the 60 GHz band [67], [198]. Hence, huge
modeling efforts have been dedicated to mmWaves dur-
ing the standardization process of the 60 GHz WPAN
IEEE 802.15.3c standard [14], where standardization is
one of the crucial prerequisites for bringing the mmWave
technology to life, as shown in Figure 2. The mmWave
WPAN standard adopted the TG3c channel model, which
is based on the SV model with its parameters extracted
from measurements conducted in the 57-64 GHz band.

The channel model considered 9 different scenarios
that describe different short-range networks denoted as
Channel-Model-x (CMx), such as CM1 and CM2 for res-
idential rooms, CM3 and CM4 for office set-ups, CM5
and CM6 for small libraries and CM7 and CM8 for small
office desktop scenarios associated with LOS/NLOS envi-
ronments in addition to CM9 used for kiosks supporting
portable devices, as detailed in Table IV.

• TASK GROUP ad (TGad): Later the indoor short
range channel model was extended to Wireless Local
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TABLE IV
THE NINE DIFFERENT CHANNEL MODELS PROPOSED BY THE TG3C

GROUP BASED ON DIFFERENT SCENARIO SETTINGS

Area Networks (WLAN) using the IEEE 802.11ad
standard [27]. The TGad model is a modified ver-
sion of the TG3c model, where the beneficial impact
of both beamforming and polarization were explicitly
considered. In the TGad channel model, the channel
parameters were extracted from measurements carried
out in indoor 60 GHz scenarios, which was further
generalized to multiple scenarios, including conference
rooms, cubicle and living room scenarios using the RT
technique [183].

• METIS: The Mobile and wireless communications
Enablers for the Twenty-twenty Information Society
(METIS) project [148] developed a mmWave channel
model for the 60 GHz frequency band, for specific situ-
ations, which cannot be adequately represented by the
existing channel models. The METIS channel model
is based on the existing channel models, such as the
WINNER II [186] and WINNER+ [187] models, whose
inadequacies were carefully taken into consideration dur-
ing the channel modeling process. The METIS project
proposed three channel models, namely the stochas-
tic, map-based and hybrid models, where the stochastic
model is suitable for frequencies up to the 70 GHz band,
while the map-based model is applicable for frequency
up to the 100 GHz band. The project covered a range of
indoor and outdoor scenarios, such as dense Urban Macro
(UMa), Urban Micro (UMi), rural, highway, indoor shop-
ping mall, festival, office, Device-to-Device (D2D) and
Vehicular-to-Vehicular (V2V) situations.

• MiWEBA: In the Millimeter-Wave Evolution for Back-
haul and Access (MiWEBA) project [188], a 3D channel
model was proposed for the 60 GHz band, which is
capable of supporting beamforming at the transmitter
as well as beam-combining at the receiver and addi-
tionally exploits antenna polarization. The project cov-
ered three specific scenarios, namely back-haul, D2D
and mobile access in specific cases, such as a typical
university campus, street canyon and hotel lobby. The
MiWEBA channel models are hybrid models, which com-
bine measurement-based parameters with existing models
in order to characterize both strong and weak MPCs of
the channel.

• 3GPP Model: The SCM channel model [169], as well
as its derivatives [143], are based on a 2D plane repre-
sentation, where all the channel’s characteristics, such as
AoA, AoD and antenna geometries are viewed in a 2D
plane. For example, only the azimuth angle is considered
for the spatial characteristics. More recently, a 3D rep-
resentation of the 3GPP channel model TR 36.873 was
proposed in [195] for the sub-6 GHz frequency band with
up to 100 MHz channel bandwidth. This 3D model can
capture the elevation angle dimension of the channel in
addition to the azimuth angle dimension [2]. A newly
proposed 3GPP model, namely the 3GPP TR 38.900 3D
model [196], extends the TR 36.873 channel to support
frequency bands up to 100 GHz over several scenarios,
such as UMa, UMi, D2D, indoor, etc.

• QuaDRiGa Model: The Quasi Deterministic Radio
Channel Generator (QuaDRiGa) model was first devel-
oped by Jaeckel et al. [191] as a 3D extension of the
WINNER model [186]. It is an open-source platform
available in [199], which was originally proposed for sim-
ulating sub-6-GHz systems but was employed later for
mmWave systems simulations [200].

• Intensive 5G channel modeling efforts: Based on exten-
sive measurements at the 28 GHz, 38 GHz, 60 GHz
and 73 GHz, multiple channel models were proposed by
NYU WIRELESS under the title of 5G Channel Model
(5GCM), gradually evolving from the narrow band rep-
resentation of [7] to the latest wideband channel models
of [72], [79], [80], [102], [104], and [201]. The mmWave
channel model proposed in [55], [59], [72], [76], [77],
[77]–[80], [98], [104], and [179] was termed as the
Ultra-Wideband (UWB) mmWave channel following the
foundations in [175], due to the huge available band-
width, as it will be discussed in the following section.
Different indoor and outdoor scenarios were considered,
with an emphasis on mobile access for mmWave mobile
broadband (MMB) services, for backhaul, D2D and V2V
scenarios.

• Other indoor channel models: Correspondingly,
Haneda et al. proposed in [54] a spatio-temporal
channel model for large rooms operating in the 60 GHz
and 70 GHz bands. This channel model is based on
measurements carried out in indoor short-range scenar-
ios, such as train stations, offices, shopping malls etc.
Furthermore, Dou et al. proposed in [185] a hybrid
channel model for the 45 GHz band for indoor scenarios,
where the channel parameters were extracted from both
measurements and ray-tracing simulations.

Another project known as the COMMINDOR
project [113], [202], [203] was carried out in France for the
sake of achieving a “very high speed” of 155 Mbit/s, in the
early 2000s, for short-range residential scenarios operating at
60 GHz. Zhang et al. employed the RT technique in [46] in
order to characterize a directional 60 GHz multipath channel
based on a 2 × 2 MIMO system. This work was further
refined by Torkildson et al. [45] by employing a six-ray
channel model for an outdoor scenario in the 60 GHz band.
Furthermore, the measurements conducted in [204] were used
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for modeling the path-loss for an indoor scenario associated
both with LOS and NLOS environments for transmission
over a 60 GHz channel using both omni-directional as well as
directional transmit and receive antennas. Azzaoui and Clavier
introduced in [205] a statistical channel model for a 2 GHz
wide channel. Another 60 GHz channel model based on the
shooting and bouncing [160]4 RT technique was reported by
Kazemi et al. [166], where the parameters were extracted
from extensive simulations of existing measurements, such as
those in [141].

Furthermore, in early 2015 the European
Telecommunications Standards Institute (ETSI) held the
first meeting of its Industry Specification Group (ISG) on
mmWave transmission, where the main objective was to
investigate the 60 GHz and the 71 to 86 GHz bands for
mobile back-hauling and mobile access [192]–[194]. In the
same year, the mmMAGIC project was launched as part
of the European Commission’s initiative on 5G partnership
with many major industrial contributors [73], [74]. The
mmMAGIC project is investigating the employment of
mmWaves for 5G to tackle the main challenges of the current
mobile systems, including the support of dense networks
having a high grade of flexibility and performance [74]. The
main efforts were invested during the 2010s into acquiring
knowledge about the sub-100 GHz band of mmWaves as
hallmarked by the COST2100 [206] initiative. Moreover,
another COST initiative characterizing the mmWave channel
is the IC1004 Action [207], which aims for identifying the
main characteristics of the frequencies spanning between
24 GHz and 86 GHz for 5G systems operating both in indoor
and outdoor scenarios.

Another group known as the National Institute of Standards
and Technology (NIST) 5G mmWave Channel Model Alliance
was first established in mid-2015 and it aims, likewise, for
characterizing the mmWave channel. Specifically, this alliance
is divided into six sub-groups that collaboratively participate
in characterizing the mmWave propagation channels of indoor,
outdoor and other scenarios [208].

On the other hand, the modeling efforts dedicated to the
28 GHz channel started much earlier with the objective of
using this band for mobile broadband networks [37], where
the measurements carried out by Papazian et al. [97] in the
28 GHz band were targeting the Local Multipoint Distribution
Service (LMDS) before it failed during the spectrum auc-
tion. The authors used a simple tapped delay line model for
mimicking the multipath 28 GHz channel. Similarly, another
channel model was proposed by Xu et al. [63] for a point-to-
point scenario operating at the 38 GHz frequency band. The
same scenario was revisited later by Rappaport et al. [77] in
a peer-to-peer scenario.

B. Modeling Challenges

Numerous channel models exist in the literature, such as
the WINNER II [186], WINNER+ [187], 3GPP [169] and

4‘shooting and bouncing’ is one of two main techniques used for 3D-
channel tracing. The other method is referred to as image based ray
tracing [158].

Fig. 17. Current channel models exhibit many limitation that have to be
rectified to be applicable for modeling mmWave channels.

COST [206], [209] models. However, these models cannot
adequately reflect all features of mmWaves, as it will be shown
in this section. The key challenge recognized by the MiWEBA
project is the ability to produce a single channel model for
mimicking the entire mmWave spectrum, where the param-
eters would be modified based on the operating frequency,
depending on the nature of the scenario (indoor, outdoor, etc.)
and on the environment (LOS/NLOS) [188]. However, the
METIS project [148] claimed that this cannot be achieved at
mmWaves, hence it proposed three different channel models:
the map-based, the stochastic and the hybrid mmWave models,
where the latter is a combination of the former two types. The
main limitations of the existing channel models are shown in
Figure 17, which can be briefly described as follows:

• Lack of Measurements: The propagation characteris-
tics of mmWaves presented in Section II suggest that
mmWave signals suffer from high attenuation and sparse
multipath scattering. Despite the extensive measurement
campaigns conducted in the 28 GHz, 38 GHz, 60 GHz
and 72 GHz bands, the propagation characteristics of a
wide mmWave range remain unknown.

• 3-D Models: mmWave systems are expected to apply 3D
beamforming [76], [99], where instead of limiting the
beamforming to the azimuth dimension, the system addi-
tionally exploits the 3D spatial dimension of the MIMO
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system by additionally utilizing the elevation dimension
for the sake of achieving both transmit beamforming and
receive combining gains.

• Bandwidth: the huge contiguous bandwidths available
at the mmWave frequency band imposes some restric-
tions on the channel model employed. As discussed in
Section III-A, the original 3D 3GPP TR 36.873 model
was designed for supporting the sub-6 GHz band with a
maximum of 100 MHz bandwidth [2]. Due to the rela-
tively narrow bandwidth of this model, it is not directly
applicable for mmWaves due to their higher operating
frequencies and wider bandwidths. Hence, the 3GPP TR
38.900 channel model is rather employed. Furthermore,
the 3-D channel models proposed by Samimi and
Rappaport [201], [210] are considered to be 3GPP-like
stochastic channel models that are capable of producing
its temporal and spatial 3-D characteristics.

• Owing to the fact that mmWaves are likely to be used in
future communications systems [102], [177], additional
scenarios are needed, such as sport halls and crowded
festivals [148]. Furthermore, the propagation characteris-
tics of a huge portion of mmWaves remains unknown for
many evolutionary network concepts, including the pop-
ular Heterogeneous Networks (HetNets) concept [143],
which has to be studied.

• Spatial Characteristics: The mmWave channel is a
sparse multipath channel, where users located close to
each other would receive the same signal via the same
reflected paths [177], which means that these users would
experience the same Angle-of-Arrival (AoA) and Angle-
of-Departure (AoD) that should be accounted for in the
mmWave channel model.

• Dual Mobility: The ’dual mobility’ scenario of a pair
of moving nodes is mainly encountered in Device-to-
Device (D2D) communications [211], where a higher
Doppler spread is expected compared to the centralized
base station scenario. This issue was mainly addressed
in [148] and [188].

• Directional Antennas: The Doppler spread effect may
be reduced by employing directional antennas, as argued
by Pi and Khan [15], where the directionality of anten-
nas is essential for mitigating the high signal attenu-
ation experienced at mmWaves. Hence, the effect of
directional antennas should be taken into considera-
tion for mmWaves channel modeling, in particular for
the path-loss model, because most channel soundings
were carried out using directional transmit and/or receive
antennas [28], [57], [212].

• Large-scale antennas (Massive MIMO): At mmWave
frequencies, high number of AEs could be packed
into a compact area, which enables the employment of
Massive MIMOs [81]. Then narrow pencil beams could
be created [37], which require a high angular resolu-
tion for capturing the related channel characteristics.
Furthermore, mmWave systems with large-scale antenna
settings require utilizing spherical wave models, rather
than a planar wavefront [190], especially for short-range
communications [213].

C. General Structure of the mmWave Channel

The mmWave radio channel is predominantly dispersive in
the light of the short symbol interval of Gigabit transmis-
sions [6], [37], [82], [178], where the impulse response of
the channel between the Tx and Rx is formed by the aggrega-
tion of individual MPCs received within all clusters. A cluster
can be simply defined as a group of MPCs, or rays, sharing
the same spatial5 and/or temporal6 characteristics. In a MIMO
system associated with Nt and Nr transmit and receive anten-
nas, respectively, the aggregated channel matrix of clusters and
rays can be modeled as:

H(t) =
Ncl∑
ncl

Np∑
p

Hncl,p(t) , (11)

where Ncl represents the total number of aggregated clusters
with Np rays within each cluster, while Hncl,p(t) is a single
channel contribution of the p-th ray in the ncl-th cluster at
time instant t.

A multipath cluster has a number of somewhat different def-
initions in [7], [69], [169], and [214] but all agree that a single
cluster is defined as a group of rays sharing the same general
characteristics that can be distinguished from one group to
another, such as the time-and spatial-domain characteristics.
Hence, it is essential to differentiate the parameters of each
cluster in order to characterize the channel impulse response.

In that sense, the early work on the SCM identified a clus-
ter by its spatial characteristics [6], [7], [82]. These studies
followed the channel model of the IMT-Advanced 3GPP ini-
tiative [169], where the clusters are defined by their central
angles and their delay, the angular-and time-spreads and power
distribution. Furthermore, the clusters’ specific identification
was further discussed in the 60 GHz band in [14], [27], [69],
[124], [141], and [215] where each cluster is defined by its
angular and temporal characteristics.

A more precise channel model describes both the large-
scale fading and small-scale fading characteristics shown in
Table V. The large-scale fading is caused by the slow varia-
tions caused by the surrounding terrain features. In a clustered
channel the large-scale fading is constituted by a combination
of the AoA spread, AoD spread and delay spread, in addi-
tion to the path-loss and shadowing effects. The AoA and
AoD spreads represent the variance of the arriving and depart-
ing MPCs, respectively, while the delay spread describes the
variance of their time delays. On the other hand, small-scale
fading is represented by the instantaneous rapid fluctuations
of the power level of each MPC and its spatio-temporal char-
acteristics described by the PDFs of the large-scale effects as
expressed in Table V.

The path-loss measurements are mainly portrayed in the
literature under two scenarios, namely the LOS and NLOS
scenarios [77], [102], [109], [181]. In LOS scenarios, the trans-
mitter faces the receiver in an optical line of sight situation,
while in NLOS scenarios the optical line of sight between the

5The spatial characteristics represents the angular aspects of the arriving
and departing MPCs.

6The temporal characteristics are based on the time distribution of different
MPCs.



HEMADEH et al.: mmWave COMMUNICATIONS 887

TABLE V
LARGE-SCALE AND SMALL-SCALE FADING OF THE MMWAVE

STOCHASTIC CHANNEL MODEL. AoD~PDF(φ̄AoA , σAoD
AS ) AND

AoA~PDF(φ̄AoD , σAoD
AS ) NOTATIONS REFER TO THE CORRESPONDING

PDF OF RANDOM VARIABLES AOD AND AOA AND WITH MEAN ANGLES

φ̄AoD AND φ̄AoA AND STANDARD DEVIATIONS σAoD
AS AND σAoD

AS . THESE

ANGLES CAN THE AZIMUTHAL OR ELEVATION ANGLES

Fig. 18. Power attenuation and time dispersion representation of the trans-
mitting signal. The power attenuation is due to path loss and shadowing, while
the time dispersion is due to the delay.

transmitter and receiver is obstructed. Furthermore, in order to
understand the LOS and NLOS scenarios, many papers con-
sidered LOS-best and NLOS-best scenarios, where only the
highest-power paths are considered.

D. Path Loss and Shadowing

The FSL of Section II describes the LOS propagation of
mmWave communications. However, the propagating wave
experiences higher attenuations caused by several factors
combined, such as the atmospheric attenuation and diffuse
reflections. This phenomena is shown in Figure 18, where
the difference between the transmitted signal power and the
received signal power is caused by the path-loss (PL) and shad-
owing effects. The transmitted power is often dispensed over a
specific time duration owing to the time dispersion. The over-
all path-loss and shadowing is encapsulated in the large-scale
fading model.

Fig. 19. Path loss models considered for mmWaves.

Based on the extensive measurements carried out for the
28 GHz, 38 GHz, 60 GHz and 73 GHz frequency bands,
many of the path-loss models shown in Figure 19 have been
employed in [102]. At the early stages of channel measure-
ments, the main path-loss modeling efforts considered the
so-called reference path-loss model [57], [77], [103], [124],
[216]. Then, for the sake of better matching the measure-
ments, the modified alpha-beta intercept model used in the
3GPP and WINNER II standards [169], [186] was introduced
in [77], [109], [180], and [216]. Thereafter, the PL model was
extended from a single-slope model to a dual slope model
in [77] and [102] in order to model the path-loss at distances
exceeding the 200 m range. Furthermore, another path-loss
model was proposed by Haneda et al. [217] for characterizing
the path-loss in outdoor-to-indoor (O2i) scenarios only, where
none of the aforementioned models applies. Each of the PL
models of Figure 19 were independently used in the projects
presented in Table III, which has been detailed in [189].

1) Reference Path Loss Model: The simplest path loss
model in Figure 19 used for describing the path-loss and shad-
owing effects at mmWaves is the reference path-loss model,
where the path-loss between the transmit array and the receive
array over a distance d (m) and at a given carrier frequency f
is given by [57], [103], [124], [216]:

PL[dB] =
[

PL0 + 10np log

(
d

d0

)]
+ Sσs , (12)

where d0 (m) is the free-space reference distance and Sσs

denotes the log-normal shadowing associated with a stan-
dard deviation of σs. Furthermore, PL0 indicates the reference
free-space loss at distance d0 and np is the path-loss expo-
nent (PLE). This model was also used for the TG3c [14],
TGad [215] and MiWEBA [188] models.

Regardless of the shadowing parameter Sσs , (12) describes
the power attenuation of the transmitted signal at distance d
with respect to d0. The path-loss equation of (12) has many
extensions. For example, Piersanti et al. considered in [204]
the associated frequency dependencies, while [216] and [218]
characterized the small-scale fading effects. On the other hand,
the shadowing Sσs characterizes the power fluctuations around
the simple linear representation of the PL imposed by large
obstructing objects, such as buildings. The PLE describes the
gradient of the path-loss as a fraction of the distance d, and
it depends on the specific scenario considered, including the
LOS and NLOS scenarios. A LOS link has a lower path-loss
in the absence of multipath reflections, which leads to low
PLE values. By contrast, the path-loss in an NLOS scenario
is significantly higher than in the LOS scenario, since the LOS
path between the communicating nodes is obstructed and the
received signals are mainly formed by the reflected or scat-
tered MPCs. The value of np is empirically obtained from
measurements in the different frequency bands and its values
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TABLE VI
PATH LOSS EXPONENT FOR 28 GHZ, 38 GHZ AND 60 GHZ, WHERE THE TERM PTP DENOTES

PEER-TO-PEER CHANNEL AND GRx IS THE RECEIVE ANTENNA GAIN

in the different mmWave bands are summarized in Table VI.
Furthermore, the added gains GTx and GRx of the Tx and Rx
antennas can be considered in the overall path-loss expres-
sion by incorporating these parameters in (12) [219], so it
becomes:

PL[dB] =
[

PL0 + 10np log

(
d

d0

)]
+ Sσs + GTx + GRx. (13)

Alternatively, they can also be added to the small-scale fad-
ing model as in [59]. Nonetheless, in order to exploit the
directionality of mmWave systems, Maccartney et al. intro-
duced in [78] an additional parameter known as the Distance
Extension Exponent (DEE), which was used for determin-
ing the PL after applying receiver beamforming. The DEE
is expressed as

DEE = np1

np2

, (14)

where np1 and np2 are the PLEs of the single-best beam and the
combined multi-beam, respectively, given that np1 ≥ np2 . This
parameter determines the additional reliable transmit distance
by employing beamforming at which a user would experience
the lowest PL value. The extra distance covered is defined as

d2 = d

( np1
np2

)
1 . (15)

For example, by employing multi-beam combining, the
maximum transmitter-receiver distance could be extended
from 200 m to 448 m. The same technique was applied by
Jamsa [148], where a breaking point scaling factor and a PL
offset were used for modifying the PL model.

Furthermore, the depolarization effect of the channel is
more hostile at mmWaves [103], since the sparse multipath

channel would result in only a few MPCs being detected at
the receiver, where polarization mismatch is more likely to
occur at mmWaves, which is in contrast to the rich scat-
tering sub 6-GHz bands [220]. The antenna polarization is
described by four polarization types, V-V, H-H, V-H and
H-V, where H and V refers to the horizontal and verti-
cal polarizations [221]. A mismatch between the antenna
polarization configuration and the channel polarization would
result in attenuating the received power, where the degra-
dation is described by the cross-polarization discrimination
(XPD) ratio defining the relationship between both polar-
ization components. For example, it is shown in [103]
that the value of the PLE and the shadowing are directly
affected by the antenna polarization configurations due to the
depolarization effect of the channel [112], where the cross-
polarization to co-polarization scenario’s XPD ratio ranges
between 14 dB and 23 dB. Hence, as recommended in [220],
co-polarization configurations should be employed for LOS
environments [103], [222].

Detailed values of the best case PLE and best NLOS PLE
at the 28 GHz, 38 GHz and 60 GHz frequency bands can be
found in [6], [29], [57], [77], [102], [103], [108], and [124].
Further values of the path-loss parameters, including their
frequency dependency, are discussed in detail in [204] for
transmission over multiple channels within the 60 GHz
band, such as the 54.78 GHz, 58.38 GHz and 65.38 GHz
sub-bands.

The PLE measured in many LOS environments was found
to be 2 in numerous studies [7], [28], [37], [57], [75], [216].
Likewise, Rappaport et al. recorded in [108] a PLE value
of np = 1.89, which is even lower than that of free space
propagation. Hence, the path-loss at short distances can be
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TABLE VII
PARAMETERS OF THE PATH LOSS MODEL OF (16), WHERE HTx DENOTES THE HEIGHT OF THE TRANSMITTER ANTENNA

expressed by the FSL of (1). However, in NLOS commu-
nications, where the LOS path is totally blocked by large
objects, the PLE has significantly higher values than in the
LOS scenarios associated with a minimum of np ≥ 3.

2) Modified Path Loss Model: Another approach for
modeling the PL shown in Figure 19 was considered
in [109] and [216]. Explicitly, these contributions suggested
a modification to the reference path-loss equation in order to
adapt to the NLOS path-loss measurements acquired. A linear
approach is used with a slight modification of (12), which is
expressed as:

PL[dB] = αp + 10βp log(d)+ Sσs , (16)

where αp and βp accounts for the floating intercept and the
linear slope, respectively. In [204], a similar approach to (16)
was used by Piersanti et al., where the path-loss model of (12)
was employed, but in conjunction with an additional calibra-
tion parameter cp. Moreover, Akdeniz et al. reported in [7]
LOS values for αp and βp at 28 GHz and 73 GHz for cel-
lular communications, where βp = 2 and σs = 5.8 are fixed
for both cases and αp = 61.4 and αp = 59.8 at 28 GHz and
73 GHz frequency bands, respectively. The main difference
of (16) when compared to (12) lies in its ability of manipulat-
ing two parameters at a time (αp and βp) instead of only one
(np), which results in higher degrees of freedom in calibrating
the model to fit the measured PL values.

Table VII summarizes several measurements recorded for
NLOS scenarios. The values of αp and βp in Table VII are
comparable to the values of np and σs in Table VI. In fact,
they reflect the same path-loss measurements. For example, the
values of np and σs for the 28 GHz frequency band given as
5.76 and 9.02 in row 1 of Table VI, are translated at a specific
reference distance d0 to αp, βp and σs with values 59.89, 4.51
and 8.52, respectively, shown in row 2 of Table VII. It is
also clear that the linear approach reduces the deviation of
shadowing by 0.5 dB. Moreover, more values are compared
in [216] and it is shown that the shadowing standard deviation
can be reduced by up to 6 dB. These values are practical for
up to a 200m range, since the regression coefficients are fixed
to that distance.

The work in [76] and [210] considered the reference PL
model, where (12) was slightly modified in order to fit the
wideband channel measurements carried out in the 28 GHz

Fig. 20. Path loss at the 28 GHz frequency band compared to the 3GPP path
loss model at 2.5 GHz carrier frequency. The * symbol refers to the path loss
at the 28 GHz band based on (17), with d0 = 1 m. This curve is surrounded
by the path loss values with the lognormal shadowing effects. Furthermore,
the ** symbols denote the path loss curve based on (16) with βp = 2.92 and
σs = 72 as in Table VII.

band. The path-loss model is then given by [76]:

PL[dB] = [61.4 + 34 log10(d)
]+ Sσs , (17)

where the reference distance is d0 = 1 m, the PLE is np = 3.4
and the lognormal shadowing with zero mean has a standard
deviation of σs =9.6 dB.

To realize the effect of the carrier frequency on the
path-loss, Figure 20 shows the PL model of the 28 GHz
band using (17) denoted by * and (16) denoted by **.
Both models are then compared to the 3GPP urban micro
(UMi) path-loss model at 2.5 GHz [7], [169]. The figure
shows a significant increase in the path-loss when mov-
ing up from the 2.5 GHz to the 28 GHz frequency band,
with approximately 30 dB to 35 dB difference for distances
below 1 km.

3) Dual Slope Path Loss Model: The aforementioned mod-
els were used for estimating the PL based on measurements
at a transmitter-receiver separation distance of less than or
equal to 200 m. However, due to the transmit beamforming
and receive beam-combining along with directional antenna
deployment, the cell radius is expected to increase from 200 m
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TABLE VIII
A SUMMARY OF DIFFERENT PL MODELS PRESENTED IN THE LITERATURE

to 400 m [102]. The PL loss model of the increased-range sce-
nario is determined by extrapolating the measurements taken
previously at distances of <200 m using RT. This PL model is
referred to as the Dual Slope Path Loss model and it is given
by [102]:

PL′
Dual(d) = αp + 10βp1 log(d)+ Sσs , (18)

PL′′
Dual(d) = PL′

Dual(dth)+ 10βp2 log(d), (19)

where (18) and (19) are applied for d ≤ dth and d > dth,
respectively, dth is a predefined threshold distance and βp1 as
well as βp1 represent the dual slopes. More details on the dual
path-loss model may be found in [13].

4) The Parabolic Path Loss Model: A different approach
was followed by Haneda et al. [217] in characterizing the path
loss of mmWave signals in the sub-100 GHz band in an O2i
scenario, where an O2i scenario represents the link between an
outdoor base station transmitting to an indoor user. To expound
further, the authors argued that the path loss of Figure 4 in
Section II, which is predominantly determined by the mate-
rial penetration and propagation mechanisms characteristics of
signals in the sub-100 GHz band, increases quadratically with
frequency. Hence, a pair of parameters, A and B, are used
for indicating the parabolic behavior of the PL, which can be
expressed as [217]

PL[dB] =
[
10 · log10

(
A + B · f 2

c

)]
︸ ︷︷ ︸

Parabolic form

+ Sσs , (20)

where the specific values of A and B are shown in Table IX,
with the acronyms HLB and LLB representing high loss build-
ings and low loss buildings, respectively. A summary of the
PL models presented in this section is presented in Table VIII.

TABLE IX
SPECIFIC VALUES OF A AND B OF EQUATION (20), WITH THE

ACRONYMS HLB AND LLB REPRESENTING HIGH LOSS

BUILDINGS AND LOW LOSS BUILDINGS, RESPECTIVELY

E. Narrow-Band Channel Model

In the early stages of mmWave channel modeling of the
28, 38 and 72 GHz frequency bands, the narrow-band chan-
nel model was considered [7], [82]. This was either due to the
lack of wideband measurements owing to the lack of wideband
channel sounders, or simply because the wideband parame-
ters were not extracted from the measurement recorded. In the
narrow-band mmWave channel model, all clusters and MPCs
are assumed to arrive simultaneously and all their frequency
components over the channel bandwidth are received with
the same level of attenuation. In the following we describe
the narrow-band mmWave channel model and the effect of
the antenna array geometry imposed on it.

1) The Narrow-Band mmWave Channel Model: The
multipath channel model is used for characterizing the
mmWave channel for both indoor [8], [66], [117], [178] and
outdoor [6], [7] environments. The differences between the
channel models of these two environments manifest them-
selves in terms of the specific channel parameters acquired
from the measurements. These parameters are encapsulated
in the narrow-band channel impulse response portrayed in
Figure 21. The corresponding channel matrix H(t) of size
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Fig. 21. Spatial representation of Ncl clustered channel between the Tx and Rx antenna arrays with Np rays per cluster. This figure shows two clusters,
cluster I and cluster Ncl. The mean AoA and AoD azimuth angles (ϕ) and elevation angles (θ ) of each cluster, where all other MPCs are distributed around,
are defined as ϕ̄ncl and θ̄ncl , respectively. Each cluster has an angular spread of σAoA

ncl
and σAoD

ncl
where ncl = 1, . . . ,Ncl. This parameter describes how wide

a cluster is in term of the angular distribution of MPCs around the mean angle. Here the angle reference is considered to be a fixed Cartesian space with
three dimensions. This schematic is based on the 3GPP multipath model in [169].

C
Nr×Nt at instant t is given by [7], [8], [63], [69]:

H(t) = 1√
Np

Ncl∑
ncl=1

Np(ncl)∑
p=1

ρnclαncl,p(t)

·
Rx
ncl,p

(
ϕRx

ncl,p, θ
Rx
ncl,p

)

·
Tx
ncl,p

(
ϕTx

ncl,p, θ
Tx
ncl,p

)H
, (21)

where Nc and Np(ncl) denotes the number of clusters and
rays-per-cluster, respectively, which are shown in Figure 21 as
Cluster 1 and Cluster Ncl. The portion of power represented
by each cluster is denoted by ρncl , while αncl,p(t) represents
the instantaneous gain of a MPC. The parameters ϕncl,p and
θncl,p are p-th MPC of the n-th cluster’s azimuth and elevation
angles, respectively, and they characterize the AoD and AoA
at the transmitter and receiver. As shown in Figure 21, the
AoD and AoA of each cluster are described by their angular
spreads (AS) denoted by σAoA

ϕncl
and σAoA

θncl
for the AoA and by

σAoD
ϕncl

and σAoD
θncl

for the AoD azimuth and elevation angles,
respectively. The angular spreads represent the angular distri-
bution of the cluster MPCs around the cluster’s central angles
θ̄Tx

ncl
and ϕ̄Tx

ncl
at the transmitter and θ̄Rx

ncl
and ϕ̄Rx

ncl
at the receiver.

Moreover, 
ncl,p represents the (Nt × 1) array factor (AF) of
the transmitter antenna array, when superscripted by Tx and
it represents an (Nr × 1) array factor of the receiver antenna
array, when superscripted by Rx. The AF vector sizes of the

Tx and Rx equals to the number of transmit and receive anten-
nas Nt and Nr, respectively, at each antenna array. The vector

ncl,p depends directly on the geometry of the antenna array.
The notation (.)†refers to the Hermitian transpose.

In the narrowband channel model, the channel coefficient
at time t is hi,j(t), where i and j are the receive and transmit
antenna indices, and it is expressed as:

H(t) =

⎛
⎜⎜⎜⎝

h1,1(t) h1,2(t) · · · h1,Nt(t)
h2,1(t) h2,2(t) . . . h2,Nt(t)
...

...
. . .

...

hNr,1(t) hNr,2(t) · · · hNr,Nt(t)

⎞
⎟⎟⎟⎠. (22)

The narrow-band channel is considered to be a geometry-
dependent model, where the spatial correlation of the rays is
affected by the specific geometry of the transmit and receive
antenna arrays.

F. The Wideband Channel Model

The aforementioned narrow-band channel model does not
reflect an accurate model of the real mmWave scenarios for
the following reasons. Firstly, the narrow-band channel is not
applicable for large-bandwidth channels, which is the case
for all mmWave frequency bands. For example, the mea-
surement campaigns conducted for the 28 GHz and 38 GHz
bands in [29], [58], [59], [77], and [108] used a null-to-null
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Fig. 22. The spatio-temporal representation of the mmWave wideband
channel [14].

bandwidth of 800 MHz, while a 1.5 GHz first-RF-stage null-
to-null bandwidth was used for the 60 GHz band in [77].
Secondly, the narrow-band channel model cannot fully rep-
resent the temporal characteristics of the channel, where the
time characteristics of different clusters and MPCs are not
distinguishable without representing the delay and the delay-
spread in the model. Furthermore, the extensive measurements
carried out for the 28, 38 and 73 GHz bands exhibited multiple
time-clusters at the receiver in multiple spatial lobes, which
cannot be modeled by a narrow-band channel. They require
wideband channel modeling for the accurate representation of
their effects, where both the “Spatial” and the “Temporal”
avenues of the “Characteristics” roundabout of Figure 2 can
be utilized.

To begin with, the temporal characteristics are extracted
from the measured power-delay profile (PDP), while the spa-
tial characteristics are produced from the power angle-profile
(PAP) measurements [141]. To elaborate further, the temporal
characteristics of the channel represent its time-domain param-
eters, such as the delay spread and the time-of-arrival (ToA),
which determine its impulse response, while its spatial char-
acteristics describe the angular characteristics of the channel,
such as the angular spread, AoA and AoD.

Generally, the wideband physical channel between the trans-
mitter and receiver is modeled by a tapped-delay lines, which
is also known as the double-directional impulse response of the
channel [14], [27], [72], [76], [148], [188], [210] characterized
by the time and angular characteristics of the channel extracted
from channel measurements. In contrast to the narrow-band
channel models, in wideband channel modeling the channel
can no longer be simply characterized by the steering vectors
of the transmit and receive antenna array shapes. In wideband
channel modeling, the effect of the transmit and receive AEs
is amalgamated with the channel effects in order to form the
wideband channel model.

Inspired by the graphical representation of the 60 GHz
channel’s impulse response (CIR) in [14], the spatio-temporal
characteristics of the mmWave channel are represented in
Figure 22, where the different MPCs arrive at different time
instants. Figure 22 shows three CIR main components, namely
a high gain path representing the LOS component and two

Fig. 23. Spatio-temporal cluster representation with both AS and DS. The
cluster’s time delay is τ1 and each ray p has a delay of τ1,p with 1 ≤ p ≤ Np.

other low gain NLOS spatial-clusters, where each spatial-
cluster has multiple time-clusters, since the different MPCs
have different Time-of-Arrivals (ToA), as described by the
n-th cluster delay τncl and the AoA characteristics. On the
same note, the different measurements conducted at multiple
mmWave frequency bands reported that the received PDPs and
PAPs were detected in spatial-clusters and time-clusters [14],
[44], [54], [69], [120], [223]. The concept of time-clusters
and spatial-clusters was further extended in [72], [76], [79],
[80], [104], and [210], where multiple received components
of a specific time-cluster were observed throughout multiple
spatial-clusters, which are also referred to as spatial lobes.
More insights on both cluster types will be provided later in
what follows.

Samimi and Rappaport distinguished in [76] between a
spatial lobe and a time-cluster, where a spatial lobe is
defined as a concentration of energy in a specific direc-
tion consisting of multiple time-clusters, while a time-cluster
is defined as a group of MPCs having diverse spatial.
Both the spatial lobe and the time-cluster are shown in
Figure 22. Nonetheless, ignoring the lobe definition proposed
by Samimi and Rappaport [76] does not affect the accuracy
of the channel model produced, since the power of the spatial
lobe is given by the sum of that of its intrinsic time-clusters [6],
[7], [224].

1) Indoor Channel Models: Early contributions on wide-
band channel models conceived for mmWave systems were
limited to the 60 GHz channel model of the WPAN [14]
and WLAN [27] indoor systems. An accurate wideband chan-
nel model requires numerous parameters for characterizing
the channel, whilst the channel model described in (21) is
a narrow-band one, which only describes the spatial char-
acteristics of the mmWave channel. In order to extend this
channel model to a wideband model, its delay-profile also
has to be characterized [7], [45], [124], [175], [205]. For
instance, instead of being exclusively specified in terms of
θ, ϕ, t and the angular spread shown in Figure 23, the channel
impulse response should be extended to include the temporal
characteristics of the channel represented by the delay τ .

As shown in Figures 22 and 23, cluster I has a cluster delay
of τ 1, while its p-th ray arrives with a delay of τ1,p within a
cluster’s delay spread (DS). The cluster delay can be con-
sidered as the delay of the first arriving MPC and the other
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MPCs’ delay succeeding it, where each channel tap delay can
be expressed as δ

(
t − τncl − τncl,p

)
[14], [44], [69].

Furthermore, the 60 GHz channel model in [69] presented
a double-directional channel model reflecting both the spa-
tial and temporal characteristics, which was also compared
to the IEEE802.11ad and 802.153c models. The spatio-
temporal characteristics of the 60 GHz channel were
also studied in [14], [28], [66], [69], [119], [120], [124],
[141], [165], [174], and [205] where the model of the
indoor 60 GHz channel is based on the TSV [67] and on
the extended-SV [170], [171] channel models. The general
double-directional wideband CIR is given by:

h(t, θ, ϕ) = βLOSδ(t, θ, ϕ)+
Ncl∑

ncl=1

Np∑
p=1

αncl,p

.δ
(
φRx −�Rx

ncl
− ωRx

ncl,p

)

.δ
(
φTx −�Tx

ncl
− ωTx

ncl,p

)
.δ
(
t − τncl − τncl,p

)
, (23)

where βLOS denotes the LOS component weight, δ(.) stands
for the Dirac delta function and the parameters φ, �ncl and
ωncl,p are the AoA or AoD (subscripted with Rx or Tx), the
ncl-th cluster central angle and the angle of the p-th ray in the
ncl-th cluster, respectively.

To elaborate further, the IEEE 802.15.3c WPAN channel
model of [14] includes the LOS component and considers only
the spatio-temporal characteristics of the arriving clusters, cap-
tured in terms of the AOA, while the IEEE 802.11ad WLAN
channel model of [27] did not consider the LOS component
(βLOS = 0), but extended the model to include both the AoA
and AoD at both ends of the link over both the azimuthal and
elevation angles. Moreover, the WLAN channel model fea-
tures non-stationary scenarios of pedestrian speeds and it also
included the polarization effect of both the transmit an receive
antennas. The channel model TGad [27] is expressed as:

h(t, θ, ϕ) =
Ncl∑

ncl=0

Np∑
p=−Mb

αnclβpδ
(
t − τncl − τncl,p

)
, (24)

where Mb and Np represent the total number of MPCs.7

The TG3c WPAN channel model was specifically based
on the extended-SV, where clusters are defined in both the
time and angular domain. Furthermore, it assumes all inde-
pendent uniform distribution of the clusters’ AoA combined
with a Gaussian distribution of its specific MPCs’ AoA within
each cluster, where the clusters delay and MPCs delays are
represented by Poissonian processes.

For the indoor WPAN and WLAN systems [14], [27], [69],
[215], the modulus of the complex gain of the p-th ray in
the n-th cluster is described by the cluster arrival time Tncl ,
�ncl , τncl,p as well as by the ray decay �r and it is typi-

cally expressed as
∣∣αncl,p

∣∣2 = ξ0e
−Tncl
�ncl e

−τncl,p
�r with its argument

7In the TGad channel model [215], each cluster is modeled by a two-
sided exponential decay rather than the single-sided decay used by TG3c [14].
Hence, MPCs at both sides of the cluster are represented by Mb and Np.

obeying arg
(
αncl,p

) ∼ U[0, 2π ], where ξ0 is the average power
of the first ray in the first cluster. The main difference between
the WPAN and WLAN complex gain values is that the latter
uses a two-sided cluster decay model instead of using a single-
decay cluster model and separately takes into account the ray
decay �r for both post-cursor and pre-cursor rays, where the

ray parameter |αncl,p|2 of both ray types is modified to e
−τncl,p
�r

and e
τncl,p
�r , respectively. Additionally, more insights concern-

ing the LOS component βLOS are reported in [14] and [67] for
WPAN networks, where it is only affected by the direct LOS
path attenuation and it is expressed in terms of the Tx and Rx
antenna gains, the separation distance and height, the PL and
the angle of incidence at the receiver.

Owing to the fact that all channel measurement cam-
paigns depend on the antenna setup and its radiation
pattern [66], [164], considering directional antennas for
mmWaves communications implies that the channel between
the communicating nodes is dominated by the specific paths
that fall within the antennas beamwidths. For example, the
outdoor measurements carried out for mobile broadband at
28 GHz and 38 GHz in [59] and [63] used a 24.5 dBi-gain
directional antenna with a 10◦ narrow beamwidth. Similarly,
Geng et al. used in [124] two types of antennas, namely a
directional horn and omnidirectional biconical antenna asso-
ciated with 22.7 dB and 5 dB gains, respectively. Hence, the
parameters extracted for a wideband channel already include
the effect of antennas.

More recently, Haneda et al. extended in [54] the chan-
nel model of an indoor scenario associated with a maximum
range of 11 m by including multiple indoor scenarios based on
their own measurement campaigns for transmission over the
60 GHz and 70 GHz bands. The channel transfer function
H(f ) of [54] is expressed as:

H(f ) = GTote
−j2π f τ0

+
∑

p

αpGP

(
φRx

p

)
e−j2π f τp

+
∑

p′
αp′e−j2π f τp′ , (25)

where GTot encapsulates the effect of antenna gain, τ0 is the
LOS delay, αp denotes the multipath tap gain, with τp being
the associated delay. Similarly, the NLOS multipath tap gains
and delays are indicated by the index p′.

2) Improved Wideband mmWave Channel Models: Based
on wideband measurements over the 28, 38, 60 GHz and
73 GHz frequency bands, wideband channel model were devel-
oped in [72], [76], [77], and [210] for NLOS dense outdoor
urban scenarios. The proposed channel was referred to as the
ultra-wide band (UWB) mmWave channel model. A channel
is considered to be an UWB channel either when its -10 dB-
down bandwidth exceeds 500 MHz or when the bandwidth to
carrier frequency ratio, which is known as the fractional band-
width, is above the 0.2 threshold [225]. Due to the substantial
bandwidth available at mmWave frequencies, where at least a
minimum of 1 GHz of bandwidth can be identified, the UWB
concept was introduced also to the mmWave technology.
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The wideband channel model proposed in [59], [72], [76],
[79], [80], and [104] can be described by a double-directional
CIR of the amalgamated MPCs based on the 3GPP model and
it is given by:

h(t, τ, θ, ϕ) =
Ncl∑

ncl=1

Np(ncl)∑
np=1

αncl,np

.δ
(
ϕ − ϕ̄Rx

ncl
− ϕRx

ncl,np

)

.δ
(
θ − θ̄Rx

ncl
− θRx

ncl,np

)

.δ
(
ϕ − ϕ̄Tx

ncl
− ϕTx

ncl,np

)

.δ
(
θ − θ̄Tx

ncl
− θTx

ncl,np

)
.δ
(
t − τncl − τncl,np

)
, (26)

where αncl,np is the complex gain of the np-th MPC in the
ncl-th cluster. Both (ϕTx

ncl,np
, θTx

ncl,np
) and (ϕRx

ncl,np
, θRx

ncl,np
) charac-

terize the (azimuth, elevation) AoD and AoA at the transmitter
and receiver, respectively, and (ϕ̄Tx

ncl
, θ̄Tx

ncl
) and (ϕ̄Rx

ncl
, θ̄Rx

ncl
) are the

mean cluster angles of the above AoD and AoA. The parame-
ter τncl,np denotes the delay of the np-th mutlipath in the ncl-th
cluster and τncl is the ncl-th cluster delay. The elevation dimen-
sion was not considered in [76], but it was later included in
the 3D channel models in [77], [79], [104], and [210]. The
AoD and AoA of each MPC are described by the mean clus-
ter angles (ϕ̄ncl , θ̄ncl ) and by the angular spreads (AS) of the
clusters denoted by σAoA

ncl
and σAoD

ncl
[57]. This channel model

was also adopted by the MiWEBA project of Table III and its
parameters can be found in [188].

Samimi and Rappaport considered in [76] and [210] the
effect of directional antennas in the path-loss model, while
in [80] and [104] the effect of the directional Tx and Rx
antennas was also incorporated in the CIR. Moreover, the
effect of antenna polarization on both LOS and NLOS scenar-
ios was studied in [72], [77], [79], [80], and [104]. In these
works, the measured instantaneous MPC gain was reported
to have a Rician distribution with a K-factor ranging from
3 to 15 in LOS environments and 3 to 8 in NLOS envi-
ronments, given a specific Tx-Rx polarization. Hence, the
channel model was appropriately modified to fit their mea-
sured data [104]. Furthermore, in order to characterize the
spatial correlation amongst the closely packed AEs (e.g., <λ)
at the Tx and Rx, a correlation-based channel model was advo-
cated in [79], [80], and [104] where the correlation parameters
were based on channel measurements. Each MPC in (11) can
now be expressed as [79]:

Hncl,p = R1/2
r HGR1/2

t , (27)

where R1/2
r ∈ C

Nr×Nr and R1/2
t ∈ C

Nt×Nt are the measurement-
based receive and transmit spatial-correlation matrices, while
HG represents the Rayleigh/Rician distribution.

In a nutshell, all channel characteristics are divided into
two parts, the spatial-clusters and the time-clusters, which are
jointly referred to as the spatio-temporal characteristics of the
channel.

G. Spatio-Temporal Characteristics

Here we summarise the main spatio-temporal characteristics
of the mmWave channel. A cluster can be defined as a group
of similar-delay MPCs, or rays, sharing similar characteris-
tics, provided that they can be differentiated from one cluster
to another. The clusters are distinguished by their spatial and
temporal characteristics [7], [169], [170]. These characteris-
tics include the mean AoA and AoD angles, angular spreads,
delay, root mean square (RMS) delay spread, the number of
sub-rays associated with each cluster and the total power of
rays in each cluster [59]. The cluster-characteristics can be fur-
ther sub-divided into two groups: inter-cluster and intra-cluster
characteristics. The former includes the general cluster charac-
teristics, such as the cluster’s decay rate, arrival rate, angular
spread and shadowing features, while the latter includes the
rays’ characteristics, such as the ray’s AoA/AoD and arrival
time [59], [69], [215].

The cluster characteristics rely on the measurements
recorded for the different bands within the mmWave spec-
trum. As shown in Table I several studies covered the clusters’
statistical characteristics in the different frequency bands [6],
[46], [63], [67], [69], [124], [175], [204], [215]. The most rich
measurements in the literature are those related to the 60 GHz
band [69], [124], [141], [204]. The spatio-temporal charac-
teristics recorded at 60 GHz are discussed in detail in [141]
for diverse scenarios, such as hallways, room to room com-
munications etc. The inter-cluster and intra-cluster parameters
recorded for a living room were presented in [215]. In the
following, we will discuss the cluster characteristics, includ-
ing the number of clusters and rays, the angular and temporal
characteristics as well as the power per cluster.

• Number of Clusters and Rays: The number of clusters
represents the number of PDP peaks. The number of
clusters in mmWaves is typically modeled by a Poisson
distribution with variance λP and it is expressed as
Ncl ∼ Pois(λp), where λP varies according to the scenario
and operating frequency [7], [14], [27], [69], [108], [124].
Moreover, Torkildson et al. [45] and Zhang et al. [46]
used the six-ray channel model for LOS communications,
where in addition to the direct LOS link, five reflected
rays were considered. Different measurement results on
the number of clusters are shown in Table X, where the
number of rays in each cluster varies according to the spe-
cific scenario used. For example, Akdeniz et al. followed
in [7] the 3GPP standard and conceived 30 rays-per-
cluster, while Geng et al. reported in [124] only the
number of MPCs, which suggests that only one cluster
is considered, where the number of MPCs Np is realized,
as mentioned in Table X. Moreover, the authors of [14]
considered the arrival rate of rays in each cluster, which
was exponentially distributed with mean of λ−1

R = 0.820
instead of assuming a fixed number of rays. However,
Maltsev et al. [27] and Gustafson et al. [69] used Mb = 8
and Np = 6 in their approach for the TGad channel
model.

• Angular Characteristics: The AoA and AoD of multipath
clusters and rays are characterized by their angular
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TABLE X
NUMBER OF CLUSTERS AT 28 GHZ, 38 GHZ, 60 GHZ AND 73 GHZ. THE NOTATION Pois

(
λp
)

REFERS TO THE POISSON DISTRIBUTION OF THE

NUMBER OF CLUSTER WITH VARIANCE λp . THE max OPERATION IS ADDED TO INSURE THAT THE SYSTEM WILL HAVE AT LEAST 1
CLUSTER AT A TIME. THE NOTATION Exp

(
λExp

)
REFERS TO THE EXPONENTIAL DISTRIBUTION WITH MEAN λExp

spreads σAOA
ncl

and σAOD
ncl

with ncl = 1, . . . ,Ncl at the
receive and transmit antenna arrays, respectively. The
angular spreads found for different mmWave frequency
bands are shown in Table XI. The central angles of
all clusters are generated uniformly between 0 and 2π .
Then, the rays of each cluster are generated accord-
ing to the distribution of the AoA or AoD and their
angular spread. For example, at 28 GHz featured in the
first row of Table XI, one can uniformly generate the
mean AoD, ϕ̄AoD ∼ U [0, 2π ], while the specific rays
within the same cluster can be exponentially distributed
(Exp) with a mean of ϕ̄AoD and standard deviation of
σAoD
ϕ ∼ Exp(10.2◦). Similarly, observe for 60 GHz in

row 2 that after generating a uniform distribution (U)
with a mean AoD obeying ϕ̄AoD ∼ U [0, 2π ], the rays
within this cluster will be distributed around that mean
angle by obeying a Laplacian distribution of σAoA

ϕ = 22.2
spread in NLOS office scenario. More recently, Samimi
and Rappaport generated in [72] and [210] the mean AoD
and AoA spatial lobes based on a uniform distribution for
the azimuth angles and with a normal distribution for the
elevation angles. In both of these contributions the MPCs
have a normally distributed AoD and a Laplacian AoA
distribution.

• Temporal Characteristics: The root mean square RMS
delay spread στ , which is also referred to here simply as
delay spread (DS), is based on the delay of all rays within
each cluster. It is the most salient statistical parameter
used for characterizing the time dispersion, as illustrated
in Figures 18 and 23. It also indicates the time difference

between the first and last MPCs. The delay spread of the
60 GHz frequency band was studied in [14], [27], [44],
[66], [67], [124], [141], [178], and [215] demonstrating
that the delay spread is on the order of a few nano-
seconds, as shown in Table XII. Choi et al. [66] assumed
to have a negative-exponential distribution of 1

στ
e−λτ τ

στ ,
with a fitting parameter of λτ = 3 used for accurately
matching the negative-exponential distribution to the cor-
responding measurements. Soma et al. [61] classified
the channel into three categories shown in Table XII:
hostile, moderate and benign, according to the environ-
ment’s blockage. It is then shown that at the LMDS band
sites associated with more hostile blockage have longer
delay spreads. Furthermore, as expected, the NLOS delay
spreads in Table XII are observed to be longer than those
of the LOS scenarios, since the LOS components arrive
with a reduced delay owing to their shortest paths. At
38 GHz, it was reported by Rappaport et al. [39] that the
DS at a fixed location is improved, as the directivity of
the antennas increases, which is indeed expected due to
excluding the long-delay path arriving from wide angles.
Here, the authors added that the DS is less than 20 ns
for more than 80% of the NLOS cases. Upon considering
the relationship between the PL and στ , at 60 GHz it was
found by Geng et al. [44] that the DS στ is exponentially
proportional to the path-loss PL, which is formulated as
στ ∼ ePL, whilst at 28 GHz their relation is found to be
linear by Soma et al. [61], obeying στ [ns] = c1+c2PL[dB],
where c1 and c2 are constants that represent their linear
relation.
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TABLE XI
THE CLUSTER’S AOA AND AOD ANGULAR SPREADS IN THE 28, 60 AND 73 GHZ BANDS. THE NOTATIONS N (θ̄ , σ ) AND Lap (ϕ̄, σ ) REFERS

TO THE NORMAL DISTRIBUTION AND LAPLACIAN DISTRIBUTION WITH MEAN θ̄ AND STANDARD DEVIATION σ , RESPECTIVELY. THE

ACRONYMS CM1.4, CM4.2, CM7.2 AND CM9 REFERS TO THE IEEE802.15.3C SCENARIOS [14]. THE // NOTATION IS USED

TO AVOID REDUNDANCY OF THE PREVIOUS ROW VALUE

TABLE XII
RMS DELAY SPREAD VALUES OF 28 GHZ, 38 GHZ AND 60 GHZ

FREQUENCY BANDS. THE MEAN AND MAX VALUES OF THE THIRD

ENTRY ARE EXPRESSED AS (MEAN στ , MAXIMUM NLOS). KAU-11
AND COL1-5 REFERS TO THE MEASUREMENT LOCATIONS REPORTED IN

[57] AT KAUFMAN BUSINESS SCHOOL (17M HIGH ABOVE GROUND

LEVEL) AND COLES RECREATIONAL CENTER (7M HIGH ABOVE GROUND

LEVEL), RESPECTIVELY

• Cluster Power: The power term ρncl in (21) represents
the specific portion of the total power Pt assigned to
each cluster. The cluster-power generally represents the
received power of the ncl-th cluster, which changes rel-
atively slowly over time. In mmWaves systems, the
per-cluster power decays with the cluster delay τncl , which
was characterized by a certain cluster decay factor �c

in [7], [14], [141], [170], [175], and [215]. El Ayach et al.
used in [8] equal power distribution for all clusters asso-

ciated with ρncl =
√

Pt
Ncl

under having a unity power of
Pt = 1. On the other hand, at 28 GHz and 73 GHz,
Akdeniz et al. followed in [7] the power generation tech-
nique of 3GPP [169], where the cluster-power depends
on the delay distribution and shadowing effects: charac-

terized by ρncl = e−τncl
rτ−1
rτ στ︸ ︷︷ ︸

1

.10
−Zncl

10︸ ︷︷ ︸
2

, where the first term

represents the received power of the cluster at delay τncl ,
σ τ is the DS and the delay distribution has a propor-
tionality constant of rτ , while the second multiplicative
term represents the shadowing effect, and the path-loss is
included in the channel gain.

The parameter αncl,p(t) of the p-th ray in thencl-th cluster
of (21) represents the rapidly-fluctuating small-scale fading
in terms of its instantaneous complex gain and its expres-
sion reflects both the operating frequency and the propagation
environment. For example, Akdeniz et al. followed in [7]
the 3GPP model, where the value of the large-scale fad-
ing parameter ρncl is considered in the PL that in turn
is used for characterizing the complex gain formulated as
αncl,p(t) = ᾱncl,pej2π fdcos(wncl,p)t. The instantaneous complex
gain ᾱncl,p is defined as a random variable with a normal
distribution NC ∼ (0, ρncl 10−0.1PL), and fd is the maximum
Doppler shift due to the communicating nodes’ mobility and
wncl,p is the AoA of ray p in cluster ncl with respect to
the direction of movement. Furthermore, the general complex
gain of the specific cluster ncl of the Ncl clusters is reported
by Rangan et al. [82] without separately considering each
ray’s characteristics and the channel response is expressed as
h(t) =∑Ncl

ncl
αncl(t)e

j2π fdcos(φ̄ncl )t, where αncl(t) is the slow gain
variation of cluster ncl, while φ̄ncl is the cluster’s mean AoA.
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Fig. 24. Design considerations for mmWave channel models.

Rangan et al. [82] justified the slow varying nature of αncl(t) by
reporting that the angular spread of all the clusters is typically
small and varies slowly with time.

In a nutshell, the above spatio-temporal characteristics
extracted from channel measurements or from extensive RT
simulations depend on the specific mmWave frequency band.
In order to rely on these characteristics, multiple factors should
be taken into consideration. Furthermore, these mmWave
systems exhibit different design requirements from those of
classic low-frequency wireless systems owing to their high
attenuation and sparse scattering nature. Both of these con-
cerns are discussed in the following section, with a view to
assist system designers in their efforts.

IV. DESIGN GUIDELINES

In this section we present the main requirements to be sat-
isfied for constructing a mmWave channel model, followed by
the architecture

of mmWave systems. Then we discuss the associated system
architecture and antenna design considerations in mmWave
communications, followed by the link budget analysis of a
mmWave network.

A. Channel Model Considerations

The channel effects were resembled to the specific symp-
toms of a disease in [226], where understanding the symptoms,
namely the propagation characteristics leads to an effec-
tive treatment and a high-integrity communication system.
Likewise, at mmWaves understanding the channel characteris-
tics and recognizing their differences with respect to the lower
frequency bands is essential for a successful system design.
The propagation characteristics of mmWaves were discussed
in Sections II and III, where the key observation was that we
experience a sparse CIR and a high attenuation. Hence, any
future system should be designed by taking into consideration
these limitations.

In order to simulate a mmWave system operating in a
given frequency band, rigorous measurements of the different
channel characteristics should be taken into account by the

channel model. As shown in Figure 24, creating the mmWave
simulation channel depends on three key points:

• Identify the system environment: The building blocks
of a mmWave system commences with identifying the
system’s nature, such as an indoor system (e.g., WPAN,
WLAN), outdoor system (e.g., cellular, D2D) and indoor-
outdoor system (e.g., WLAN-cellular interface), etc.

• Distinguish the simulated scenario: For example, an
indoor scenario could be a WLAN, WPAN or indoor fes-
tival, while an outdoor system could be a UMi, UMa or
backhaul.

• The operating frequency: This is the most important
parameter, since the propagation characteristics differ
from one frequency band to another even within the
mmWave spectrum.

The availability of channel parameters extracted from exten-
sive measurement campaigns is essential in order to carefully
characterize a specific system. Based on these system settings,
the channel model may be constructed according to the chosen
scenario. The spatial and temporal characteristics that repre-
sent the large-scale and small-scale fading attributes for both
LOS and NLOS environments are widely available for diverse
frequency bands, such as the 28 GHz, 38 GHz, 60 GHz and
72 GHz bands.

To elaborate a little further, the steps towards constructing
the mmWave channel model used in this thesis are presented
in Figure 25, which is based on the 3GPP channel model
generation detailed in [7], [169], and [210]. Each of the
channel models proposed in Section III-A have their unique
construction steps. As shown in Table V, the propagation
characteristics are described by two key parameter sets, the
large-scale fading and the small-scale fading. The steps to be
followed for generating the mmWave channel model based on
both fading types are presented in Figure 25. The first building
block of generating any channel model is represented in Step 1,
where it is essential to identify the indoor or outdoor scenario
type, the operating frequency (e.g., 28 GHz, 38 GHz, 60 GHz
and 72 GHz) as well as the transmitter and receiver antenna’s
configurations (e.g., directionality and polarization). Next, in
Step 2 the LOS or NLOS environment is decided, bearing in
mind that the channel parameters of Table I differ substantially.
Next, in Steps 3 and 4, the large-scale parameters are taken
into consideration, namely the received power, the total num-
ber of clusters, the angular spread and the delay spread, based
on the PL model employed and the model’s angular as well
as temporal characteristics. Having acquired the large-scale
parameters of the channel, the small-scale fading parameters
can be generated. In Steps 5, 6 and 7, the per-cluster fea-
tures are determined, more specifically the per-cluster power,
the number of MPCs in each cluster and the power asso-
ciated with each MPC, respectively. Afterward, the angular
and temporal attributes of all MPCs, namely the AoD, AoA
as well as the MPCs’ delays are obtained in Steps 8 and 9.
In Step 10, the transmitter and receiver antenna polarization
characteristics are extracted. By now, all parameters required
for generating the mmWave channel are ready, hence the CIR
coefficients can be generated in Step 11, based on, for instance,
the IEEE 802.15.3c channel model of (23), IEEE 802.11ad
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Fig. 25. Steps needed to generate the mmWave channel model. The acronyms used in this figure are defined as follows. Urban Macro (UMa); Urban
Micro (UMi); Line-of-Sight (LOS); Non-Line-of-Sight (NLOS); Path Loss (PL); MPCs; Angle-of-Arrival (AoA); Angle-of-Departure (AoD); Vertical (V)
and Horizontal (H) Polarization; Mobile and wireless communications Enablers for the Twenty-twenty Information Society (METIS) project; Task Group 3c
(TG3c); TASK Group ad (TGad); Mobile Broadband (MMB).

of (24) or that of the general clustered multi-path represen-
tation in (26), followed by applying the losses imposed on
each MPC.

B. System Design Considerations

The challenge of mmWave system design is to construct
a system capable of successfully communicating over the
mmWave channel, despite its high PL and sparse scatter-
ing. Wireless communications at mmWaves is constrained
by many limitations, such as its propagation characteristics
discussed in Section II. However, diverse techniques can
be employed for mitigating the effects of these limitations,
such as applying beamforming and reducing the cell size. In
Figure 26, we show the main techniques, their limitations and

performance improvements, application scenarios and future
work on mmWaves. Any design should take these different
aspects into consideration. In what follows, we present the
main considerations and potentials of mmWaves.

• Beamforming: To overcome the high path loss, and
thereby to enable wireless link establishment at
mmWaves, having at least one end equipped with beam-
forming capability is imperative, employing at least one
antenna array associated with a large number of antennas.
The beamforming, shown in Figure 26 and Figure 27,
is generally applied by focusing the transmitted sig-
nal towards the receiver or towards the best arriving
MPC, while suppressing other weaker paths, which can
be achieved via DBF, ABF, or combined hybrid tech-
niques known as HBF techniques [84]. Further insights
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Fig. 26. mmWave Technology available techniques, pros and cons, scenarios and future work.

on beamforming techniques conceived for mmWaves are
provided in the following section.

• Massive MIMO: Owing to the ability of stacking a
large number of AEs in relatively small areas, even at
mobile devices, the concept of massive MIMOs [81]
can be flexibly introduced, which is capable of substan-
tially enhancing the spectral efficiency without any extra
bandwidth and power consumption [227].

• Small Cells: Another essential technique of combat-
ing the high attenuation and path loss at mmWaves is
to shrink the cell-size, yielding the small cells seen
in Figure 26. This can limit the signal attenuation as
well as increase the overall capacity. Shorter commu-
nication distances are essential for mmWaves systems,
such as the mobile broadband [12], [15], [37], [38],
[41], [82], [109] as well as indoor WPAN and WLAN
networks [11], [14], [27], [83].

• Wideband Techniques: Despite the fact that the mmWave
channel imposes only low delays on the order of nanosec-
onds, the huge available bandwidth requires a high
sampling frequency, which is at least twice the band-
width [5]. This requirement imposes a high time dis-
persion in terms of the number of samples, although
many of them are small, hence resulting in the so-called
sparse scattering. Furthermore, due to the huge band-
width available at each of the mmWave bands, their

frequency components experience independent fading,
which leads to frequency-selective channels. As a solu-
tion, employing wideband techniques, such as Orthogonal
Frequency-Division Multiplexing (OFDM), Multi-Carrier
Code Division Multiple Access (MC-CDMA) [1], [228],
are of high importance, as shown in Figure 27. Shown
in Figure 26 multiple modulation techniques used for
mmWaves. Indeed, using OFDM at mmWave frequencies
has numerous advantages, hence it is already deployed
in IEEE802.15.3c [14] for WPAN and also considered
for other systems, as detailed in [30], [43], [81], and
[229]–[231]. However, OFDM suffers from high PAPR
and it is sensitive to phase noise, hence leading to less
efficient linear class-A power amplifiers, which thereby
degrade the overall performance of the system. An alter-
native technique is to opt for single carrier (SC) modu-
lation [81], [93], [232], [233] combined with frequency
domain equalization (FDE) to mitigate the ISI caused by
the frequency selective channel, since SC-FDE tolerates
power-efficient nonlinear amplifiers and it is also tolerant
to phase noise [234].

• Modulation Techniques: Nonetheless, less complex mod-
ulation techniques may be considered, such as frequency
shift keying (FSK), amplitude shift keying (ASK), on-
off keying (OOK) and pulse position modulation (PPM),
as discussed by Daniels et al. [93]. Another beneficial
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Fig. 27. Design considerations for mmWave systems, which characterize the “Signal Processing” entrance to the “mmWave Technology” roundabout of
Figure 2.

technique is constituted by constant-envelope OFDM
(CE-OFDM) [81] combined with other near-CE tech-
niques, such as the near-CE technique discussed in [232]
relying on a null cyclic prefix SC (NCP-SC). In CE
techniques the input symbols are phase modulated in
order to avoid the high PAPR requirement of OFDM
and to relax the linearity requirement of the Power
Amplifiers (PAs), especially for systems associated with
large antenna arrays. Furthermore, another modulation
technique referred to as antenna subset modulation
(ASM) was advocated in [235], which is based on gener-
ating the phase and amplitude components of the signal
by manipulating its far-field pattern with the aid of
switches for choosing a group of activated AEs from the
full set of the antenna array, which is capable of achieving
an improved array gain.

• Duplexing Techniques: The relevant duplexing techniques
have not been widely discussed in the literature. At this
early stage, time division duplexing (TDD) is deemed
to be the best option for mmWave [82], [232], which is
also compatible with massive MIMOs, since the downlink
transmitter can exploit the channel estimate of the co-
located receiver for transmit pre-processing [38], [236].
However, lately the huge bandwidth of the mmWave
frequency bands has deviated some of the attention
towards frequency division duplexing (FDD) [177].

• Multi-User Grouping: Many contributions have
lately considered user grouping in Multi-User (MU)
systems [176], [229], [230], [237], [238], which is
particularly beneficial at mmWaves due to their high
attenuation that restricts the coverage area and to

counteract the sparse multipath scattering. In this case,
some of the users receiving a cluster from the same
reflecting objects would share the same second-order
spatial characteristics and hence maybe considered as
one group [177].

• MIMO techniques: There is no constraint on using
any of the existing MIMO techniques for mmWaves.
However, the unfavorable propagation characteristics of
the mmWaves should be taken into account. For instance,
beamforming relying on directional antenna configura-
tions is a key enabling technique for mmWave systems
employing any MIMO technique for the sake of achieving
performance enhancements. This facilitates the concept
of multifunctional antenna arrays (MFAA), which are
capable of simultaneously achieving different MIMO
gains, such as diversity, multiplexing and beamforming
gains [229]–[231], [239]–[243].

• HetNets: Due to their limitations, mmWave systems will
only be employed for small cells combined with other
existing wireless technologies in the form of heteroge-
neous networks [82], [181].

To expound a little further on the aforementioned MIMO
techniques, MIMO systems have different requirements at the
mmWave band from those in the sub-6 GHz band, as presented
in Table XIII. For instance, the Space-Time Coding (STC)
MIMO class can provide the system with diversity gains,
which can enhance its integrity, especially in NLOS scenarios.
By contrast, the achievable capacity of a MIMO system can be
enhanced by employing Space-Division Multiplexing (SDM).
On the one hand, in the benign sub-6 GHz band, the bandwidth
is rather limited and hence expensive. Hence, the employment
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TABLE XIII
THE DIFFERENCE BETWEEN MMWAVE AND SUB-6 GHZ

MIMO TYPES CONSIDERATIONS

of sophisticated SDM techniques is beneficial for increasing
the transmission rate. On the other hand, in the mmWave band
having substantial bandwidth relaxes the importance of SDM.

Explicitly, at mmWaves increasing the diversity gains or
the rates is not as important as the BF gain, by virtue of the
band’s high PL. Hence, BF techniques are beneficial in the
sub-6 GHz band, but they are considered as key enabling tech-
nologies in the mmWave band. Furthermore, BF can also be
utilized at mmWaves for multi-user communications and can
be conceived with Space-Division Multiple Access (SDMA)
to separate the data streams of different users.

As discussed in Section II-A, employing directional trans-
missions at mmWave frequencies would indeed provide signif-
icant gains and in this section we provided a list of mmWave
system design considerations, where beamsteering is an essen-
tial aspect, as shown in Figure 26. Therefore, in this section
we describe how to achieve these gains using beamforming.
Explicitly, directional transmission have to be used at mm-
wave frequencies relying on antenna arrays, with the aid of
beamforming. Naturally, the directionality of an antenna array
depends on the number of array elements [244]. Explicitly,
more elements results in the formation of narrower beams
with all the signal energy concentrated in a particular direc-
tion improving the directionality of the antenna array [244].
Thus, the antenna design plays a salient role in achieving
the required beamforming gain, and hence in the next sec-
tion we discuss the antenna design considerations of mmWave
communications.

C. Antenna Design Considerations

Again, beamforming gains are derived using an antenna
array, constructed several antenna elements (AEs) that can be
placed obeying different geometries. The distance between the
different antenna elements plays an important role in terms of
the gain as well as directionality of the beam. In this section
we briefly discuss the associated antenna design guidelines
such as the type of antenna arrays, array gain and beamwidth.

1) Antenna Arrays: A typical linear antenna array is shown
in Figure 28, which portrays the departing and arriving rays at
the antenna arrays of the Tx and Rx, with φTx and φRx being
the angle of departure and angle of arrival.

Electronically steered antenna arrays constitute key enablers
of directional communication and at mmWaves can be densely

Fig. 28. Outgoing and incoming signal rays of the p-th ray in the ncl-th cluster
at both Tx and Rx ULA antennas. Both arrays have separation distances dTx
and dRx and corresponding departing and arriving angles φTx and φRx . The
distance differences �d between rays of the same ULA possess a specific
progressive phase difference according to the antenna element position.

packed in compact spaces compared to the sub-3 GHz band
due to their shorter wavelength [38], [46]. Figure 29 shows the
uniform linear array (ULA), the uniform planar array (UPA)
and the uniform circular array (UCA).

Firstly, the ULA shown in Figure 29(a) has uniformly-
spaced antenna elements (AEs) along one dimension with an
inter-element separation of d, where the AF of the ULA oper-
ating at a carrier frequency of f and wavelength of λ is given
by [244]:


ULA(θ, ϕ) = [1, . . . , ejm 2π
λ

dx sin(ϕ), . . . ]T , (28)

where mx is the index of an AE and 0 ≤ mx ≤ Nx − 1.
In a ULA, either the elevation or the azimuth perspective is
considered, since it is a one-dimensional antenna array. The
ULA was used for mmWaves in [8], [38], and [46]. Secondly,
the UPA is a two-dimensional antenna array associated with
AF [244], [245] given by:


UPA(θ, ϕ) = [1, . . . , ej[mx�x+ny�y], . . . ]T , (29)

where we have: {
�x = 2π

λ
dx sin(θ) cos(ϕ)

�y = 2π
λ

dy sin(θ) sin(ϕ)
, (30)

given that �x and �y indicate the horizontal and vertical
components of the antenna array. In the UPA antenna array,
shown in Figure 29(b) relying on N = NxNy antennas, the
AE indices mx and ny at the x-axis and y-axis are bounded as
1 ≤ mx ≤ Nx − 1 and 1 ≤ ny ≤ Ny − 1, where Nx and Ny are
the number of columns and rows of the UPA associated with
dx and dy inter-element separation distances, respectively. This
type of antenna arrays is preferable for mmWaves, since it can
accommodate more AEs within small area at both the mobile
station (MS) and the base station (BS) [38], [46]. It also facil-
itates beamforming in an extra dimension, which results in the
3D-beamforming [8]. Finally, a UCA antenna array associated
with Ncr antennas has its AEs evenly distributed in a circular
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Fig. 29. Antenna array geometries (a) ULA (b) UPA and (c) UCA.

geometry with a uniform separation angle ϕncr as shown in
Figure 29(c). The AF of UCA is given by [244], [245]


UCA(θ, ϕ) = [ . . . , ej 2π
λ

R sin(θ) cos(ϕ−ϕncr ), . . . ]T , (31)

where ϕncr = 2π
Ncr
(ncr − 1) under the constraint of 1 ≤ ncr ≤

Ncr.
There are other important steerable antenna types, like Lens

Antennas [246] and Leaky-Wave antennas [247], which are
not discussed here. We discuss the ULA in this paper as an
example to show how antenna gains can be achieved. With
the aid of the aforementioned arrays, it becomes possible to
achieve the required beamforming gain by appropriately plac-
ing the antenna elements. Thus, the achieved gain can help
mitigate the high propagation losses encountered at mmWave
frequencies. In the next subsection, we will discuss how to
obtain the required gains for transmission from an antenna
array.

2) Antenna Array Gain: In this section, we present the rudi-
mentary concepts of array gain, since it is of salient importance
to understand the gains needed for compensation of the losses.
However, there are other design aspects such as mutual cou-
pling, directivity, polarization, antenna bandwidth, etc which
are not considered here, since they are beyond the scope of
this paper. Owing to the high propagation losses incurred at
mmWave frequencies, employing large antenna arrays is seen
as a promising technique of compensating for the losses. The
AEs are placed at a separation of λ/2 and they are fed with
appropriately phased signals to form beams, where the signal
energy is concentrated in the desired direction.

In this section, we provide the derivation of the antenna
array gains. We also analyze the directionality and beamwidth
obtained for different number of antennas. We focus our anal-
ysis mainly on linear antenna arrays, since the UPA and UCA
constitute extensions to linear arrays.

Consider a wavefront crossing a linear antenna array having
N AEs at an angle θ , as shown in Figure 30. The wave arriving
at AE 1 travels an extra distance of (d cos θ) with respect to the
second element (AE 2), thus resulting in a phase difference of(

2π
λ

d cos θ
)

between the two. Similarly, the phase difference

between the first and the Nth AE is
(
(N − 1) 2π

λ
d cos θ

)
.

Fig. 30. Signal passing through the array with N antenna elements (AE) at
an angle θ .

The response vector and the array factor8 for such an array
configuration is given by [244]:

ar = [1 ejψ ej2ψ . . . ej(N−1)ψ ], (32)

AF = a0 + a1ejψ + . . .+ aN−1ej(N−1)ψ , (33)

ψ = (2π/λ)d cos θ + β = kd cos θ + β, (34)

where a0, a1, . . . , aN−1 are or voltage levels of the array [248],
d is the spacing between the antenna elements and β is the
excitation phase of the array, which is induced by the source
due to the phase changes imposed on the currents passing
through the array [244], [248]. Furthermore, k is the wave-
number equal to 2π

λ
, which is a measure of the number of

cycles in the wave present in one meter of distance and ψ is
often termed as the wave-number variable which depends on
the wave-number k.

For ULA, we have a0 = a1 = . . . aN−1 = 1 and the array
factor for such an array using (33) is given by [244]:

AF = 1 + ejψ + . . .+ ej(N−1)ψ

= ej (N−1)
2 ψ

[
ej N

2 ψ − e−j N
2 ψ

ej N
2 ψ − e−j N

2 ψ

]

= ej (N−1)
2 ψ

[
sin(N

2ψ)

sin( 1
2ψ)

]
, (35)

assuming that the center of the antenna array is the reference

point, when we get AF =
[

sin( N
2 ψ)

sin( 1
2ψ)

]
.

The direction, where the radiation or the gain of the
antenna array is zero, is referred to as a null. The nulls
of the array occur at θn = cos−1

(
λ

2πd (−β ± 2n
N π)

)
, where

n = 1, 2, 3, ...; ∀n 
= N, 2N, ... The maximum gain of the
antenna array occurs at θm = cos−1

(
λ

2πd (−β ± 2mπ)
)
, where

8In antenna design, array gain is usually expressed in terms of array fac-
tor, where AF is a linear scale while array gain is the AF expressed in
decibels (dB).
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Fig. 31. Array gain obtained at different angular directions, the first null
(zero gain) is seen at 60◦ while first maximum is seen at 0◦.

Fig. 32. Array gain with N=2, 4, and 10 antenna elements.

m = 0, 1, 2, ... The AF for N= 4 antenna elements at λ/2-
spacing with zero excitation phase is shown in Figure 31. The
first null in Figure 31 occurs at 60◦, while the first maximum
occurs at 0◦. The directivity of an antenna array is defined as
its radiation intensity in the direction of its strongest emission
with respect to an isotropic antenna array, which transmits
uniformly in all directions.

As the number of antenna elements increases, narrower
beams are formed, which increases the directionality of the
array. The array gain for different number of AEs at λ/2 spac-
ing is shown in the Figure 32. It is interesting to see from
Figure 32 that the mainbeam lobe of the array having N = 2
antenna elements is wider and spans from 140◦ to 230◦ while
the mainbeam lobe of the array with N=4 AEs spans from
150◦ to 205◦. Similarly, the mainbeam lobe of an N=10 ele-
ment array is narrower than that of 2 and 4 element antenna
arrays as shown in Figure 32.

For better understanding of the beam patterns, polar plots
of the radiation pattern are shown in Figure 33. It is clear
from Figure 33 that the radiation pattern of the mainbeam
lobe becomes narrower as the number of AEs increased from
N= 4 to N= 10. Figure 33(a) and Figure 33(b) correspond to

the array gains obtained in Figure 32 for N= 4 and N= 10
antenna elements.

Another important factor that affects the mainbeam lobe is
the spacing between the antennas. As the spacing between
the AEs increases from λ/2 to λ, side lobes are observed as
shown in the Figure 34(c), for AE spacing of λ. To elaborate,
grating lobes are the mainbeam lobes in the undesirable direc-
tions, which are formed because of the over-sampling and the
repetition of the AF values in the region −kd ≤ ψ ≤ kd,
when kd > π [248]. Grating lobes are unnecessary for beam-
forming in cellular communications and indeed, they can be
avoided by maintaining a reduced space between the antenna,
i.e., d < λ/2. Also seen in Figure 34(a) that, when the spac-
ing between the AEs is decreased from λ/2 to λ/16, the
beam becomes wider, resulting in a loss of directionality.
Figure 34(b) shows that when the spacing between AEs is
λ/2, no side lobes are observed and maintains directionality.

Furthermore, it is of seminal importance to understand the
beamwidth of the signal with different AEs. The half-power
beamwidth is defined as the angular separation of radiation
from the main lobe to half the power of the main lobe, i.e.,
-3dB from the main lobe. Twice the half-power beamwidth is
referred to as the 3dB beamwidth. beamwidth for a uniformly
linear antenna array steered towards the desired direction θo

is obtained by linearizing the wave-number variable ψ about
θ = θ0, which is given by [248]:

�φ3dB = 1

kd sin θo
�ψ3dB for 0◦ < θ < 180◦

= 2

√�ψ3dB

kd
for θ0 = 0◦ and 180◦, (36)

where �ψ3dB is the beamwidth at broadside, and it is equal
to 0.886 2πb

N . Furthermore, ‘b’ is the broadening factor, and it
depends on the type of the window and the attenuation of the
sidelobe level.

In Figure 35, the beamwidth of different number of AEs
steered at different directions is shown. As shown in Figure 35,
that as the beam is steered from 0◦ to 90◦, the beamwidth
decreases. The beamwidth also depends on the angle at which
the signal impinges on the array [244]. Upon increasing in the
number of AEs in an array, the beamwidth decreases in the
desired direction. In other words, the beamwidth of an array
depends both on the number of AEs and on the steering angle.

Depending on the space available for the array and on the
gain requirements of both the base station and of the mobile
station, it is important to opt for the appropriate type of
antennas to be employed. Having considered the beamform-
ing gains, let us now discuss in the next section the number
of antennas required for compensating the path-loss with the
aid of the link budget.

D. Link Budget Analysis

To establish a communication link between a transmitter
and a receiver, it is important to carefully adjust the trans-
mit power and the received power required at the receiver for
maintaining the desired data rate for a given channel, given a
certain thermal noise level at the receiver. This power analy-
sis is required for establishing a link which relies on the link
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Fig. 33. Polar plots representing the beamwidth of 4 and 10 antenna elements.

Fig. 34. Polar plots representing the beam patterns at λ/16, λ/2, and λ spacing between antenna elements.

Fig. 35. Beamwidth vs number of AEs at different desired angle of
departures.

budget. The link budget of a communication system depends
mainly on the base station’s and the mobile station’s specifica-
tions, such as the transmit power, antenna gain, signal-to-noise
ratio (SNR) and the required throughput of the link.

A link budget for a typical uplink and downlink in mmWave
communications is shown in the Table XIV [41]. For the down-
link scenario of Table XIV, a 28 GHz carrier is chosen with

TABLE XIV
LINK BUDGET FOR A TYPICAL MMWAVE COMMUNICATION SYSTEM [41]

a base station transmit power of 40 dBm [41]. Using the path
loss model in (17), which best fits for the 28 GHz commu-
nication system as described in Section III-D the propagation
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loss for over 0.5 km distance using (17) in a LOS environment
(np = 2) with an average shadowing loss of 20 dB is 115.32
dB. Our aim is to achieve a data rate of 3.1 Gbps in a 0.5 GHz
bandwidth. In this scenario, authors of [249] has demonstrated
using system level simulations that a data rate as high as 7.5
Gbps can also be achieved. For successful establishment of
the link at a 3.1 Gbps throughput, using Shannon’s channel
capacity [250], it requires 15.69 dB of SNR. However, the
gain times bandwidth product of the RF components at such
high frequencies is still low at the time of writing [82]. Hence
owing to the other system losses such as the power dissipa-
tion of the circuitry, ADC/DAC, impedance mismatch, etc an
additional 6 dB loss is considered. Hence a total of 21.69
dB SNR is required to establish this link. Hypothetically, we
assume a noise figure of 7dB [251], and a thermal noise9 of
-174 dBm/Hz. We also assume 12 dBi of receive antenna gain.
Assuming 12 dBi gain at the mobile station is realistic, since
it can be achieved by a four element array with 6dBi gain for
each individual element using patch antennas.

With these values in Table XIV and using (17) in Pt =
Gt + Gr + PL, the base station has to have an antenna gain
of around 25 dBi. We assume the gain of an antenna element
at the base station to be 10dBi [41] since a low gain antenna
would provide higher steering capability and minimal power
leakage to side lobes [252]. Accordingly, we would need
around 15 dBi additional gain to achieve a rate of 3.1 Gbps.
The total gain of the antenna array having d = λ/2 spacing
is Gantenna = (ηGelementN), where η characterizes the capabil-
ity of the antenna array to steer the beam only in the desired
direction. On a dBi scale, we can view the gain of Gantenna as
the sum of the gains obtained by the array and the element as:

Gantenna(dBi) = 10 log η + Gelement(dBi) + Array Gain(dB).

(37)

Therefore, an additional 15dBi gain is derived from the
array. To obtain 15dBi gain from the array with η = 1,
we would need 1015/10 ≈ 32 antenna elements. However,
in practice η 
= 1, since there would be a non-negligible
power (radiation) in other directions, particularly during steer-
ing. In other words, it is impractical to have narrow pencil
beam so as to achieve the maximum attainable gain from
antenna arrays. For a high-integrity, more than 32 antenna ele-
ments are required, depending on the directivity of the array.
Figure 36 shows the array gain at three different efficiencies.
For η = 0.75, around 40 antenna elements are required to
obtain an array gain of 15dBi and for η = 0.5, as many as
60 antenna elements are required.

Similarly, the receive antenna gain of 12 dBi in Table XIV at
the mobile station can be derived using a four antenna element
array with an element gain of 6dBi.

As we go increase the frequency from the microwave
frequencies to the millimeter wave frequencies, the availability
of bandwidth to meet the data requirements of the mobile users
increases significantly. However, the price to pay is that, there
is a significant propagation loss associated with the frequencies

9Thermal noise is 10 log(1000 KT)dBm, where K = 1.38064852 × 10−23

is the Boltzmann constant and T is the room temperature in kelvin = 300.

Fig. 36. Array gain for different number of antenna elements at η =
1, 0.75, and, 0.5.

Fig. 37. Received power at different frequencies at a transmit power =
40 dBm.

as shown in Figure 37. Upon doubling the frequency, there is
a 6dB loss in the link budget, for a given antenna gain. The
dip at 60 GHz is because of the oxygen absorption. Therefore,
60 GHz frequency is not suitable for outdoor environments.

One way to overcome the propagation loss is by using
beamforming with the aid of antenna arrays as discussed in
the above section. Owing to the fact that at millimeter wave
frequencies the spacing between the antennas becomes small,
a large number of antenna elements can be employed at the
base station to achieve high gains using beamforming.

To have a better understanding of how many antennas
are required at the base station, we consider again the link
budget summarized in Table XIV, for a spectral efficiency
of 6.2 bps/Hz at different frequencies. Figure 38 shows the
number of antenna elements required for compensating the
path loss at different frequencies. These values at different
frequencies are obtained using similar analysis to that dis-
cussed for 28 GHz. Because of the high propagation losses at
high frequencies, there is an exponential growth in the number
of antenna elements required. For example, at 78 GHz, for a
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Fig. 38. Number of antenna elements required to compensate for the path
loss versus the carrier frequency.

Fig. 39. Downlink received power verses cell radius at frequencies of 28,
38, 57, 60, 64 and 78 GHz at the transmit power of 40dBm.

500 meter cell radius, a few hundred antennas are needed to
compensate for the path loss.

Apart from shadowing, mmWave communications also suf-
fer from other losses, such as oxygen absorption, foliage
attenuation, and rain-induced fading, and other factors as
discussed in Section II.

The power received at the MS at different distances for var-
ious frequencies is shown in Figure 39. It is interesting to
investigate the path loss associated with the distance so as to
determine the coverage area and the number of antenna ele-
ments required for beamforming in order to increase the cell
area. Observing from Figure 39, that 57, 60, and 64 GHz
have relatively high attenuation due to the oxygen absorp-
tion and they are not suitable for outdoor environments.
Similarly, 78GHz has relatively high propagation loss than 28,
and 38GHz. However, the deployment of a carrier frequency

Fig. 40. Number of antenna elements required for different cell radii to
achieve spectral efficiency of 6bps/Hz at 28, 38, 57, 60, 64 and 78GHz.

also depends on the beamforming gain required for compen-
sating the path loss. Figure 40 shows the number of AEs
required for achieving a spectral efficiency of 6bps/Hz at
various frequencies for different cell radii.

It is evident from Figure 40 that for 60GHz hundreds
of antennas are required to compensate for the losses due
to attenuation using BF. The carriers of 57 GHz, 60 GHz
and 64 GHz, are more suitable for indoor environments, as
employed in IEEE802.11ad, whereas for 28 GHz, and 38 GHz
using less than hundred antennas, a cell radius of 600 meters
can be achieved. Although 78 GHz necessitates few hundreds
of antennas to cover the cell radius of 600 meters, given
the flexibility and the size of the antennas, this may still be
feasible.

V. CONCLUSION

In this paper, we reviewed the salient mmWave propagation
characteristics, including the free-space path loss, atmospheric
attenuation, rain and foliage attenuation, material penetra-
tion and other propagation factors. We then reviewed the
mmWave channel models and discussed the mmWave com-
munication systems’ requirements, and challenges. Finally,
we provided an overview on the relevant design guidelines,
such as system antenna design considerations followed by
the rudimentary link budget analysis of mmWave communi-
cations, where we explored the minimum required number of
antennas in order to achieve a specific data rate, such as for
example 3Gbps.
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