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Adaptive Bitrate Selection: A Survey

Yusuf Sani, Andreas Mauthe, and Christopher Edwards

Abstract—HTTP adaptive streaming (HAS) is the most recent
attempt regarding video quality adaptation. It enables cheap and
easy to implement streaming technology without the need for a
dedicated infrastructure. By using a combination of TCP and
HTTP it has the advantage of reusing all the existing technologies
designed for ordinary web. Equally important is that HAS traffic
passes through firewalls and works well when NAT is deployed.
The rate adaptation controller of HAS, commonly called adaptive
bitrate selection (ABR), is currently receiving a lot of attention
from both industry and academia. However, most of the research
efforts concentrate on a specific aspect or a particular methodol-
ogy without considering the overall context. This paper presents
a comprehensive survey of the most significant research activities
in the area of client-side HTTP-based adaptive video streaming.
It starts by decomposing the ABR module into three subcom-
ponents, namely: resource estimation function, chunk request
scheduling, and adaptation module. Each subcomponent encap-
sulates a particular function that is vital to the operation of an
ABR scheme. A review of each of the subcomponents and how
they interact with each other is presented. Furthermore, those
external factors that are known to have a direct impact on the
performance of an ABR module, such as content nature, CDN,
and context, are discussed. In conclusion, this paper provides an
extensive reference for further research in the field.

Index Terms—HTTP adaptive streaming, adaptive bitrate
selection, rate adaptation.

I. INTRODUCTION

IDEO streaming over data networks has been addressed
Vas a research topic since the 1980s. In the early 1990s,
video started to be transmitted over the Internet [1]. Since
then, both the quality of the content and the variety of the
video services have continued to grow. Nowadays, video is the
most popular service on the Internet [2]. Cisco predicts that
by 2019 global video consumption will account for 80%-90%
of the entire data traffic traversing the Internet [3].

A typical video streaming service must accommodate a
heterogeneous set of requirements due to the variety of
contents and content sources, user contexts and interests,
devices, and network limitations etc. Several video deliv-
ery schemes have been developed that can be categorised
according to the type of network management used for the
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set-up and transmission of the video, i.e., a video deliv-
ery service is either implemented over managed or unman-
aged networks [4]. Managed services are provided over a
dedicated network infrastructure! that ensures Quality of
Service (QoS). For instance, provided through techniques
such as DiffServ [5], [6]. A typical example of the managed
video service is Television over the Internet (IPTV), which is
defined by the ITU-T as ‘multimedia services such as tele-
vision/video/ audio/text/graphics/data delivered over IP based
networks managed to provide the required level of QoS/QoE,
security, interactivity and reliability’. The video quality of the
managed services is usually high® [10]. Nevertheless, man-
aged networks are expensive to setup and maintain. Hence,
those applications that depend on it, are typically provided by
big organisations such as ISP, Telecom, or cable companies.
Video services that are delivered over unmanaged networks are
called over-the-top (OTT) services. The unmanaged services
are mostly delivered to the end users via the best-effort Internet
either by the content providers directly or through third par-
ties. Since OTT services require no specialised or dedicated
infrastructure their set-up and maintenance costs are relatively
low. Another way of categorising video streaming service is
whether it is live or on-demand. A live streaming service oper-
ates over events that ‘take place over a defined time interval
with defined start and end time’. As such, a user has no con-
trol over the session [11]. However, video on demand (VoD)
provides a user with a stored pre-recorded content. This gives
users the power to select which content they like, and watch
it when the like [11].

Initially, it was assumed that video applications would not
be able to achieve a good enough performance over the
best-effort Internet because video transmission is a band-
width intensive exercise and has a strict timing requirement.
This has motivated research on quality assured video delivery
services based on specialised network architectures and pro-
tocols [12], [13]. However, these efforts have not resulted in
a wider deployment within the standard networks. Possibly,
because of their complexity; the increase in capacity, as well
as the wider penetration of broadband; improvement in the
efficiency of the video compression techniques; and the preva-
lence of adaptive video access and delivery mechanisms.
Today, video is usually streamed over the Internet without any
change in the way the Internet classically works.

When streaming video over the best effort Internet, either
TCP or UDP has to be used as the transport layer protocol.
TCP is designed to ensure a byte-oriented reliable service.
Additionally, TCP retransmits lost or corrupted packets and

INote, these can be virtual networks as well as physical networks.
2For more details on the IPTV service see [71-19].
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has an inbuilt congestion control mechanism, which allows
it to ensure that a fast client does not overwhelm a slower
server [14]. However, these protocol features result in an
increase in delay and jitter. For video streaming, this results in
frames arriving late, causing video freeze or rebuffering. On
the other hand, UDP is a connectionless protocol that provides
unreliable delivery service. It has no flow control mechanism,
hence suitable for applications that put more emphasis on
promptness over reliability. However, UDP is prone to packet
loss. On the other hand, modern video compression techniques,
such as H.264 [15], rely on compensation prediction algo-
rithms, which in turn rely on the interdependence between
successive frames. Imagine a lost in I-frame, it will be dif-
ficult for a player to successfully reconstruct the affected
group-of-picture. Therefore, for UDP-based video streaming
packet loss results in a degradation of the visual fidelity of
the video.

The choice of transport layer protocol depends on the trade-
off between visual degradation and video stall [16]. This fact
notwithstanding, for OTT services research has shown that if
the available TCP throughput is twice the bitrate of the media
the negative impact of the protocol induced impairments can
be ameliorated [17]. In fact, it has been shown that ‘given
any bottleneck bandwidth® OTT video streaming with TCP
outperform UDP in terms of visual fidelity [16], [18]. Other
advantages of TCP are: firewalls do not block its traffic, and
it works well when NAT is deployed [19], [20]. Hence, TCP
has developed into the dominant video transport protocol for
the OTT services [21].

There are still challenges, especially considering the grow-
ing video resolution, and the resulting increase in bandwidth
requirements. According to [22], a 720p video is encoded at
an average of 2.5-3.5 Mbps, a 1080p at 5-6 Mbps and a 4K
within a range of 18-20 Mbps—all having 30fps and using
H.264 [15]. Obviously, provisioning bandwidth twice these
encoding rates as suggested by the work of Wang et al. [17],
especially in wireless environments where bandwidth is both
scarce and expensive, is economically infeasible and often
impractical considering current network infrastructures. One
solution is to improve the compression efficiency as proposed
in [23]. However, even when H.265 becomes widely avail-
able we can only expect about 40%-45% improvement in the
compression efficiency [24].

The second approach, which is the focus of this paper, is
to tailor the video quality to the device and network context.
To achieve this, an adaptation mechanism is needed that will
allow applications to gracefully adapt to the changing envi-
ronment. To do this, the adaptation logic can be either located
at the server-side [25]-[27], at the client-side [28], [29],
or somewhere in-between [30], [31]. Server-side protocols
are not considered scalable, though they might result in
better network utilisation [11]. Client-side protocols are con-
sidered as being scalable and can be implemented using
commodity servers. This makes them cheaper both finan-
cially and in terms of implementation complexity. However,
client-side mechanisms are known to result in poorer network
utilisation [11].
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HTTP Adaptive Streaming (HAS) [32] is currently one
of the most prominent video quality adaptation mechanisms,
which is considered cheap and easy to implement [33]. Using
HTTP over TCP provides additional incentives for adopting
this technology. For example, HAS can be built on top of
the existing content delivery technologies designed for ordi-
nary Web usage [34]. In its standard form, HAS divides a
video file into a number of chunks. Each chunk is encoded
into multiple video rates and stored together with a descrip-
tion file called Media Presentation Description (MPD) [35].
A client continuously monitors and estimates its capabili-
ties. It then requests a chunk with the highest video rate
that is sustainable given the estimated capacity. The pro-
cess, through which a client decides the profile and sched-
ule of a chunk to download, is called Adaptive Bitrate
Selection (ABR).
The first generation of ABR techniques strictly relied
on throughput estimation for the video rate selection deci-
sions [19], [36]. More recently, throughput based mechanisms
have been enhanced and other parameters such as buffer occu-
pancy, power level, cost etc. are also being used in the decision
process [37], [38]. All these different approaches try to satisfy
a set of general requirements, such as:
o Ensuring video is streamed with minimal number
rebuffering events [39], [40].

o Maximising both the minimum and the average video
quality level [41]-[43].

o Ensuring a consistent experience by minimising the num-
ber of quality level switches [44]-[46].

To fulfil these requirements, or any other objective set
by the ABR designer, such as fairness [47], power saving
(see Section III-C for more detail) and others, the vari-
ous subcomponents of an ABR system must not only work
well individually but also have to collectively function as a
well-defined unit. At the same, the ABR scheme must be
designed in such way that it takes advantage of the speci-
ficity of the context it operates in. Currently, most research
only looks at a particular aspect or methodology and do not
sufficiently consider the overall context [48]. For instance,
research has investigated aspects such as improved bandwidth
estimation [49], [50], buffer management [38], energy con-
sumption [51], adaptation logic [37], [5S0] among others. This
paper takes a more comprehensive approach and argues that
to understand the video quality adaptation problem in HAS,
research needs to pay attention to all the relevant aspects of
ABR. Some of surveys related to HAS exist. For example,
in [52] a review of the past two decades of video stream-
ing, which includes HAS, are presented. In [35] and [53]
a brief survey of some existing HAS standards and imple-
mentations are presented. Some other surveys that focus on
QoE issues related to HAS are [54]-[57]. At least to the
best of our knowledge, at the point of writing this paper,
no survey exclusively focusing on the ABR scheme currently
exist.

This paper presents a comprehensive survey of the client-
side video quality adaptation mechanism for a video on
demand service delivered over the best effort Internet, and the



SANI et al.: ABR: SURVEY

related issues.> It starts by dividing the factors affecting ABR
system into two classes, namely, external and internal factors.
A taxonomy of the factors that influence the performance of
ABR is presented in Fig. 1. The external factors are repre-
sented by aspects that are exogenous to the ABR algorithm
and are known to have an impact on the performance of the
ABR scheme. And the internal factors are composed of those
elements that an ABR designer has complete control over.

First, how ABR internally operates is presented by ini-
tially introducing a framework that decomposes ABR func-
tionally into three subcomponents, and then discusses the
relevant interfaces between them. The three components are
resource estimation, chunk scheduling and adaptation module.
Subsequently, factors related to the content nature (e.g., chunk
size and the encoding used - AVC or SVC), CDN, and operat-
ing context are presented. The objective is to understand how
external factors affect the working of a typical ABR algorithm.
The contributions of this paper are as follows:

1) The paper presents a review of the adaptive bitrate selec-
tion problem, as a whole, in an accessible form for those
not familiar with the field.

2) It also presents a review of the individual components
of ABR scheme addressed by the research commu-
nity in a self-contained manner, which is designed to
help researchers get a better understanding of a specific
aspect in relation to the overall context.

The rest of the paper is arranged as follows. Section II
presents an overview of the HAS system and ABR framework
used throughout the paper. Section III covers resource estima-
tion and Section IV introduces a review of different techniques
for scheduling chunk requests. In Section V the adaptation
function is detailed. While Section VI presents a discussion
on how these various components interact each other, with
Section VII discussing the impact of chunk preparation on the
effectiveness of ABR. In Section VIII the impact of operat-
ing context on the effectiveness of an ABR scheme is talked
about. In Section IX CDN and its impact on ABR is cov-
ered. Section X presents a summary of the most important
lessons learnt, and some of the challenges facing the com-
munity. Finally, a summary and conclusions are presented in
Section XI.

II. ADAPTIVE STREAMING
A. Overview of HTTP Adaptive Steaming

HTTP Adaptive Streaming (HAS) [47] allows content
providers to cater for the requirements of multitude devices
and different contexts. It was first introduced by Move
Networks in 2007 [58], [59]. Presently, almost all the stan-
dardisation bodies that have an interest in media delivery
over the Internet have either separately or jointly standardised
it: IEFT [47], 3GPP [60], MPEG [32] and the Open IPTV

31t should be noted that out of necessity we consider some aspects of either
server-side or network-assisted ABR. However, this is only done when it is
very clear that they directly enhance the efficiency of the client-side function
and not act as self-contained independent protocols. This restriction is by
no means intended to reduce the importance of these paradigms, but rather
because we believe that they are now matured and broad enough to deserve
an independent attention.
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Fig. 1. Taxonomy of the Factors Influencing the Performance of ABR as
Used in the Paper.

Forum (OIPF) [61]. Further, major IT companies also provide
implementations or versions of it as part of their products, e.g.,
Microsoft Smooth Streaming (MSS) [33], Apple’s HTTP live
Streaming (HLS) [47] and Adobe OSMF [62]. Additionally,
many commercial content providers are increasingly adopting
it, for example, Netflix [38] and YouTube [63].
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Fig. 2. HAS Event Sequence Diagram.

In its standard form, HAS divides a media file into frag-
ments, conventionally of equal size in terms of playtime.*
Each fragment is called a chunk or segment (this paper uses
both interchangeably). Each chunk is encoded in multiple
video rates to satisfy the requirements of different devices
and network conditions. The criteria for providing an opti-
mal set of video quality representations are discussed in detail
in [64]. The chunks are all stored together with a description
file called Media Presentation Description (MPD) [65] on one
or more servers (which can be any Web server). MPD is an
XML metadata file containing a description of the available
chunks. It usually provides information such as the number
of different video rates per chunk and the duration of each
chunk in seconds. As can be seen in Fig. 2, when a client
first requests a video file, e.g., using an HTTP GET request,
the server responds by sending an MPD. The client will then
use the information contained in it to construct the Uniform
Resource Identifier (URI) for the subsequent requests.”> The
parsing and processing of the MPD are handled by the media
presentation module. The detail of MPD is outside the scope
of this paper but has been well documented elsewhere (for
more detail see [47], [60], [65], [66]). After the MPD has
been received and the subsequent construction of the URI, a
client progressively sends requests for the next available chunk
until the end of the video. The schedule and the video rate
of each of the requested segment are purely decided based
on the client’s estimation of its available system and network
resources. For example, Fig. 2 shows how for each subsequent
request a client specifies both the sequence number and the
quality level. In this example, R2 requests C22, which stands
for a chunk number two with the second highest quality level.

The number of response-request between client and server
in HAS depends on the chunk size, in fact, it was found,
in [67], there is an inverse proportional relationship between
them. In a delay intolerant service, such as live streaming

“In Section VII-B a detailed discussion is presented on variable chunk sizes
and their impact on the performance of an ABR scheme.

SNote, the URI may be directly provided or has to be constructed from a
template.
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service, this can result in a degraded experience. To solve this
problem schemes that employ HTTP 2.0 server push capabil-
ities have been proposed [67]-[69]. A server either pushes
k number of chunks after the receipt of a request from a
HAS client or continuously sends chunks back-to-back until
requested otherwise by a client [68]. However, in their sub-
sequent work [70] they found the k-push scheme negatively
affecting network adaptability and wastes network resource
by over-pushing chunks which may be abandon by user. They
then propose a scheme that dynamically adapts the value of
k depending on the client context. Their result shows the
adaptive-push scheme has alleviated the earlier reported issues.
One important aspect of HAS as can be seen from Fig. 2
is its ability to seamlessly work with Content Distribution
Networks (CDN) or any proxy server technology used by stan-
dard HTTP services. This means a content provider can cache
its video content on a third party CDN infrastructure to save
costs and reduce download latency [71], [72]. This should nor-
mally be transparent to clients. A client only makes an HTTP
GET request, whereas it is then the task of server-side mecha-
nisms to redirect the request to the appropriate proxy. Another
aspect to note is that HAS is video encoding type agnostic.

B. Adaptive Bitrate Selection

A typical HAS system is divided into two different parts,
that is, media presentation and the Adaptive Bitrate Selection
ABR. While the media presentation module of HAS has been
successfully standardised [33], [60], how the actual adaptation
logic works is left to the individual developers to decide. This
open nature is intended to encourage innovation.

In order to adaptive video quality to a context, network
and other system performance parameters such as CPU, dis-
play size or battery life are measured. The choice of which
parameter becomes a situational indicator depends on the QoE
metric that an ABR intends to optimise. The ABR then uses
the measurement result in making a decision on the schedule
and profile of the chunks to be downloaded.

A typical ABR  scheme  operates in  two
states [36], [73], [74]: Buffering and Steady state. At
the buffering state, conventionally, a player starts requesting
the lowest video rate. Thereafter, the ABR may try to fill
its buffer as quickly as possible [38], [75], raise the video
quality as fast as possible [36], [73], or combine the two
approaches [29]. If the goal is to fill the buffer, the chunk
request rate has to be maximised by aggressively downloading
low bitrate chunks. This technique is meant to reduce the
start-up delay and protect a player from buffer under-run [74].
However, throughput based ABRs (see Section III-A for a
detailed discussion on throughput based ABRs) assume that
a HAS system can sustain a video rate up to the measured
throughput. Therefore, try to match the video rate, as close as
possible, to the estimated network capacity, and hence from
the start of streaming such approaches continuously raise
the video rate. In [29] and [76], a video rate is increased
non-linearly, such that after every chunk request the video
rate is increased by a factor until the sustainable bitrate
is reached. The approach gradually raises the quality level
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without increasing the risk of buffer depletion. The buffering
phase is activated when there is an imminent possibility of
buffer depletion. This is typically the case at the start of
a streaming session. It is important to note that a player
normally does not wait until the end of the buffering phase
before a playback begins. All that is required is enough
content in the buffer. This can be achieved when either a
certain amount of content is downloaded or the buffer size
reaches a predefined target [77]. For example, the MSS has
a playback buffer of about 20 seconds but starts playing
when the buffer contains just about 10 second worth of
download [36], [77]. Likewise, Netflix has a buffer size of
300s worth of content but begins playback 13s after receiving
the first packet [36]. The duration of the buffering phase is
called convergence time.

When the buffer size reaches a particular threshold, the
steady state mode is activated. In this phase, the goal is to max-
imise the video rate of the requested chunks and ensure buffer
over-flow does not occur. It should be noted that the buffer
contains a sufficient amount of content to absorb network
instability and the chances of under-run are low. Therefore,
only chunks having the highest video rate the available system
capacity can sustain are requested. One important feature of
the steady state phase is called periodic download. The peri-
odic download is a technique that allows a client to download
a chunk and then pause for some time before downloading the
next chunk. At the ON period, the speed of a download is only
constrained by the TCP throughput, while at the OFF period
no data is downloaded.® The periodic download guarantees an
inflow of content into the playback buffer without causing a
buffer overflow.

To better manage the complexity of ABR, Jiang et al. [49]
propose a general framework. The framework divides an ABR
module into three subcomponents, each unit is associated with
a function that an ABR is expected to render. It is worth noting
that the subcomponents need not to be necessarily co-located.
In fact, any of the modules can be located on separate systems.
However, in this paper, we will concentrate on the case where
all the subcomponents are co-located on the client device. Here
are the subcomponents:

e resources estimation,

o chunk request scheduling,

« adaptation.

As can be seen in Fig. 3, the chunk scheduling function
takes as inputs the time the last chunk download finished
in conjunction with the buffer level and is responsible for
deciding when a chuck is going to be requested. The adap-
tation module decides which profile of the chunk should be
downloaded, based on feedback from the resource estima-
tion module. An obvious shortcoming of this framework is
that it treats the ABR module as if it exist in isolation of
its context. Simply put, it does not consider the external fac-
tors affecting the performance of an ABR. In this paper, we
present an improved framework that takes a system view of the
ABR module. As shown in Fig. 4, this framework explicitly

OExtensive experiments have confirmed the presence of this ON-OFF traffic
characteristic in both commercial and experimental players [36], [49].

2989

Estimated Capacity

N N
'l Function

Buffer Level

Next Video Rate

>

A 4

k| Request

Function

Time for the
Next Download

End of the Last
Download

Fig. 3. ABR Framework.

considers external factors such as delivery and content format,
context or user requirements.

A lot of effort has been put into understanding both the
impact of the interaction between the internal components
and the influence of the external component (i.e., operat-
ing environment) on the performance of HAS services. The
research in this spaces addresses both, theoretical and experi-
mental aspects, which includes several detailed performance
evaluations of some of the existing services. For instance,
in [36], a performance analysis is conducted to determine
the impact of throughput fluctuation on the performance of
some of the most prominent commercial implementations of
HAS services. Furthermore, Akhshabi er al. [42] investigate
the impact of competition for the available bandwidth between
multiple adaptive streaming clients. In a similar vein, the
work discussed in [78] presents a comprehensive evaluation of
the impact of competing flows on a typical adaptive stream-
ing player. Other researchers [74], [79] have looked into the
effect of the scheduling policy. However, Timmerer et al. [80]
investigated what benefit, if any, is obtained by the use of
different adaptation mechanisms. How to properly select the
representation set that is presented to clients is the topic of
the research outlined in [81]. While this is not an exhaustive
list, it summarises the major research related to theoretical
and experimental performance evaluation on how the differ-
ent internal components impacted on one another and their
external environment. However, more performance evaluation
work will be introduced in the relevant sections throughout
the paper.

III. RESOURCES ESTIMATION FUNCTION

Resources and their availability define the capabilities of
a HAS client. Therefore, it is crucial to understand the way
they are monitored and measured, and how they affect the
efficiency of an adaptation module.

Typically, a resource estimation function is expected to
monitor and measure the resource of interest. This task
can be implemented at the server-side, the client-side, or
somewhere inbetween. The appropriate location depends on
which performance parameter an ABR scheme relies on. The
client-side ABRs distribute the task of resource observation,
hence are more scalable than server-side implementations.
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Because content providers target a large number of clients,
and on top of this, most of the important parameters may be
better observed closer to the client (e.g., last-mile bandwidth,
buffer occupancy and power level), monitoring and resource
estimation is usually implemented at the client-side. However,
solely relying on client-side observations results in an oppor-
tunistic ABR. In other words, an ABR that only optimises
the performance of a single client [40]. To address this chal-
lenge, a central control plane has been proposed in [82], which
aggregates measurements from many clients. This ensures that
ABR scheme is globally optimising the performance across
all clients. In [83], a control plane was used to orchestrate the
monitoring and measurement process of video streams in a
network. The goal here is to ensure network-wide QoE fair-
ness. Cofano et al. [30] also propose a network control plane
with the goal of maximising network-wide QoE and band-
width utilisation. They rely on bandwidth reservation on a
per-flow basis to achieve this. Also [31] propose a software
defined networking (SDN) based architecture that allocates
bandwidth to competing clients based on both content com-
plexity of requested video and the buffer status of individual
clients.

Selecting which resource is used as a situational indicator
in video rate adaptation is context dependent [28]. The first
generation of ABRs principally relied on throughput estima-
tion and always selected the highest video rate lower than
the measured throughput [36], [87]. It was assumed that this
strategy can avoid rebuffering while at the same time provid-
ing high quality video. It later became obvious that throughput

TABLE I
CLASSIFICATION OF ABR BASED ON THE RESOURCE DEPENDENCE

Resource Research Work

Throughput [19], [28], [37], [49], [501, [59], [77],
[84], [85], [86]. [87], [88], [89], [901,
[91], [79], [92], [93], [94], [95], [96],
[97], [98]

Buffer [28], [371, [38], [99], [100], [101], [78],
[75]

Power [102], [103], [104], [105], [106], [51],
[107], [108], [109], [108] , [110], [109],
[111], [112], [113]

estimation alone is not a sufficient parameter for designing effi-
cient ABR scheme [49], [78]. This is due to the inadequacy
of the network state information to capture the requirements
of the variety of devices and the different contexts that HAS
is expected to operate under. For example, a user with limited
battery power watching European Champions League finals
using his smartphone perhaps will be more concerned with his
battery life (in order to prolong his viewing) than the quality
of the video. In this context, it may be more appropriate for an
ABR scheme to make a decision based on power consump-
tion rather than aiming at delivering the highest video rate.
Nowadays, various parameters are used to adapt video to the
multitude of requirements of different clients. Table I presents
a summary of the parameters and the respective work that have
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Fig. 5. The set of all possible representations of R(¢). The C(¢),B(t) and
Z(t) axes represent R(¢)s that rely on one metric. While points J, K, and L
represent R(¢)s with one main factor and one adjustment factor. M is R(f) that
works with three and above factors.

used them as factors in deciding the most appropriate video
rate to stream.

For the purpose of resource utilisation, ABR can be rep-
resented as a function R(f) according to which the video
rate is selected. Fig. 5 captures the different representations
of R(#) that are theoretically possible. A typical R(r) takes
various parameters as inputs, for example, throughput [49],
buffer occupancy [38], power level [51] and cost [113], each
weighted depending on the desired outcome. The principal
parameter an ABR relies on is called the main factor with
weight y, other factors are then adjustment factors, with a
combined weight of (1 — y). When no parameter dominates,
all should be considered as adjustment factors. C(¢) denotes
throughput, B(f) represents buffer occupancy and Z(r) is any
other parameter that may be used in modelling R(f) (e.g., cost
or battery life).

The C(#), B(¢r) and Z(t) axes represent R(7)s relying on
one parameter only. On any plane between any two axes,
there are various possibilities of mixed-mode ABRs. For
example, point K, where R(t) = yB(t).(1 — y)Z(t), repre-
sents an ABR that relies on both the buffer occupancy and
another factor (e.g., battery level) while the point L, where
R() = yB().(1 — y)C(t), is an ABR that relies on both
throughput estimation and buffer occupancy. Any one of the
two parameters can be the main factor or the adjustment fac-
tor. Point M with R(t) = yB(t).(1—y —B)C().(1—y —0)Z(¢)
where y + B + 6 = 1 represents a typical R(7) that relies on
more than two parameters, for instance as discussed in [86].
ABRs that have throughput estimation as their main factor
are called Throughput-based ABRs, while those using buffer
occupancy as their main factor are called Buffer-based ABRs.
Power-based ABR uses battery level as their main factor. It
should be noted that an ABR that relies on only one factor is a
special case of a mixed-mode ABR with the potential adjust-
ment factors having zero weight. Researchers have mainly
focused on cases where C(¢), B(f) and P(t) are used either

2991

as the main or adjustment factor. Thus, in the following, the
paper will also concentrate on these cases.

A. Throughput Based ABRs

Throughput-based ABRs try to estimate the available
network capacity, which is the average unutilised capacity
over a specific time interval [114]. However, regardless of
the underlying technology or the transport protocol used for
any content transmission, the available bandwidth is time-
varying [115]. When TCP is employed as the transport layer
protocol (as in the case of HAS) the variability is exacerbated
by the protocol specific characteristics (e.g., TCP slow start
and congestion control).

Usually, throughput-based ABRs equate the available band-
width with the measured TCP throughput. Furthermore, the
monitoring and the estimation of the available network capac-
ity are often done above the HTTP layer, which results in
not very accurate information [78]. Moreover, because of the
discrete nature of HAS based systems, a resource estimation
function can only estimate per-chunk throughput. This can eas-
ily be obtained by dividing the amount of data (the size of a
chunk in bytes) downloaded by the duration of the download.
The idea is to use the throughput of a recently downloaded
chunk as a rough estimate of the current network conditions.
However, the instant throughput derived from a single chunk
is hardly used since it is prone to short-term fluctuations as
result of, for instance, the time-varying nature of the available
bandwidth, or the dynamics of TCP. Regardless of the cause
of fluctuations, the per-chunk estimated throughput can cause
significant variability in the video quality. Due to this and the
difficulty in accurately estimating throughput above the HTTP
layer various techniques are used to improve the quality of the
measurement. Table II gives a summary of the techniques and
the corresponding proposed solutions.

1) Estimation Techniques: In order to overcome the prob-
lems related to per-chunk estimation and the instability this
creates, a variety of methods has been used to estimate the
available bandwidth. In [19], w is multiplied by the video
rate of the currently received chunk, where n is the quo-
tient of Media Segment Duration (MSD) and Segment Fetch
Time (SFT). The SFT is the time the last bit of a requested
chunk is received minus the instant of sending the request.
Where MSD is the media playtime contained in a chunk. And
the result is used as the estimated throughput. However, the
algorithm relying on this estimate was found to lead to oscilla-
tory video quality. In their follow-up work [84] they proposed
a method for finding an optimum value of MSD involving
a number of chunks. Simulation results showed that using
the optimum value of MSD can smooth-out the oscillation
previously observed in [19].

Long before HAS was proposed, Prasad et al. [115] argued
that any meaningful available bandwidth estimation technique
requires a time averaging of the instantaneous estimates over
a time interval. Several ABR research has used different types
of averaging techniques in estimating the available throughput.
Akhshabi et al. [36] experimentally evaluated some players.
For MSS, they found that it is using a kind of a running
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TABLE 1T
SUMMARY OF THE VARIOUS EFFORT TO IMPROVE THE THROUGHPUT ESTIMATION

Dimensions of research Main findings

Solutions

Estimate Techniques

-Instant throughput results in video quality fluctuations.

-Averaging of instantaneous estimates is needed.

Reliability of Estimate

-Accurate bandwidth estimation above the HTTP layer is hard.
-Inaccurate estimation causes underutilisation and rate oscillation

-Improving the information from TCP to HTTP.
-Using lager chunks size.

The Impact of TCP Dynamics

-TCP congestion control dynamics has an impact on video quality.

-TCP congestion control mechanism needs improvement.
-Increasing video Chink size .

The Impact of Traffic Pattern

-The ON-OFF traffic pattern has an impact on video quality.

Delaying the OFF until after ramping-up phase.

Resource Pooling

-Resource pooling techniques -Increase the available bandwidth.

-The Use of multiple interfaces simultaneously.

average (MSS is a propriety system). This conclusion was
reached since the player does not instantly react to a change in
the available bandwidth. This is the case regardless of whether
the player is stepping up or down the video quality level of
the recently downloaded chunk.

In [49], the harmonic mean is used to smooth-out the esti-
mated instantaneous throughput. One reason for this choice
is the robustness of the harmonic mean to large outliers.
Qiu er al. [50] employed an exponentially weighted moving
average. By doing so, they are not only able to incorporate
historical estimates into the current estimate but also expo-
nentially reduce the significance of the historical data as time
passes. Gouache et al. [85] compute the average and variance
of the estimated throughput of a number of chunks using a
low-pass filter (moving average). The current throughput is
then obtained by subtracting the product of the variance and a
constant from the calculated running average. The constant
controls the conservativeness of the adaptation logic. They
found the algorithm estimate close to the maximum capac-
ity and is robust to network errors. To improve the stability
of ABR that relies on this type of history-based throughput
prediction, a safety factor is sometimes applied to the estimate,
for example, as discussed by [77] and [86].

It is a well-known fact that smoothing techniques have a
tendency of inhibiting the responsiveness of an algorithm.
This may cause a late reaction to a significant variability that
perhaps requires an urgent action. In the context of video
rate adaptation, this may result in a late response to a large
throughput decrease and subsequent video freeze. To remedy
this lack of responsiveness, in [87] and [88] the use of an
adaptive coefficient (weight) for the weighted moving aver-
age is proposed. The approach was found to increase the
responsiveness of ABR without causing unnecessary video
rebuffering.

2) Reliability of the Estimate: Still an open issue in ABR
research is the extent to which the throughput estimates reflect
the true state of the available bandwidth.

Any throughput measurement done at the application layer
is at best only the throughput of the underlying TCP. However,
Jain and Dovrolis argue that equating available bandwidth
with bulk TCP throughput is a fallacy since TCP through-
put depends on many factors (including socket buffer sizes at
the sender and receiver, nature of the competing cross traf-
fic, round-trip time, loss rate, the nature of TCP congestion
control etc.) [114].

‘Measurement Module )
( Middleware e.g., Javascript )

HTTP Layer

C )

TCP Layer

C

Fig. 6. HAS Protocol Stack.

)

Similarly, an argument against equating the TCP throughput
observed at the application layer with the available bandwidth
is presented in [59]. The paper has shown that when clients
compete at the bottleneck link, the presence of a competing
application and the discrete nature of the HAS downloads
make it difficult for a player to estimate its fair share of the
available bandwidth correctly. As a consequence, there is an
under-subscription of the available bandwidth and video rate
oscillation. The latter is known to negatively impact user expe-
rience [42]. As a remedy, the paper proposes PANDA: a probe
and adapt technique. The algorithm somehow mimics the con-
gestion control of TCP but at the application layer. It uses TCP
throughput as an input when it is an accurate indicator of the
fair-share of bandwidth. The paper argues that this happens
when the network is congested, and the off-interval is absent.
Otherwise, it probes the network by incrementing the sending
rate and backing off when congestion is detected.

Fig. 6 presents the classic protocol stack of HAS. As can
be seen, because the measurement module sits on top of a
middleware, e.g., Javascript, which in turn sits on top of the
HTTP layer, its result will hardly be the actual TCP through-
put. This is confirmed in [78]. The paper investigated three
video streaming services, that is, Hulu, Netflix and Vudu, and
found that an accurate client-side bandwidth estimation above
the HTTP layer is hard. The authors proceed to argue that
any rate selection decision done on the of such an inaccurate
estimate will trigger a feedback loop that leads to an unde-
sirable variability and unnecessary reduction in video quality.
Furthermore, they observe that the root cause is lack of infor-
mation, because the HTTP layer does not get a continuous
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high-fidelity feedback about the fair share at the bottleneck.
The paper stresses that determining the fair share of the band-
width available at a bottleneck link is precisely the role of
TCP. To deal with these issues, the paper suggests that an
ABR scheme either improves the information flow from TCP
to the HTTP layer to ensure that TCP has a chance to reach its
steady-state (e.g., by increasing the segment size), or to just
strictly rely on buffer state changes for video rate selection
decisions.

Application layer based schemes are not the only tech-
niques used in predicting the achievable throughput. Many
attempts were made on cross-layer throughput estimation.
In [37] machine learning technique developed in [116] is used
to predict the achievable throughput. The method uses the
support vector regress algorithm [117] to train the throughput
prediction model with network layer information like packet
loss, delay, and RTT. In [89] and [90], physical layer ‘good-
put’ is used to complement the application layer estimate. This
results in an improvement in the perceived video quality and
a reduction in the rebuffering frequency.

3) Impact of TCP Dynamics: The extent to which a
throughput measurement module fails to provide an accurate
estimate is not the only reason for the failure of clients to
estimate their fair share of the available bandwidth. TCP con-
gestion control dynamics also plays a significant role. The
effect of TCP becomes more evident in the wireless context.
This is because of the well-known fact that wireless com-
munication systems are characterised by high latencies, high
bit-error rates and protocols that have to cope with handling
user mobility. The solution to this is either to modify the con-
gestion control mechanism of TCP (as recommended in [79])
or to reduce the causes of the unnecessary activation of the
congestion control mechanism. ABR researchers tend to prefer
the latter option.

In [118], multiTCP is proposed, an application layer algo-
rithm that improves resilience against short-term TCP through-
put fluctuation. The authors of the paper demonstrate that for
any single packet loss event, the reduction in throughput when
two TCP connections are used is four times less than if one
TCP connection only is used. In summary, the amount of TCP
throughput reduction is inversely proportional to the number
of TCP connections employed

In [92] multiple HTTP/TCP connections are used to stream
HAS content. The scheme is found to be insensitive to packet
loss and therefore, reduces throughput fluctuation. In brief,
the scheme works as follows: it downloads multiple (but fixed
number) of chunks from a server. Each stream requests chunks
in the order of playback. But the chunks that are needed soon
are prioritised. When a chunk stalls and reaches time-out, it is
retransmitted by two HTTP streams. While in [92] and [118]
all streams share a bottleneck link, in [85] an attempt to
improve the resilience of the system by concurrently fetching
chunks from multiple servers are made. The scheme con-
tinuously estimates the bandwidth of each stream from all
servers. A software agent decides which representation will
be requested based on the smoothed version of the estimate.
The agent requests a slice of the chosen chunk from each
server concurrently in proportion to the estimated capacity of
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the corresponding server. The result of their experiment shows
a reduction in the video rate variability at no extra bandwidth.

4) Impact of Traffic Pattern: Apart from the capacity esti-
mation performed at a wrong layer and the TCP dynamics.
Another cause of the inability of a client to estimate its fair
share of available bandwidth is nature of HAS traffic pattern.

Usually, an ABR requests chunks discretely. Furthermore,
when the buffer reaches a threshold download ceases until
a certain amount of content has been consumed to free
up buffer space. This results in an ON-OFF traffic pattern,
which is obviously bursty. Fine-tuning bursty traffic is a
well-established technique used in many bandwidth estima-
tion applications [119]. This is the case since most bandwidth
estimation techniques work best under the assumption that the
network traffic has fluid flow characteristics [95]. It should
be noted that this assumption may not be always correct.
Jain and Dovrolis [114] have argued that disregarding the
bursty nature of traffic is one of the pitfalls of bandwidth esti-
mation. Nonetheless, since HAS traffic does not appear as a
continuous flow one needs to evenly space the traffic to give it
the appearance of a fluid flow. One technique used to achieve
this is traffic shaping. Traffic can be shaped at the server, the
gateway, or the client.

Akhshabi et al. [93] implement a server-side traffic shaping
technique that is not player-specific. It is aimed at neutral-
ising the OFF period in a steady state. The first thing the
shaping module does is to detect oscillation. This happens
when the profile of contiguous requests frequently alternate.
The next step is to limit the throughput of a chunk to its encod-
ing rate. In other words, the download duration of the chunk
will now be equal to the chunk playout duration. Meanwhile,
they have already set the inter-arrival time to the chunk dura-
tion. Limiting the chunk throughput will therefore effectively
remove the OFF period. Hence, the player remains in the ON
period even though it is in a steady state. The results of exper-
iments show that the mechanism extenuated the instability. In
summary, the clients are better able to estimate their fair share
of the available bandwidth. Though the authors argue that this
is a reactive mechanism and hence would have a reduced exe-
cution overhead on the server, the Web server still requires
modification.

In [94], a traffic shaping mechanism implemented at the
home gateway is proposed. The technique allows for band-
width arbitration by first determining the bandwidth require-
ment of each of the streaming clients and then constrains
the clients to stay within their allocated limit. The authors
are of the opinion that implementing a bandwidth manager
at the gateway has a number of advantages. For example,
the gateway has a global view of the network and can
allocate bandwidth based on factors such as device roles,
characteristics, and content value.

In [95], it is argued that traffic shaping at a gateway is not a
good alternative since it involves the participation of a network
operator, and may require additional functionalities and per-
missions that broadband operators are not always willing to
provide. They propose a client-side traffic shaping technique
that does not involve the server or the gateway in any way. The
technique is based on their earlier work [96], where they used



2994

different segment durations to randomised chunk inter-arrival
time (see Section IV). They interleave requests from differ-
ent clients. When traffic consists of low profile chunks, the
effect of shaping was realised by increasing the inter-arrival
time, while when the traffic consists of high profile chunks
the traffic shaping is achieved by increasing the segment fetch
duration.

5) Resource Pooling: Over-provisioning could be an option
in dealing with issues related to bandwidth estimation above
the TCP. However, this is not always possible since band-
width is an expensive resource, and in some instances (e.g., in
wireless environments) it can be quite scarce. Nonetheless, a
number of researchers have attempted to improve the available
bandwidth through various resource pooling techniques [120],
whereby a collection of resources belonging to a system is
treated as a single pool. The idea is to exploit the different
communication resources a device has access to, e.g., today
wireless devices are equipped with multiple network interfaces
which can be easily aggregated.

Wang er al. [121] investigate a scenario where a client
streams over multiple paths, which may or may not share a
bottleneck link. Their goal is to determine under what con-
ditions multipath TCP provide satisfactory performance, and
what are the potential benefits of using multiple TCP connec-
tions. The results of an extensive simulation show that the use
of multiple TCP connections provide satisfactory performance
when the achievable aggregated throughput is 1.6 times the
bitrate of the video rate with few seconds of start-up delay.
This represents a reduction in the bandwidth requirements of
a single TCP connection, which according to the authors’ ear-
lier work requires 2 times the video bitrate [17]. Additionally,
they found that with proper design the aggregate throughput
of the multiple paths can be equal to (or perhaps greater than)
the sum of the throughput of the individual paths.

Also in [97] an attempt has been made to efficiently aggre-
gate available bandwidth from multiple heterogeneous network
interfaces. The authors use HTTP range retrieval requests
to logically segment a chunk, then simultaneously download
each logical chunk over the various interfaces. They found an
increase in performance compared to a single link, and con-
sequently a significant increase in video quality. However, to
achieve an optimal performance there is a need for a large
buffer size to compensate for link variability. In their sub-
sequent work [98], the sub-segment approach is improved,
so that chunks are dynamically segmented in proportion to
the estimated link capacity. This avoids idle periods and large
buffer requirements by allocating the right amount of data to
each link.

B. Buffer-Based ABRs

Buffer serves many purposes in streaming systems. Initially,
it is introduced to absorb throughput variability [122] so
as to ensure that the time restrictions of continuous media
(i.e., deadlines) are met. Moreover, for a player not to run
out of content the rate at which it consumes data should be
at least equal to the rate at which the content arrives, which
is not always the case. Hence, to avoid buffer under-run a
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certain amount of data is buffered. This ensures that the HAS
client will continue playing from the pre-buffered content for
at least a time equivalent to the duration of the buffered video.
Therefore, there is an inverse relationship between buffer size
and the probability of video under-runs, i.e., the bigger the size
of a buffer the longer it takes to run out of content. However,
in a practical system, there is a limit to the size of the buffer
that can be used [123].

1) Buffer Dynamics: In the early days of video streaming,
before scalable video or HAS video streaming services were
available, a video was required to have a uniform quality. In
these systems, a buffer capacity is specified in bytes. To derive
the temporal size of a buffer occupancy, one just divides the
size in byte by the average video playback rate.” However,
with the introduction of video services where the video rate
could be adapted to the changing conditions (e.g., scalable
video coding or HAS services), this is not necessarily the case
anymore. For instance, the buffer of a HAS client (as can be
seen from Fig. 7) at any given time can store multiple chunks
of which each chunk can be of any video rate between the low-
est and the highest available. Nonetheless, the video chunks
usually are of equal size in terms of playtime. The relation-
ship between the buffer size in terms of storage capacity (or
spatial size) depends on several parameters such as the num-
ber of chunks buffered, their bitrates and the encoding scheme
used (VBR or CBR) [75]. This complicates the process of con-
verting the buffer occupancy in bytes to time. To the best of
our knowledge, currently, there is no straightforward method
of doing this conversion. Hence, buffer in HAS is generally
calibrated in time [29], [37], [49]. This greatly simplifies the
tracking of the buffer occupancy as a player only needs to
multiply the temporal chunk size by the number of chunks
contained in the buffer. This is further aided by the fact that
memory is not a critical issue any more.

7Considering the fact that the variable bit rate coding is the most widely
used encoding scheme. The average video playback rate is used.
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In summary, the rate at which content is fed into the buffer
depends on both the download rate and the video rate of the
chunk being downloaded (see Fig. 7). Furthermore, the buffer
is drained at the rate of one second of playback every second of
real time. Hence, if the ratio of the download rate to the video
rate is greater than one (i.e., the play-out-rate) buffer occu-
pancy grows, if it is less than one it shrinks. This effectively
means that to maintain the buffer occupancy at a certain level,
before a chunk is played the next chunk must have arrived.
If the ABR continuously requests chunks that are above what
the network can sustain the buffer depletes, and consequently
there will be a playback freeze at one stage. Moreover, the
lower the current buffer occupancy becomes the more likely it
is that the video will freeze. In fact, Xu et al. [99] have found
that the probability of buffer starvation decreases exponen-
tially with respect to the initial buffer level. Thus, to improve
a player’s resilience against rebuffering events a client does not
instantly start playing but waits for some time to fill the buffer
until a threshold (also called low watermark) is reached. This
period is called start-up period. It was observed in [124] that
a large initial buffer occupancy increases a streaming applica-
tion’s tolerance to network variability but at the expenses of a
start-up delay. However, users are not willing to wait longer
than few seconds before the start of a playback [125]. In fact,
it has been found in [126] that viewers start to abandon a
streaming session if the start-up delay takes more than few
seconds. To solve this trade-off, at the start of a streaming
session ABR algorithms start requesting the chunks with low
representation because downloading a low quality level results
in fewer data, and hence reduced buffer requirement and faster
content transfer.

2) Buffer As a Feedback Signal: Until recently, ABR
algorithms wusually divided buffer into logical segments
So0,S1,...,8:,—1 with Bj < B, < --- < Bj,ux as thresholds,
where a buffer occupation with low segment numbers (i.e., a
segment number close to zero) indicates an increasing likeli-
hood of buffer depletion. The least number a buffer can be
segmented into is two. The first segment Sy is an area from
when the buffer contains no data to a threshold point B;.3

8Note, this may be any point less than the maximum buffer size.
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Second segment S is an area from the threshold to the maxi-
mum buffer level (B,,qy). An example is [37]. However, others
such as [28] and [73] divide the playback buffer into three seg-
ments, called panic, low, and upper level. The logic behind
the segmentation is to allow the pertinent ABR algorithms to
behave differently at each buffer segment [28], [37], [127].

In [38], a video rate map that continuously maps the video
rate to buffer occupancy is presented. It starts by separat-
ing the buffering phase (called reservoir), in which only the
lowest available video rate is downloaded from the ramping-
up period where the video quality is linearly incremented.
However, Sani er al. [29], [76] argue that this creates a dis-
connected flow. Furthermore, the linear evolution of video
quality level prolongs the convergence period. They propose
a logistic rate evolution map that tries to unify all stages of
streaming. In Fig. 8 a video quality evolution map [29], [76]
is presented where the horizontal axis represents the buffer
occupancy in seconds and the vertical axis shows the video
rate (Ryin and Ry, being the minimum and maximum video
rate respectively). As can be seen from the curve, the rate at
which video quality changes relative to the buffer occupancy
is non-linear. The amount of buffer needed to change the video
rate at the start is relatively higher, then becomes increasingly
smaller as the value of the video rate increases. Before finally
it starts increasing again as the video rate approaches the max-
imum level. Their argument is that at the start of a streaming
session ABR should be conservative with respect to quality
change because the risk of video freeze is high. But when
the buffer contains enough content to allay this fear the ABR
can exponentially increase the video rate. Furthermore, the
authors reasoned, from a point where the video quality level
is relatively high a rise in the current rate does not necessarily
translate into an equivalent improvement in the user-perceived
quality [128]. Hence, the rate at which the video quality level
changes is slowed down by increasing buffer needed to change
to a high video rate. This not only helps raise the video
rate to the maximum without any increase in the number of
rebuffer events but also protects the system from video quality
fluctuation.

In [129], the relationship between buffer state change and
video rate is modelled using a bio-inspired approach. The
paper assumed that the buffer is a habitat with a limited caring
capacity, with the video rate being an animal species whose
increase in population an ABR is interested in. Furthermore,
they assume that the rate at which the content arrives is the
birth rate and the rate at which a player consumes content
is the death rate of the species. With this information, they
used Verhulst-Pearl equation to represent the video rate map.
Results of experiments show and improvement in the average
value, and the stability of the video rate compared to [38].

Another important feedback signal that can be derived from
the buffer occupancy is the trend of the buffer evolution [37].
Fig. 9 presents three different buffer evolution trends. In this
example, a buffer of size B is divided into two equal parts,
B and Bj, and a line marked T that divides them repre-
sents a threshold mark. Fig. 9(a) presents a scenario when
the buffer refill rate is increasing rapidly, and the buffer occu-
pancy is greater than the threshold point. This implies that the
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video rate that is being downloaded is conservative, the ABR
algorithm may decide to switch to a higher quality level. In
Fig. 9(b), the buffer level is below the threshold, and the buffer
is growing slowly, which means that the ABR algorithm is too
aggressive with its video rate. Thus, it needs to switch down
the quality level of its chunk except if the current level is
the minimum representation in which case there is nothing
an ABR can do. However, when the rate of the buffer occu-
pancy evolution is neutral (as can be seen in Fig. 9(c)) an
ABR scheme may opt to maintain its current representation.

The use of buffer as an adjustment factor is based on the
assumption that the main factor in any rate adaptation is chan-
nel capacity. However, the knowledge of network capacity (as
discussed in Section III-A) is at best imprecise. Upon realising
that solely relying on TCP throughput only results in an ABR
that is unstable [59], unnecessarily rebuffering [78], request-
ing sub-optimal video rates [42], and unfair [78] researchers
started prioritising buffer occupancy when making adaptation
decision. The work presented in [37] is an important mile-
stone in shifting towards buffer-based ABR, it uses the buffer
occupancy as the main factor with TCP throughput as an
adjustment factor. The algorithm the paper proposes relies
on three buffer related properties, i.e., (i) buffer size adjust-
ment factor, (ii) buffer trend adjustment factor, and (ii) video
chunk size adjustment. Other research that prioritised buffer
occupancy over TCP throughput are [100] and [101].

To the best our knowledge, the first ABR that solely relies
on buffer state changes for the purpose of rate selection is the
work of Huang et al. [38]. The authors argue that the ulti-
mate purpose of any rate adaptation algorithms is controlling
a playback buffer. And the most important task for any ABR
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is the prevention of rebuffing. Furthermore, buffer occupancy
contains a lot of information that is sufficient for an ABR
to make decisions without recourse to any other parameter.
Therefore, they conclude ‘if it is the playback buffer we are
controlling, then why not measure and control its occupancy
directly?” [38].

The algorithm proposed in [38] works as follows: (1) pro-
vided the start-up period is passed, the current chunk quality
level is increased to the next level if the rate suggested by
the rate map exceeds the next higher available video qual-
ity level; (2) the current representation is reduced to the next
lower quality if the video rate suggested by rate map is
lower than the next available quality level lower than the cur-
rent level, (3) otherwise the current video rate is maintained.
Furthermore, the authors of the paper suggest that a segment
of the buffer is reserved for the start-up period: the called a
“reservoir”. While filling the reservoir only chunks with the
lowest video rate are requested. They analytically show that the
algorithm will never rebuffer provided that the network capac-
ity is greater than the minimum video rate, and will always
converge at the video rate that matches the network capacity.

The above buffer-based ABR is initially analytically evalu-
ated. In their subsequent work [75], a large scale experiment
is conducted a with millions of randomly selected users from
the Netflix streaming service. The result of the experiment was
encouraging, even a simple buffer-based algorithm like the one
proposed at [38] was able to reduce the number of rebuffering
events by 20% compared to the one of the best commercial
offering. However, the algorithm’s performance with regard to
average video quality and the stability of the switching logic
could be improved. Thus, they propose a number of additional
of improvements, such as the dynamic selection of the reser-
voir size (based on current chunk size), a rate map based on
the chunk size not video rate to account for the VBR nature
of chunks and the extension of the reservoir to help improve
the algorithm’s reliance against temporary network outages.

C. Power-Based ABRs

Delivering high quality video content to a mobile wireless
device is a challenging issue because of the limited resources
of the access technologies. Furthermore, mobile terminals are
usually energy constrained and video streaming is a power
intensive exercise. Various researchers have found a significant
increase in energy usage when streaming video [102]-[104]. In
fact, video streaming can consume as much as twice the energy
of playing the same content offline [102]. Understandably, this
shortens the battery life and consequently increases the prob-
ability of the battery running low in the middle of a streaming
session [102].

In general, power consumption is known to be application
dependent [130], [131]. Several adaptation techniques have
been used to match the application performance to energy
requirements. A detailed survey of the various approaches that
use content adaptation to manage the energy consumption of
the wireless mobile devices is presented in [105]. Inspired by
the context sensitivity of energy consumption, researchers have
investigated the relationship between video quality and battery
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energy depletion rate. In [132], the impact of streaming differ-
ent video formats and spatial resolutions, stored on a server, is
investigated. The authors found that low fidelity video, in most
cases, consumes less energy. Recently, it was found in [106]
that the power consumption of mobile devices heavily depends
on the video rate of the content being streamed. For instance,
they discovered that changing the video resolution from 1080p
to 360p reduces the power consumption by half. It was also
observed in [102] that decreasing the video quality level can
significantly reduce energy expenditure.

Non-HAS streaming services have attempted to pro-
long battery life by taking advantage of the differen-
tial energy consumption of the video. This is mainly
done through dynamically balancing energy conservation
and video quality [133]-[135]. Recently, HAS research has
started to look at using power as a factor for rate selec-
tion [51], [86], [107], [108]. A typical power-based ABR
either employs techniques that are known to save energy or
use the battery level for rate selection.

Many factors are known to increase power consumption. To
save energy, most network interfaces periodically go inactive
when not transmitting or receiving data. It is worth noting
that the inactivity timer is technology specific. When using
HTTP/TCP for video streaming, usually, a persistent connec-
tion is established. Hence, even if not downloading any data,
the wireless radio remains active, which results in the inactiv-
ity period being too short for the interface to enter the sleep
mode. In an attempt to reduce energy consumption various
ABRs schedule requests in such way that the sleep modes are
not unnecessarily reduced, or worse done away with. In [108],
a scheme that makes the length of the sleep mode context
dependent is proposed. The paper adaptively sets the inactiv-
ity timer base on transmission constraints so that the energy
saving is maximised. In [109], it has been observed that since
users tend to watch about 60% of streaming video to the
end [136], pre-fetching may result in energy wastage. Hence,
they proposed a scheme that minimises such wastage.

Li et al. [51] optimise power consumption by minimising
unnecessary active periods while streaming over 3G/4G. They
achieve this through the dynamic management of the buffer
while relying on the user’s view history and network state.
In [86], a bundled chunk download strategy is presented. Put
simply, a client downloads a set of chunks (as bundle), and
then waits until its buffer is depleted to a certain threshold
before requesting another bundle. Kim et al. [110] propose
a similar approach where a client pre-fetches a large amount
of video content then enters an OFF period until the buffer
shrinks to a predefined threshold.

Hosseini et al. [111] use an energy specification for each
chunk stored at the server. However, this requires an additional
attribute to the MPD. The energy specification is derived from
the chunk size, which usually depends on the quality level
together with the decoding and the rendering complexity of
the chunk. The proposed framework maps a client’s energy
estimation to the right energy specification for each represen-
tation. In [112], an energy-aware ABR adapts video quality
based on the remaining battery capacity of the mobile client
thereby prolonging the battery life.
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TABLE III
TYPES OF SCHEDULING USE IN ABR

Types of Scheduling | Research Work

Sequential [19], [28], [36], [37], [38], [49], [51],
[74], [109], [84], [96], [98], [138],
[139], [40], [140], [141], [142].

Parallel [98], [138],, [143], [144], [145]

IV. CHUNK REQUEST SCHEDULING FUNCTION

Chunk scheduling is the process of deciding when to dis-
patch a chunk request. Generally, a scheduler takes as input a
set of parameters, such as the buffer size, target buffer level,?
and the time the previous download ends. Its output is the time
to dispatch the next request to the server.

Scheduling of a chunk requests can either be sequential or
parallel [71]. A sequential scheduler request chunks one at a
time. It is worth noting that this does not in any way imply
that the request must be made immediately after receiving a
response from a server. In contrast, there can be an inactiv-
ity interval between subsequent requests. A parallel scheduler
dispatches multiple chunk requests at the same time. However,
this does not necessarily imply that each request is for a
separate chunk. Because in some cases multiple requests are
targeted at the same chunks with each request targeting a sub-
segment. A parallel scheduler is mainly used when a client
intends to use multiple interfaces and/or wants to access con-
tent from multiple locations. Table III presents a summary of
the research that employs either of the discussed scheduling
methods.

A. Sequential Schedule

The most basic of all sequential scheduling techniques used
in HAS services is called progressive dispatch. In the pro-
gressive dispatch, a request is made as soon as a response
is received, this aggressively ramps up a buffer. Incidentally,
if allowed to continue unabated progressive dispatch can
easily overwhelm a client that has limited playback buffer.
During the start-up period or when the buffer level is below a
predefined target (i.e., when a player is at the buffering state),
the progressive dispatch is the most appropriate scheduling
mode. Commercial players such as MSS, Netflix [36] and
YouTube [74], as well as some non-commercial players (e.g.,
DAVVI [137], and FESTIVE [49] are known to use progres-
sive dispatch to fill up their buffer. Furthermore, it is argued
in [40] that for a client to get its fair share of the available
bandwidth, progressive dispatch should always be used before
the download of the maximum available video quality level.

When the network conditions fluctuate, a rate adaptation
logic is used to match every request to the available resource.
Hence, it is highly desirable for the scheduling logic to be flex-
ible. Periodic dispatch is one such a flexible approach. It sends
a request to a server in a specified time interval after receiv-
ing a response. In addition, periodic dispatch can be used to
avoid buffer overflow [38], or to save energy when streaming

9Note this depends on the implementation.
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Fig. 10. Unstable, Unfair and underutilised scenario.

in mobile environments [51], [138]. This effectively results in
an ON and OFF traffic pattern. Most implementations derive
the time interval between requests (i.e., the duration of the
OFF period) from the chunk size [36], [74].

In [79], the performance of periodic dispatch is investigated.
The paper found that the use of periodic dispatch can cause
a deterioration in TCP throughput. The authors then suggest
the use of a long video segment as a remedy. While [42]
look at the behaviour of periodic dispatch scheduling when
multiple players are trying to share a bottleneck link and
observe that there are issues with instability, unfairness, and
underutilisation of resources. The examples shown in Fig. 10
illustrate the problems. As can be seen in Fig. 10(a), at R1,
the two competing players have non-overlapping downloads,
as a result of which each player overestimated the available
bandwidth. Therefore, when making the subsequent request
(shown through R2) both players request a higher video rate
than the network can sustain (¢12 + 122 > T). This situation
results in congestion, which forces both players to reduce the
quality level of their next request. However, in the subsequent
round (R3) the sum of the bitrates of the requested chunks is
less the capacity of the network, i.e, (12 + 122 < T). They
found this cycle repeating, hence causing video rate instability.

Another scenario is when the ON period of one player
lies within the ON period of the of another player as can be
seen in Fig. 10(b). This normally happens when players are
requesting unequal video rates and the two players have a false
estimate of the available bandwidth. Consequently, the player
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downloading the higher rate estimates more than the one
downloading lower video rate. Therefore, the players remain
in a stable but unfair equilibrium. The third problem mani-
fests itself when the players’ downloads are perfectly aligned,
but both are requesting a low video rate (see Fig. 10(c)).
In this case, they reach a stable and fair estimate but with
video rates less than their fair share of the available band-
width, i.e., 11 + 21 < T, t12 + 122 < T. This situation
results in the underutilisation of the network. The cause of
these problems observed by Jiang et al. [49] is synchronised
scheduling.

In [96], three likely solutions to both the unfairness and
the oscillatory nature of the above switching logic is identi-
fied. The first approach is to randomise chunks inter-arrival
time, and secondly, a back-off period is introduced. Whenever
a client switches down the quality level of its download, it
should not increase its OFF period for some time. Finally,
rather than using a fixed range within which the inter-arrival
time of chunks is determined, a threshold should be set, which
will determine when a system should operate aggressively or
otherwise. The authors tested the first approach and found
through simulation an improvement in the players’ fairness.
In their later work [139], they investigated a scenario whereby
each of the competing sessions is assigned a fixed but unique
inter-arrival time. They report a similar performance as in the
case of the randomisation of the inter-arrival time. However,
applying this in a practical system will require having the
video stream available in multiple segment sizes. In [49], the
value of the target buffer is randomised. The paper shows that
by doing this the scheduling is still periodic but individual peri-
ods are independent of the player’s start time and the issues
reported by [42] are mitigated.

For any video streaming application, avoiding rebuffer-
ing and streaming the best possible video quality are the
two main objectives of any rate adaptation algorithm [144].
However, live streaming sessions have an additional require-
ment, i.e., liveliness. The concept of liveness means late
chunks are skipped if the stream lags too far behind its dead-
line. It is noteworthy that for live streaming the buffer is small
by necessity in order to avoid long delays. Consequently, live
streaming has stricter deadlines [98]. Additionally, scheduling
in live streaming also has to take into consideration the fact
that a client’s arrival time decides at which point its session
begins. So far none of the discussed scheduling algorithms
considers these additional requirements of live streaming.
While periodic dispatch trades timeliness for efficiency in
buffer management, progressive dispatch is a greedy algorithm
that may request chunks not yet available. Hence, an algo-
rithm is required that can cope with ‘deadline-misses’ and has
a notion of ‘first request’. Kupka et al. [140] evaluate a series
of segment streaming strategies, with each strategy being a
possible outcome of a set of the combinations of the follow-
ing four options (each option has two values so there are 16
possible combinations in the set):

« First request: a client may request the most recent chunk

or wait for next available chunk.

o Play-out start time: a client may start play-out immedi-

ately or delay the play-out.
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o Next request: a client may request a chunk before down-
load finishes or before the play-out finishes.

o Deadline miss handling: a client may start playing from
the beginning of the download or skip a portion equal to
the deadline-miss from the download.

The result of extensive experiments [140] shows that the
best combination is when a client requests the most recent
chunk in its first request, starts play-out immediately, dis-
patches requests before play-out finishes and start playing each
chunk downloaded from the beginning. This combination is
found to avoid the synchronisation of client requests resulting
in a high-quality request and short delays.

A different approach is taken in [68], [69], and [145], they
advocate for a server push strategy. HTTP 2.0 allows a server
to push content to a receiver directly without the need of an
explicit request. Wei and Swaminathan [68], [146] presented
three push strategies that exploit the server push feature of the
HTTP 2.0, namely no-push, pull-push and K-push. In pull-
push, after the initial request, the server sequentially sends
chunks to a client without any break, and stop only when
explicitly asked by the client. While in the k-push, a client
initiates a request for a block of k chunks after receiving the
initial request, and then the server responds by sending then
back-to-back except where the client terminates the request.
Obviously, no-push is when no server push is allowed. The
push strategies were found to reduce live latency and improve
link utilisation [68].

B. Parallel Schedule

Parallel scheduling is required when a client has multiple
network interfaces and uses some or all the interfaces simulta-
neously for a streaming session. Another case where parallel
scheduling is required is when a client is streaming from
multiple servers using one or more connections. Without
appropriate scheduling, using multiple network interfaces does
not necessarily guarantee a high quality streaming service.
In fact, poor performance is the expectation [98]. In [141],
the case where HTTP range retrieval is used to sequen-
tially request chunks by a multi-homed client is studied. The
performance of the technique is found to be dependent on
segment size. The authors found that using small segments
increases the overhead, which results in a reduction of aggre-
gate throughput. A large segment size is found to significantly
increase both the start-up delay and the buffer requirements.
The authors proposed two possible solutions, i.e., either to get
an optimal segment size or to parallelise the scheduling. In
their follow-up work [142], they investigate parallelising the
schedule since finding an optimal segment size, they argued,
imposes a trade-off between the throughput and the start-up
latency. They proposed a technique based on an HTTP pipeline
that allows a client to send a request without the need to wait
for a response. The technique starts by interleaving byte range
requests, thereafter each interface may send a request imme-
diately after receiving a response. The reason for interleaving
at the start-up is to prevent interfaces from sending requests
in sync. By ensuring that the server is always busy process-
ing and responding to requests the efficiency of throughput
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aggregation is found to be close to the optimal level. However,
the work was done in the context of progressive download.
In [97], a similar approach but within a HAS by extend-
ing DAV VI [137] with multi-homing capability [137] is used.
Experimental results show that the scheduler reduces video
interruption and improves average video quality, even when
using heterogeneous multiple wireless interfaces.

In contrast to the approaches that use the HTTP range
retrieval [143] proposes a scheduling scheme that enables a
client to request multiple chunks in parallel using indepen-
dent HTTP sessions. The client side scheduler first sends an
HTTP GET request to a server, while the client is still receiv-
ing the requested chunk it dispatches another request. Each
chunk received is indexed. And the index is appropriately
updated whenever a new chunk arrives or when a chunk down-
load is finished. The system must not download more than a
predefined upper limit of allowable parallel threads. Before
requesting a chunk, the scheduler calculates the ratio of the
duration of a sub-segment downloaded and the duration of the
whole chunk. This is done for each of the chunks that are
currently being downloaded in parallel. It then compares the
ratio to a threshold value (for detail on how to get the threshold
see [71], [143]). If the ratio of all the parallel HTTP threads
is larger than the threshold and the buffer level is less than
the upper limit a new chunk is requested in parallel. However,
no new request is dispatched in case one the following three
conditions holds: (i) the calculated ratio is less than thresh-
old value in at least one of the parallel downloads; (ii) the
maximum allowable parallel sessions have been reached; and
(iii) buffer level is equal or greater that the set upper bound.

V. ADAPTATION FUNCTION

The adaptation function is the element within the ABR
scheme that decides the profile of a chunk to be requested
(also called adaptation logic or switching logic). The adap-
tation logic usually takes information regarding the available
resources, the schedule of the next chunk, and the set of all the
possible representations, as its inputs. Then returns a represen-
tation of a chunk to be downloaded. However, when a server
presents to a client some video representations that the client is
not capable of supporting, the adaptation logic should not con-
sider them. For example, if a client does not support HD any
video rate approaching HD resolution should be disregarded.

In its most basic form, the adaptation logic just chooses
a chunk with the highest video rate the estimated available
resource can accommodate. This basic algorithm is hardly in
use (even though it is simple to implement). Because it is very
sensitive to the time-varying nature of the resources that ABR
schemes commonly rely on, which can make its outcome oscil-
latory, abrupt [42], [74], and unfair in allocating bandwidth to
competing clients [78].

Traditionally, most HAS players rely on an adaptation logic
that mimics the concept of an additive increase multiplicative
decrease (AIMD) control scheme. This is because AIMD eas-
ily converges to an efficient and fair state regardless of the
starting point [14]. It helps in reducing the fluctuation of
video quality and abrupt change in video quality that are
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TABLE IV
DIFFERENT TYPES OF METHOD USE FOR ADAPTATION MODULE

Types of Scheduling Research Work

Heuristic Based [19], [28], [46], [49], [77], [150].

[30], [37], [100], [151], [152], [153],
[154].

[501, [87], [155], [156], [157].

[158], [159], [160], [161], [162], [163],
[164], [165]

Control Theory

Optimisation Techniques

Artificial
Techniques

Intelligence

not appreciated by users [46]. Further, it was demonstrated
in [83], [128], and [147] that when the video quality is high
an aggressive increase in the current rate does not necessarily
translate into an improvement in the user-perceived quality.
With AIMD-like approaches, a client increases the video rate
of a chunk request in a stepwise manner after each request-
response transaction. When the system resources dwindle, the
video rate is aggressively reduced to avoid buffer starvation.
As discussed in Section IV, the download of low video rate
chunks allows for a rapid refill of a buffer. However, it has been
shown in [80] that the simpler the adaptation logic, the better,
regardless of the approach used in building an adaptation mod-
ule. Table IV presents the summary of some of the techniques
commonly used in implementing and adaptation logic.

A. Heuristic Based Adaptation

Most of the early ABR schemes are based on heuristics.
For instance, Liu et al. [19] heuristically implemented an
AIMD-like adaptation logic that employs a stepwise switch-
up and aggressive switch-down logic. They argue that this
technique prevents video artefacts that might happen if the
switch-up is more aggressive, and with an aggressive switch-
down rate of buffer refill becomes faster. Thus, preventing
video interruption. However, the algorithm was found to inter-
mittently chose suboptimal representation and is unstable as it
oscillates between different video quality levels.

Another player with a heuristic based adaptation module
is FESTIVE [49]. The player gradually switches to the high-
est video level with the rate of switching decreasing as the
video rate of the chunk increases. It is assumed that this will
mitigate the unnecessary oscillation between different video
representations. Additionally, the paper introduces a notion of
delayed update. The delayed update is a score that measures
a trade-off between efficiency/fairness and stability, which
allows a player to improve its stability. In [46], the effect
of video quality transition on QOoE, is studied. The authors
report that a sudden drop in video rate has a negative impact
on the user experience. To improve the QoE they propose a
heuristically designed ABR called QDASH-qoe (a QoE-aware
DASH system). The scheme switches down the video rate
to an intermediate level even when the target video rate is
lower. Although this may result in a suboptimal choice, by
improving stability they are able to enhance the subjective
user experience. Experiments in [36] found that the MSS ser-
vice is using a somewhat similar approach. Though, for MSS
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the upward transition is faster than its downward trajectory,
in either case the switching is not immediate. Other players
that employ a heuristic based adaptation logic are the player
proposed in [28], AdapTech Streaming [77], and the Akamai
HD Video Streaming services [148].

B. Control Theory Based Adaptation

It is difficult to use heuristics to design an algorithm that
is predictable and mathematically describable. Thus, recently
there has been many attempts to design an adaptation logic
that is not only performing well but also based on descrip-
tive and predictable models. Control theory is used to model
dynamical systems that are stable, accurate and settle quickly
into a steady state [164]. The controller is the part of the
control system that manipulates input to produce the desired
output. A typical controller computes the difference between
a measured variable and a target point as a process error. The
goal is to reduce this error by adjusting the process input
parameters.

De Cicco et al. [149] propose an adaptation logic based on
feedback control. The video rate adaptation controller takes a
target buffer as an input and returns the video rate of the
chunk to be downloaded. The goal of the controller is to
ensure that the buffer is always maintained at the target level.
It achieves this by calculating the error between the target
buffer and the measured buffer level. The error is then passed
to the Proportional Integral (PI) controller that outputs a video
rate that matches the estimated available bandwidth. However,
since HAS works with discrete quality levels the value is
passed to a quantizer, which returns the highest representation
that is less than the output of the PI controller. Experiments
confirm that the controller selects the highest video rate that
the available bandwidth can maintain, though the measurement
is done server side. In [37], a control theoretic client side rate
adaptation that makes a trade-off between the stability in video
rate and bandwidth utilisation has been proposed. In [152],
model predictive control (MPC) is employed to predict the
expected throughput of the next couple of chunks, and then
combine it with the buffer state information in making decision
on which bitrate is the most optimal in maximising QoE. Other
papers that propose adaptation functions that are implemented
using control theory are [30], [100], [150], and [151].

C. Optimisation Based Adaptation

In [50], a different approach has been tried. The paper
uses an optimisation technique for rate adaptation algorithm
(called Intelligent Bitrate Switching based Adaptive Video
Streaming). And modelled the adaptation logic as an optimisa-
tion problem, which maximises benefit and minimises penalty.
The quality level of a chunk represents the benefit, with higher
video rate having a higher benefit value. However, a maxi-
mum penalty is assigned to a video freeze. Interestingly, the
user can adjust the penalty based on his viewing desires. The
algorithm can also use subjective metrics like PSNR to assess
the QoE. An optimal solution is expected to select a chunk
with the highest video rate among all the chunks that sat-
isfy the given constraint of a minimum number of rebuffers.
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Another adaptation logic based on optimisation techniques is
presented in [87].

At the network provider side, there is a need to arbitrate
the allocation of network resource among competing clients.
Hence, according to [153] and [154], the support for coor-
dinated management and global optimisation is imperative.
They employ an integer linear programming (ILP) model to
manage policies to either maximise the QoE of all users or
minimise the penalties incurred for violating the subscription
contract. Joseph and de Veciana [155] propose NOVA to solve
the multi-user joint resource allocation and quality adaptation
problem employing optimisation techniques. The algorithm
attempts to maximise the average video quality and minimise
the quality variability of HAS streaming session subject to
network constraints.

D. Artificial Intelligence Based Adaptation

In [156], it is argued that since a change in video quality
affects the user’s subjective perception of the overall streaming
quality. And the user perceived quality is not easily described
in precise language, control theory and other mathematical
models that rely on a precise definition of input and out-
put are not necessarily the best options for implementing an
adaptation logic. They propose an adaptation module based
on fuzzy logic, called Network-Bandwidth-Aware Streaming
Version Switcher. The system has three parts, a sensor, a con-
troller, and an actuator. The sensor is equivalent to a resource
estimation module. The controller is the part that is responsi-
ble for the adaptation, while the actuator realises the controller
decision. The fuzzy controller is in turn made up of three com-
ponents, fuzzifier, fuzzy interface engine, and defuzzifier. The
fuzzifier takes input (in this case is the estimated throughput)
and converts it into a format that the controller understands.
The fuzzy interface engine takes the fuzzified input and pro-
duces an output based on rules generated from the domain
knowledge and expert experience. The defuzzifier converts the
output produced by the fuzzy interface engine to a form other
parts of the system will understand, i.e., the video rate of the
chunk to be downloaded (for more detail on how each part
works see [156]). They experimentally found the technique to
be responsive to changes in network conditions. However, the
results show unnecessary instability even in the presence of
stable instant throughput.

In [157], fuzzy logic is employed to adapt the video rate to
the changing network conditions, but unlike [156] their fuzzy
controller uses buffer state changes as input. The aim of the
algorithm is to prevent buffer overflow and unnecessary fluctu-
ation in the video quality. However, the algorithm suffers from
a high amplitude variation in video quality changes. To remedy
this shortcoming Sobhani et al. [158] propose an AIMD-like
fuzzy controller that considers both the estimated throughput
and buffer occupancy and returns the appropriate video rate
to be requested.

Using fuzzy logic requires the use of domain expert knowl-
edge, which is difficult to get. Even where it is available, it
is difficult to define a set of linguistic rules based on it [165].
Another artificial intelligence (AI) technique used in the video
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rate adaptation that requires no expert input is machine learn-
ing (ML) [159]-[162]. With ML techniques, a client can learn
to adapt its video quality to the changing context without the
need for any human intervention. In [161] a decision tree
based random forest classification (i.e., a composite classifica-
tion algorithm) is used to map network related features onto
the video rate. Rather than proposing a new algorithm they
opted to use the scheme in improving the accuracy of exist-
ing adaptation algorithms. In summary, the scheme trained the
classification model using a dataset provided in [166]. The
classifier is then used to predict the current request or any
future video request. The training can be done either on-line
or off-line. Simulation results show an improvement in the
prediction accuracy of the baseline algorithms.

Classification schemes generally require a training dataset.
However, in highly dynamical system like HAS it is difficult
to get a training set that is both correct and representative for
all possible situations. Reinforcement Learning (RL) allows an
agent to discover the right action to take within a specific con-
text based on a feedback from its environment. To do this an
adaptation module interacts with its environment by sensing
factors that are expected to influence it decision. For example,
van der Hooft er al. [163] use the average and the mean abso-
lute difference in bandwidth, while [159] and [160] use both
the information about buffer state changes and available band-
width. Then the agent acts typically by changing the video rate
to incrementally maximise its reward (such as improving the
Mean Opinion score and reducing the rebuffering) [163].

VI. INTERACTIONS OF COMPONENTS

ABR module, like most complex systems, is composed of
a number of components, which can be grouped into three
elements. Furthermore, it can be observed that these compo-
nents are mostly treated independently from one another. This
allows us to treat them in greater detail. However, as can be
seen from Fig. 11 these components of ABR exhibit non-trivial
interactions.

Generally, the relationship and interaction between through-
put estimation subsystem and buffer management function
receive the highest attention [36], [74], [78]. It has been
found that the more the available network capacity, the faster
the chunk download [37], therefore, the faster the replen-
ishment rate of the buffer. However, many algorithms such
as [28] and [59], try to maintain their buffer at a predefined
level. For this, the scheduling function activates the periodic
dispatch, which results in an ON-OFF traffic pattern. As dis-
cussed in Section III-A4, this traffic pattern results in the drop
of TCP throughput, which in turn reduces the speed of the
buffer replenishment. Obviously, this creates a cyclic relation-
ship that goes in an opposite direction. To ensure that the client
perceives the accurate available bandwidth, the scheduling pro-
cess has to take this into account when deciding the time of
the next request. In [38], [40], and [75] it is recommended that
the periodic dispatch is only activated when a buffer is full or
nearly full. In other words, while ABR scheme is ramping-
up its video rate only the progressive dispatch is used. They
argue that this will ensure that provided the highest video rate
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is not reached the OFF period is not activated. However, this
may not completely solve the problem since a back-to-back
strategy introduces at least one RTT delay between contigu-
ous chunk requests, which understandably has an impact on
the TCP throughput.!® A better strategy will be to send the
next chuck request to the server, perhaps through the uplink,
before the current chunk download finishes.

Another cyclic relationship is between power consump-
tion and the throughput. As outlined in Section III-C,
power consumption is proportional to the network utilisa-
tion. Furthermore, to control power consumption [102]-[104],
devices usually employ the inactivity period, which may or
may not correspond to the off-period of the periodic dis-
patch scheduling scheme. One solution to this trade-off as
proposed in [167], is the employ of a mechanism that opti-
mises video chunk size in order to minimise the energy of
wireless interface. The authors’ reason that since bigger chunk
(i.e., with longer duration) allows the throughput estimation

10This is because of the well-known fact that TCP throughput is inversely
proportion to RTT.

module to better estimate the available capacity , while at the
same time saving tail energy.

However, these two subcomponents (buffer and power man-
agement units) of the resource estimation function are not
the only subsystems interacting with throughput estimation
module, others are: content nature, CDN, and the streaming
context. Usually, these are outside the control of most ABR
designers. For example, an ABR algorithm developer has no
control over the impact of weather (humidity) on the wire-
less channels, or where CDN providers may locate their data
centres.

Adaptation Module takes the output of both the resource
estimation function and the scheduling modules as its input,
and then decides on the next video rate to request, subject
to the designers constraints and policies. For example, video
oscillation should not exceed a certain threshold [37], or the
start-up delay must be within a particular range [29], [77].
Therefore, the adaptation logic must ensure that the selected
video rate does not result in the violation of any of the con-
straints. It should be noted that some of these constraints may
evolve with time. For instance, in [29] and [76] the adaptation
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TABLE V
IMPACT OF CHUNK SIZE ON THE BEHAVIOR OF ABR

Effect on ABR

Large Chunk Size

Small Chunk Size

Rebuffering

More rebuffers [170].

Less rebuffers [170].

Encoding Efficiency

Low overhead [171].

High overhead [171].

Adaptability

Low adaptability[170].

High adaptability [170].

Quality Fluctuation

Reduce fluctuation [84].

Increase fluctuation [84].

Bandwidth Utilisation

Improves utilisation [79].

reduce utilisation [79].

Start-up Delay

Long delay [172].

Short delay [172].

Fairness

Improve fairness [78].

Reduce fairness [78].

module most evolves the output video rate in a logistic manner,
and in [38] and [75] it has to start with lowest video rate and
maintains it until the ‘reservoir is filled’ (see Section III-B for
detail). In this sort of situation, the current action of the adap-
tation module decides the next thing to do; hence interaction
becomes two-way.

Another thing to note is that while an adaptation mod-
ule does not directly affect the scheduling function, it does
interact with it through its interactions with the various sub-
systems of the resource estimation function. Which video rate
is requested has an impact on all the subcomponents of the
resource estimation function discussed. The most obvious of
these interactions are between buffer replenishment rate and
the video rate of the requested chunk since chuck with lower
video rate contains less data and vice versa. Hence, assum-
ing a constant available bandwidth, the buffer replenishment
rate has an inverse relationship with video rate. However, the
throughput perceived has a proportional relationship with the
video rate. As discussed in Section III-A, there is a feedback
loop between the data downloaded and the TCP mechanism,
with longer download allowing TCP to have a better chance
of reaching a steady state. The next section will talk more on
the impact of chunk type on the throughput perceived by the
estimation module.

VII. IMPACT OF CONTENT PREPARATION

One basic requirement of HAS is that a video file has to
be segmented, with each chunk being independently decod-
able. Equally important is that multiple encoded versions of
each of the chunks are to be provided at the server [32], [47].
Thus, determining the optimal size of the segments and appro-
priate set of representations becomes a critical challenge.
Furthermore, since any technique that guarantees fine gran-
ularity, at least in theory, can be used to provide video file
segmentation, it is interesting to look at how other encoding
techniques affect the effectiveness of ABR scheme. In this
paper, we concentrate on multi-layered coding, i.e., Scalable
Video Coding (SVO).

A. Chunk Characteristics

Various segment sizes have been used by a number of HAS
implementations reported in the literature, e.g., Apple HLS

uses 10s [47], Adobe HDS uses 2-5s [170], MSS uses 2s [33],
and Is is used in [68]. In [171], a dataset is provided with
segment sizes of 2, 4, 6, 10 and 15s. Other datasets that
provide video with multiple segments sizes are the YouTube
Mpeg-Dash dataset [172] and 4Ever project ultra-high defini-
tion HEVC DASH dataset [173]. In [174] a dataset is provided
in both H.264 and H.265 with encoding rates similar to those
provided by commercial content distribution providers such as
Netflix and YouTube. BITMOVIN maintains a list of the free
and public MPEG-DASH test streams and datasets [175].

Several performance evaluation studies have been conducted
to ascertain the impact of chunk size on the behaviour of
ABR [79], [168], [171]. In [79], it was found that the larger
the segment size, the higher the network resource utilisation.
This is because larger chunks take longer to download, and
hence are more likely to ensure that TCP reaches the steady
state. Similarly, it was shown in [84] that small chunk sizes
result in an inaccurate estimation of the available bandwidth.
However, Yao et al. [168] noted that the use of large chunks
sizes comes at the expense of the adaptability of ABR algo-
rithm when the bandwidth rapidly fluctuates. Once a chunk
is in transit and the system condition changes, a client typi-
cally has only two options, i.e., either to continue and suffer
suboptimal performance or to abort the download and waste
valuable bandwidth. Larger chunk sizes are also found to
increase the end-to-end delay in live streaming [66]. In con-
trast, small chunk sizes increase encoding overhead [169],
video quality fluctuation [84], and unfairness among compet-
ing clients [78]. Table V presents a summary of the impact
of chunk size on the performance of ABR. By employing
server push technique [69], the authors of the paper are able to
reduce the number of request-response associated with small
chunk size, which allows them to use ‘“‘super-short” chunks
with sub-second duration.

The selection of appropriate video chunk size has to con-
sider several competing factors. Lederer et al. [171] attempt
to find the optimal video chunk for a network setting. They
found it to be dependent on the nature of the connection estab-
lished (i.e., either persistent or not). Instead of finding the
optimal segment size Liu et al. [84], Lievens et al. [169],
and Jeong and Chung [176] attempt a different approach by
opting for variable chunk sizes. In [169] chunks with differ-
ent sizes are provided, with low quality chunks having small
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segment sizes and high video rate chunks having large sizes.
Liu et al. [84] monitor the network and then request a chunk
size based on the variance of the TCP congestion window.
Similarly, in [176] the segment duration determination algo-
rithm called S-DASH is proposed. The scheme determines the
chunk size to be downloaded based on the TCP throughput
variation.

Usually, a client is presented with a set of chunks of dif-
ferent quality levels from which to choose from. Two things
become obviously important (i) the cardinality of the set of
the available video representations (e.g., in [171] and [173]
a number of datasets have been proposed with varying car-
dinality), and (ii) the difference in bitrate between successive
profiles. For example, in [87] equally spaced profiles have
been used. The high cardinality of a set of video rates allows
a provider to cater for more contexts but at the cost of higher
storage overhead. From an ABR perspective, a large set of
representations means higher switching rates at the benefit of
improved adaptability [81]. Thang et al. [165] have shown
that different sets of representations have varying effects on
the behaviour of ABR. For example, equally spaced chunk
profiles are found to decrease the user perceived experi-
ence by increasing the variation in the distortion difference
between contiguous video quality switching. As a solution
to this, they propose a set of representations whose elements
are spaced based on just noticeable differences (JND). They
found that this can achieve an improved QoE and buffer sta-
bility. Correspondingly, Lederer et al. [171] rely on PSNR
based heuristic to derive the distance between representations.
Toni et al. [64] presented criteria and practical guidelines of
finding an optimal set of representations that maximises QoE.
However, it was found in [81], through simulation, that the set
of representations provided by most of the commercial con-
tent providers, e.g., Netflix and YouTube and the one proposed
in [64] do not provide enough flexibility for heterogeneous
clients when a network is overloaded.

B. Layered Coding in HAS

So far, we have assumed that every chunk is self-
contained and independently encoded. To some extent, this
is a valid assumption since H.264/AVC is the most widely
used video encoding technique. However, having each chunk
self-contained has its downsides. For each representation, all
chunks have to be encoded and stored separately. For instance,
a lhr 30min video file is segmented into 2s chunks, with five
(5) different quality levels will result in 5400 x 5 chunks.
According to [177] the MSS service incurs between 200% to
300% storage overhead compared to having only the highest
quality level available. More so, they claim that if intermediate
systems such as a CDN is employed, to get a similar cache
hit-ratio as in the case of a single representation additional 3
to 4 times storage space is needed. de la Fuente et al. [178]
also confirm the suboptimal performance of chunk-based HAS
in terms of caching efficiency. Furthermore, with the storage
overhead comes the need for additional bandwidth to transport
the additional chunks [179].

The essence of an ABR is to enable clients to adapt the
video quality to different or changing contextual conditions.
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In chunk-based HAS services, a segment must be delivered in
its entirety or not. Certainly, this will affect the adaptability of
an ABR logic. One way of solving this dilemma is to employ
small chunks. However, it was found that [84] this inaccurately
estimate the available bandwidth, which results in a fluctuat-
ing rate adaptation since small chunks do not allow TCP to
reach a steady state. A better solution argued [178] is to use
the layered coding. Scalable Video Coding (SVC) [180] is an
extension of H.264/AVC for layered video coding. Layered
coding allows the encoding of a video into a number of layers,
composed of a base layer (representing the least quality level)
and a number of enhancement layers, with each enhancement
layer improving the viewing quality. With SVC, a video is
encoded once and decoded based on a frame rate, resolution,
and/or fidelity requirements. It enables the encoder to remove
a ‘part of the video bit stream in order to adapt it to the various
needs or preferences of the end users as well as the varying
terminal capabilities or network conditions’ [180]. SVC allows
for three different kinds of scalability, i.e., temporal, spatial
and quality. With temporal scalability, the base layer repre-
sents the source content with a reduced frame rate, while in the
case of spatial scalability the resolution is reduced. The qual-
ity scalability presents a scenario where the base layer has the
least fidelity (mostly measured in signal-to-noise ratio). Any
addition of the enhancement layer to a base layer increases
the frame rate, the resolution or the fidelity as the case may
be. Nevertheless, any combination of the three approaches is
equally possible. A detail discussion on SVC can be found
in [180]-[182].

Intuitively, with encode once and decode multiple times the
issue of storage overhead can be mitigated. HAS is designed to
be encoding technology agnostic. It should not matter whether
AVC is used or not. However, it is worth noting that every
technology has specific characteristics. Therefore, researchers
always attempt to exploit such differences to enhance a system.
The initial discussion has concentrated on implementations
that incorporate SVC into some of the existing ABR schemes
without taking into account the peculiarity of its multi-layered
nature.

Even with layered coding, a video file needs to be chopped
into segments to better suit HAS. There are various chunk
creation strategies proposed in the literature. In [183], a video
file is segmented into self-decodable units. Each unit is the
equivalent to a chunk, which is made-up of blocks with each
block representing a layer. Xiang et al. [184] take a different
approach, they segment the encoded video along the layers,
and then chop each layer into segments. Therefore, a call for a
chunk implies a request for a particular layer. Grafl ef al. [185]
use multiple independent groups of chunks, with each group
of chunks having the same class of base layer such that they
represent a particular resolution, and layers within a chunk are
used for quality adaptation. They called the approach a hybrid
SVC-HAS.

Theoretically, SVC video chunks can easily substitute AVC
chunks in any of the plethoras of the traditional rate adap-
tive schemes discussed. Famaey et al. [186] use SVC chunks
with the open source version of the MSS rate adaptation algo-
rithm [73]. The quality selection is based on selecting a base
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Fig. 12. Tllustration of How SVC layers are downloaded in HAS.

layer and the required enhancement layers. For example, an
ABR decides to request the third quality level, the base layer
and the subsequent two enhancement layers are downloaded.
Miiller et al. [187] and Sieber et al. [188] successfully adapted
SVC chunks to the ABR scheme proposed in [41], which is
originally designed for a single layered AVC.

The techniques discussed so far are based on vertical adap-
tation. In the vertical adaptation, a base layer and the entire
required enhancement layers are downloaded within a time
slot allocated to a chunk. As can be seen in Fig. 12(a), only
after all the required enhancement layers are downloaded will
a new base layer be requested. The vertical adaptation is
mostly employed when the intention is to maximise the video
quality. Sieber er al. [188] propose a horizontal adaptation,
i.e., a fixed number of base layers are first buffered, (see
Fig. 12(b)) and then in subsequent rounds the enhancement
layers are downloaded (with each round requesting only a par-
ticular enhancement layer). The logic behind this is to ensure
consistent quality viewing.

Both the vertical and the horizontal adaptation schemes do
not take advantage of the enhanced features of SVC. For the
duration of each chunk, while using SVC, multiple requests are
made. In the case of the vertical heuristics, the base layer and
the individual enhancement layers are separately downloaded,
while in the horizontal schemes the contiguous layers are indi-
vidually downloaded. When the latter feature is exploited an
improved granularity of rate adaptation is obtained, and the
rate adaptation module can abort download midway without
much penalty.

To get the best of both worlds, Andelin efr al. [189] pro-
pose a diagonal heuristic. The rate adaptation decisions are
now made after each layer is downloaded. In the diagonal
scheme, a client can either download enhancement layers of
the current chunk (therefore increasing the current quality) or
download the next segment and ensure better quality in future.
The heuristic uses a slope to determine how a client alternates
between backfilling and pre-fetching (see Figure 12(c)). When
backfilling, the quality of the current base layer is enhanced,
while pre-fetching downloads a layer that may be required
in the near future. The gradient of the slope is configurable.
When pre-fetching is desired the slope is made flatter, and a
steeper slope used when the goal is to enhance the current
segment.

Many researchers have investigated the performance of
SVC in HAS. Amongst the earliest work is [178]. The paper

Time Time

(©)

investigated the effect the two encodings schemes have on
caching efficiency and found SVC to be more efficient due to
the fact that the base layer is always available. Another advan-
tage of the use of SVC is an improved responsiveness to the
change in network conditions [177]. Because SVC allows for
finer granularity since it works at layer boundary, this enables
a client to abort a download without much overhead.

However, layered downloads substantially increase the num-
ber of request-response transactions. This is because after each
request-response cycle there is a waiting period of at least one
RTT. Consequently, SVC based ABRs are more vulnerable to
higher RTTs. This has been confirmed by both [177], [186]. It
should be noted that RTT is inversely proportional to through-
put. This means SVC will perform badly in low throughput
conditions.

We have earlier seen that SVC-based HAS services can sub-
stantially reduce storage requirements. Nevertheless, for each
addition of an enhancement layer in SVC video, there is at
least 10% encoding overhead [180]. This results in the demand
for more bandwidth by SVC-based services. Kalva et al. [190]
have compared the financial cost of the storage reduction to the
cost of the increase in bandwidth requirement by SVC-based
services, and found that the latter outweighs the former.

VIII. CONTEXT MANAGEMENT

Until recently, video quality adaptation decisions have
been mostly based on the system level factors discussed
in Section III. However, it is becoming increasingly clear
that to ensure a high level of user satisfaction system level
information needs to be complemented by context-dependent
information [191]-[195]. Context is defined as ‘any infor-
mation that assists in determining a situation(s) related to
a user, network or device’ [191]. As observed in [192] the
first requirement towards exploiting context, in improving user
experience, is to identify the set of parameters that together
defined a specific context, such that a change in any parame-
ter results in a change of context. Though ‘context’ is a very
complex and loaded term, it is obvious that the more parame-
ters used, the more precise its definition is. However, this will
be difficult to manage and model. Therefore, to better manage
this complexity Mitra et al. [191] grouped these parameters
into four dimensions:

1) Device related parameters, e.g., screen size and layout.

2) User and environmental parameters, e.g., location,

weather.
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3) Application based parameters, e.g., type.

4) Network level parameters, e.g., throughput, packet loss,

and RTT.

A context vector, CV = {1...n}, is a set of combination of
parameters from the above groups, which uniquely identify a
context. When the CV consists of parameters from one group,
for example, device related parameters. We call it a uni-group
context, otherwise it is called multi-group context. A uni-group
context relying on network level parameters has received most
of the attention of the HAS community (see Section III for
detail). But this is gradually changing. The first generation of
multi-group context-based ABR schemes, use network level
parameters as the main factors, while other factors are used
either as adjustment factors or for improving the accuracy of
the network level parameters.

A. Context as Complementary Parameter

In a wireless environment, the channel capacity is inher-
ently varying and difficult to estimate because of the variation
in signal strength, interference from other devices, environ-
ment induced noise, and user mobility. These context induced
impairments, which manifest as an increase in bit error
rate, packet loss, and delay, complicate the task of TCP.
Because TCP traditionally views all packet loss as a sign
of congestion, and when this is not the case, an unneces-
sary reduction in end-to-end throughput and increased delays
occur.

Another solution to this challenge, in addition to those out-
lined in Section III, is to incorporate environmental parameters
in the process of throughput prediction. The current location
of a streaming device is the most prominent environmental
parameter currently, but more factors are expected to be used
in future. This is mostly because, as shown in [192] and [196],
location can be a better indicator of the actual link capac-
ity when the characteristic of the streaming environment
changes often. Several attempts have been made to improve
the accuracy of TCP throughput estimation by incorporating
location-based data [91], [197]-[200].

In [198], a location-based bandwidth lookup service is
proposed to help streaming clients better predict the avail-
able bandwidth. The authors use video receivers equipped with
GPS capturing capability to collect the bandwidth of popu-
larly commute routes in Norway, which they used to build
a bandwidth lookup database. A client streaming while com-
muting along the mapped route can query the database with
its current location. The service responds with the near-future
available bandwidth, which the client may use to adapt the
video rate. In [200], a crowdsourcing technique is used to col-
lect the location-bandwidth information from different devices
running a variety of applications. The authors observed that
this presents a challenge because frequently the participating
devices are in an idle state. Hence, the data collected may
not be the accurate available link capacity. To improve the
accuracy of the lookup data, for a given route interval, they
multiply the size of each record of the downloaded data by the
corresponding record of the data throughput and then summed
up all the reading before dividing the result by the total size
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of downloaded data. They argue this gives more weight to the
high throughput data.

In [91], it is streaming clients that send data about their
geolocation and bandwidth estimates to a server, which are
kept in a repository. When a new or an already participating
client desires to stream a video, in a particular location, it first
sends a query to the server, which will use the client’s GPS
to predicts the future path of the client. Thereafter, the server
determines the possible bandwidth along the predicted path
and sends it to the client.

In [201] it is argued that location is not the only contex-
tual parameter that can be used to enhance the accuracy of
throughput estimation. Another important parameter they sug-
gested is the time of the day. This is since wireless channels are
always shared, so the allocation of bandwidth will normally
depend on the number of active connections, which varies at
different time of the day. Relying on the geostatistical meth-
ods, the authors analyse the impact of both space and time
on bandwidth prediction. They then used the spatio-temporal
model derived from using variogram to capture the relation-
ship between distances among sample, time, and semivariance,
together with an interpolation method to predict the future
available bandwidth in an unknown location. Their result
shows a more accurate estimate of the available bandwidth.

B. Context As an Adjustment Factor

So far, we have seen contextual information only being used
to improve the accuracy of the estimated network capacity. In
other words, the contextual information is not directly used
by the adaptation logic in making a rate selection decision.
Though at an early stage of development, using contextual
parameter directly as adjustment factor is increasingly becom-
ing common. First, context is monitored and measured. Then
the result, usually a multi-group context vector, is fed into the
adaptation module.

In [199], CV = {Network type, humidity, location, speed,
time, throughput} is used as input the adaptation logic. The
network interface can either be 4G LTE or 3G. The authors
first investigate how these factors affect the available through-
put of the two types of the network technologies. Their
findings show that humidity and location are the dominant
factors when streaming over 3G, while speed and time are
more important factors when streaming over 4G. To request
a video chunk, a client sends its current measured CV, the
server then matches the client CV to an entry in its database,
and retrieves bandwidth attribute of the tuple that matches the
client’s CV. Based on the current throughput in the client’s
CV and the retrieved bandwidth, the server determines the
appropriate video rate to send.

In [192] and [202], location information is used to find
the ‘close-to-optimal’ buffering strategy that prevents video
stalling in an area of limited connectivity. Basically, the adap-
tation logic adjusts its buffer based on how close it is from a
coverage hole, such as a tunnel; and how long the hole is. The
closer to or the longer is the tunnel the more the buffer space
that is allocated, and the lower the video rate of the requested
chunks. However, for the scheme to work the authors assumes
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Fig. 13. Typical architecture of a CDN.

that a client has the ability to predict its path and knows where
the areas of interest are located.

IX. CONTENT DELIVERY NETWORK

To increase content availability, scalability, and reduce
access latencies video content providers are increasingly rely-
ing on CDN providers (e.g., Akamai, Limelight) for video
content distribution. A CDN is ‘a collaborative collection
of network elements spanning the Internet, where content is
replicated over mirrored Web servers, located at the edge of
Internet services provider’s network to which end user is con-
nected’ [203]. As can be seen in Fig. 13, in its most basic
form, a CDN is composed of a number of edge servers that
are geographically distributed and redirection nodes, e.g., DNS
servers. Content is cached at the edge servers, which are
responsible for content delivery to a client. A client first gets
the URI of the desired chunk from MPD, and typically sends a
GET request for it. The CDN, on receipt of the client request,
using its redirection mechanism reroutes it to the most appro-
priate edge server. The process of edge server selection is a
challenging task, since as observed in [203], some nodes may
be unavailable, or overloaded. However, to make a redirec-
tion decision, a typical CDN relies on the following metrics:
(1) proximity which measures the distance between client and
edge servers; (20 load, which indicates the status of bandwidth
and CPU; (3) and the possibility of content availability at the
edge server [71], [204].

Recall from Fig. 11, CDNs do have an impact on the
performance of an ABR schemes that request content cached
by it. In fact, it has been suggested in [19] and [205] that CDN
infrastructure is more likely to be the bottleneck than the last
mile connection in services that use CDN. This challenge may
manifest as a result of either the content distribution across the
edged servers (caching) and/or latencies incurred as a result
of request redirection [206].

A. Impact of Caching

Caching is widely used to reduce latencies by bringing con-
tent closer to the users. However, since in most situation the
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available content is more than the capacity of the cache, con-
tent acquisition and replacement mechanisms are critical to the
effectiveness of a caching system. Content is either dynami-
cally acquired, that is, content is only requested from an origin
server when a cache miss occurred; or proactively pushed to
the cache by the CDN [207]. In either case, the link between
the origin server and edge server can be the new bottleneck.
Lee ef al. [72], Zhou et al. [205], Liang er al. [208], and
Juluri and Medhi [209] investigate the impact of either a
congested or slow link between the origin and edge servers.
In [72], it was found that when the available bandwidth
between a client and the edge server is more than between
the edge-origin link, an ABR scheme overestimates the avail-
able path bandwidth when requesting a cached video chuck.
If the ABR adaptation module uses the throughput estimate
derived from downloading a cached chunk to request a chunk
that is not available on the edged server, a high latency that
manifests as a reduction in throughput is experienced by the
client. This happens because the edge server has to get the
chunk from the origin server before sending it to the client
over a link with a capacity less than the requested video rate.
The authors found this scenario keep on reoccurring, hence,
causing the video rate oscillation. To prevent this, the authors
use a traffic shaping technique to ensure that an ABR scheme
does request chunks with video higher than the path capacity.

In [209], a different approach is proposed. The proposed
scheme reduces the chances of the cache miss by pre-fetching
video chunks. Through using the knowledge of the available
path capacity and the adaptation logic, the proposed scheme is
able to predict the video rate of likely chunk to be requested
next and then pre-fetch it. In [208], a similar approach that
requires no knowledge of the ABR running on a video player
is proposed. However, in this case, only the information about
the capacity of the origin-edge link is used. The result shows
that by improving the hit ratio, the impact of the edge-origin
link is reduced. Hence, an overall improvement of the video
rate is achieved.

Another source of a drop in capacity at a the edge-origin
link is the ability of origin server to serve all the requests
from the different edge servers since naturally, it has a limited
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fan-out. Even in more advanced CDNs where the edge server
is served by intermediate level servers, which are in turn
served by the origin server, the intermediate node fan-out can
be overwhelmed. To prevent a scenario whereby the capac-
ity of either the edge or the intermediate nodes is exceeded,
Zhou et al. [205] propose a support network that ensures that
the nodes that receive chunks from the origin server cooperate
to boost the capacity of the origin server.

B. Impact of Redirection

The URI obtained by a client after parsing an MPD file
usually points to the origin server [207]. When CDN is in the
employ the client’s request has to be redirected to the appropri-
ate CDN, which then reroutes the request to the selected edge
server, typically using DNS mechanism [210]. The edge server
selection protocols are outside the scope of this paper, for more
detail see [203]. The selected edge server will then begin the
process of responding to the client request. The cost of this
process observed [206], [207] is an increase in delay, which
reduces the throughput perceived by the throughput estimation
module.

In [206] and [207], two solutions are proposed to the request
redirection problem. Both solutions rely on writing the MDP.
In the first proposal, the MDP is rewritten to point at the
request router that then reroutes the client request to the right
edge server. In the second solution, the MDP is rewritten to
point directly at the appropriate edge server, which allows the
client to directly get content without any redirection. The result
of simulation shows a reduction in the start-up delay and the
number of video stalls. Additionally, an increase in the video
quality is also observed. However, it is noted in [211] that
when using the MDP-rewriting scheme, a node may be over-
loaded or even be out of reach without the knowledge of the
client, such that only after sending a request would it receive
the ‘404’ error, which may result in video stall. To prevent this,
the authors of the paper proposed a mechanism that allows the
CDN to either push a new MDP or trigger a request new MPD
event at the client when node become unavailable.

X. LESSONS LEARNED

The HAS service ecosystem is composed of various stake-
holders each with its own set of requirements that are often
at odds with each other. Hence, while designing an ABR
scheme that meets these, possibly divergent requirements, is
a non trivial exercise. Various design paradigms, such as
network-assisted and server-side schemes, have been proposed.
The choice of a design paradigm dictates which stakeholder
becomes an active or a passive participant.

However, regardless of the paradigm used, users are mostly
passive stakeholders. In other words, they passively con-
sume whatever video quality the system provides them with.
Nonetheless, this does not reduce the importance of their
concerns. It rather implies that while the HAS service is run-
ning a user has little or no control in how an ABR operates.
Furthermore, when a client-side design paradigm is employed,
as in this paper, a network operator becomes more or less a
passive stakeholder too. Even in the case whereby a content
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provider decides to locate its cache at the ISP location, for
example, Netflix currently partners with ISPs to localise it
content using Open Connect Appliance [212], this can only
help an ISP localise its traffic but does not give any control
over the ABR scheme running at the client-side. This fact has
resulted in a number ISPs throttling traffic originating from
content providers [213]. The other two stakeholders are an
ABR algorithm designer and a content provider.

A. Summary of Important Points

In order to build an effective HAS service, ABR design-
ers have to consider the requirements of both the active
and the passive stakeholders. The following are some lessons
derived from our earlier discussions that can help ABR algo-
rithms designer to build services that satisfy multitude of
requirements.

e Resource estimation:

* The choice of scheduling policy is as important as the
throughput estimation technique used in improving
the perceived throughput [40], [78].

* Scheduling policy can be used to reduce the power
consumption a mobile device [51], [138].

* A good ABR scheme requires a main factor and at
least one adjustment factor.

o Scheduling function:

* Employing the progressive dispatch at the ramping-
up stage makes it easier for the client’s TCP through-
put to converge [40], [59].

* Parallel scheduling policy can be used to improve
system utilisation [142], [143].

o Adaptation function:

* The technique used in realising the adaptation logic
has no significant impact on the performance of an
ABR scheme [80].

* The simpler the adaptation logic, the better [80].

* To perform effectively, an adaptation logic requires
the input of the evolving state of QoE metrics in
addition to the conventional resource metrics.

o External factors:

* The use of CDN can be a source of delay and
reduction in throughput [19], [205].

* Contextual information are excellent source of TCP
throughput improvement [91], [197]-[199].

* Chunk size and nature has a significant impact on
many QoE metrics [84], [179], [189].

B. Current Challenges

Feedback about the evolving state of the quality of video
transmission is certainly a prerequisite to building an effective
ABR algorithms. One of the most urgent challenges currently,
is how to monitor, measure, and incorporate the various QoE
metrics into video quality selection decision. QoE feedback
mechanisms can help a client in ensuring that the require-
ments of the various stakeholder are met. Another challenge
that does require the attention of ABR researcher is modelling
the relationship between the various components of an ABR.
For example, when building a buffer-based player, an ABR
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algorithm designer requires the exact relationship between
video quality and the buffer state changes.

The size and the nature of video chunks can affect a num-
ber of system and QoE level parameters. More work is needed
in formalising the relationship between the various parameters
and chunk size. This can help content providers to optimise
the video chunks presented to ABR clients, and in the pro-
cess helps in reducing storage requirements as well as traffic
in the network. Using the contextual information to improve
the performance of ABR is still in its infancy. However,
this promising field requires the understanding of the context
information that is most relevant to the effectiveness of the
ABR scheme. The modelling and analysis of the interrelation
between the identified elements, and the various subsystems
of the ABR module, is also desirable. With these an ABR
designer can build a service that is both truly adaptive and
effective.

XI. CONCLUSION

In the past five years, tremendous amount of effort has
been put in standardising and improving the HTTP adaptive
streaming (HAS). However, little or no effort has been
dedicated to systematically analysing and structuring the
research space and different solutions. In this survey, we
present a comprehensive review of the client-side adaptive
bitrate selection (ABR), the part of the HAS technology that
decides the profile and schedule of a chunk to be downloaded
by a video streaming client. The paper starts by presenting a
framework that divides an ABR module into three subcom-
ponents, i.e., resource estimation module, chunk scheduling
function, and adaptation logic. Then an exposition of the
benefits, issues, and challenges of locating, monitoring and
measuring various resources (e.g., throughput) that different
ABR schemes rely on for their decision-making is presented.
Furthermore, the paper classifies the chunk-scheduling
algorithms into sequential and parallel schedules and then
discusses where and when it is most appropriate to employ
either of them. Because the technique used in implementing
rate adaptation dictates the limit of achievable optimisation,
the paper presented a detailed discussion of the various
approaches e.g., machine learning or control theory, used in
designing and implementing ABR in literature. How these
subcomponents interact with each other is then covered. We
then concluded by a talk on other relevant aspects related to
content nature, CDN, and operating context, which are known
to have direct impact on the efficiency of an ABR scheme.
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