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Abstract—Unmanned aerial vehicle (UAV)-based wireless
networks have received increasing research interest in recent
years and are gradually being utilized in various aspects of our
society. The growing complexity of UAV applications such as
disaster management, plant protection, and environment moni-
toring, has resulted in escalating and stringent requirements for
UAV networks that a single UAV cannot fulfill. To address this,
multi-UAV wireless networks (MUWNs) have emerged, offering
enhanced resource-carrying capacity and enabling collaborative
mission completion by multiple UAVs. However, the effective
operation of MUWNs necessitates a higher level of autonomy
and intelligence, particularly in decision-making and multi-
objective optimization under diverse environmental conditions.
Reinforcement Learning (RL), an intelligent and goal-oriented
decision-making approach, has emerged as a promising solution
for addressing the intricate tasks associated with MUWNs. As
one may notice, the literature still lacks a comprehensive survey
of recent advancements in RL-based MUWNs. Thus, this paper
aims to bridge this gap by providing a comprehensive review of
RL-based approaches in the context of autonomous MUWNs.
We present an informative overview of RL and demonstrate
its application within the framework of MUWNs. Specifically,
we summarize various applications of RL in MUWNs, includ-
ing data access, sensing and collection, resource allocation for
wireless connectivity, UAV-assisted mobile edge computing, local-
ization, trajectory planning, and network security. Furthermore,
we identify and discuss several open challenges based on the
insights gained from our review.
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I. INTRODUCTION

UNMANNED Aerial Vehicles (UAVs), commonly referred
to as drones, have steadily grown into pivotal elements

within various professional fields, marking a paradigm shift
in numerous practices and operations. Their broad application
spectrum spans several civilian spheres such as aerial pho-
tography, precision agriculture, environmental monitoring, and
search and rescue operations, among others [1], [2], [3], [4].
These uses highlight UAVs’ transformative potential in dif-
ferent industries and their expanding role in contemporary
society. This burgeoning relevance of UAVs is substantiated
by their market growth dynamics. According to a comprehen-
sive report by UAV Industry Insights, the global UAV market,
valued at approximately U.S.$30.6 billion in 2022, is expected
to nearly double, reaching an estimated worth of U.S.$55.8 bil-
lion by 2030. This projection represents a Compound Annual
Growth Rate (CAGR) of 7.8%, underscoring the persistent rise
of the UAV industry in the coming years [5].

The inherent flexibility and cost-effective deployment of
UAVs act as catalysts for the advancement of multifaceted
applications. However, the capabilities of a single UAV-based
platform often fall short of meeting the growing demand
for flexible and autonomous applications. The coverage and
functionality offered by a solitary UAV are limited, pos-
ing challenges in addressing increasingly intricate missions.
Consequently, there is a rising interest in the development of
multi-UAV-based frameworks, aimed at augmenting the scale
of existing single UAV-based applications and introducing
enhanced degrees of freedom and autonomy [6], [7].

Multi-UAV Wireless Networks (MUWNs) offer superior
coverage and expanded service resources, thus facilitating
coordinated and cooperative efforts among multiple UAVs
to tackle large-scale, multi-objective tasks. These networks
sustain the collective functionality of multiple UAVs while
retaining the autonomy of individual units, thereby aid-
ing the completion of applications involving more complex
tasks. Innovative scenarios such as MUWN-assisted Internet
of Things (IoT) [8], MUWN-assisted cellular communica-
tions [9], and MUWN-assisted edge computing have been
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proposed [10], indicating the versatile potential of MUWNs.
MUWNs also act as vital components in the upcoming inte-
gration of 6G wireless technologies, holding the promise of
significantly enhancing the reach, reliability, and resilience
of 6G systems [11]. Leveraging MUWNs, 6G systems can
harness their capabilities to ensure uninterrupted, high-speed,
and low-latency communication, especially in challenging ter-
rains and dense urban areas. These complex applications of
UAVs further emphasize the need for advanced orchestra-
tion methods and smarter algorithms in MUWNs, including
task allocation, trajectory planning, and resource management.
It also requires an optimization approach to balance various
objectives such as energy efficiency, communications cover-
age, and user satisfaction. Moreover, the inherent dynamics
and unpredictability of MUWN operating environments, influ-
enced by factors like flight-path obstacles and fluctuating user
demands, necessitate a high degree of adaptability and intel-
ligence within MUWNs. Traditional deterministic or heuristic
algorithms may not fully accommodate these needs due to their
inherent limitations in adaptability and scalability, especially
considering the network’s dynamic and distributed nature.

To address these challenges, researchers have been explor-
ing various machine learning techniques, among which
Reinforcement Learning (RL) has shown promising results.
Over the past decade, RL has demonstrated remarkable suc-
cess in various fields such as game playing [12], autonomous
vehicles [13], and robotic control [14]. RL-based algorithms
possess the capability to learn and adapt based on environmen-
tal cues, offering an optimal solution for handling dynamic
conditions and identifying optimal strategies [15], [16]. RL’s
unique capability of learning from interaction and optimiz-
ing complex control policies makes it a prime candidate for
the coordination and operation of MUWNs. RL has already
demonstrated its efficacy in enhancing MUWNs by optimiz-
ing key factors like strategic deployment and latency in the
context of 6G technology [17], [18].

Furthermore, recent advancements in deep learning have
fostered the development of Deep Reinforcement Learning
(DRL), wherein deep neural networks are employed to esti-
mate the value function and policy in RL [19]. This enables the
RL algorithms can handle high-dimensional state and action
spaces [12]. Leveraging the function approximation capabil-
ity of deep learning, DRL can effectively address scalability
issues in large-scale MUWNs. Consequently, the utilization
of DRL in MUWNs is considered to hold substantial poten-
tial, facilitating the development of adaptable, efficient, and
intelligent MUWNs.

Given the increasing importance of RL and DRL in
MUWNs, it is necessary to provide a comprehensive survey
on this topic, summarizing the current advanced applications,
identifying the challenges, and discussing potential future
directions. This paper aims to serve this need, providing valu-
able insights for researchers and practitioners interested in the
intersection of RL and MUWNs.

A. Related Surveys

Though several existing reviews have discussed the
applications and advantages of RL or UAVs from different

perspectives, there is still a lack of a comprehensive sur-
vey on RL-enabled MUWNs. In [20], the authors present a
tutorial detailing the benefits, applications, and challenges of
UAVs in wireless communication. The authors of [21] provide
an analysis of game-theoretic solutions that can potentially
mitigate issues in UAV-assisted networks. In [9], the authors
examine UAV cellular communications from multiple per-
spectives, including practical aspects, standardization advance-
ments, regulations, and security challenges. In [22], the authors
emphasize the potential of single-agent RL algorithms in var-
ious applications but neglect the discussion of multi-agent RL
algorithms and MUWNs. In [23], the authors explore security-
related challenges and present emerging technologies in UAV
networks. In [24], the authors narrowly focus on RL algorithms
without extensively considering possible applications. In [25],
the authors offer a comprehensive review of wireless networks
for future aerial communications, shedding light on connec-
tivity requirements, wireless communication technologies, and
network architectures. In [26], the authors survey the applica-
tions of multi-agent RL in the future Internet, with a specific
section dedicated to the trajectory design of UAV networks.
However, the authors overlook single-agent RL applications as
well as a multitude of other MUWN applications. The authors
of [27] and [28] focus on the application of RL in autonomous
navigation and path planning in MUWNs, leaving many other
MUWN applications unexplored. In [29], the authors provide
a survey on the system architecture and networking design of
aerospace-integrated networks. Table I provides a comparative
summary of the surveys mentioned, highlighting that even the
most recent ones do not offer a comprehensive overview of
the applications of RL-enabled MUWNs, which also indicates
there is a gap in the existing literature.

B. Scope and Contribution of Our Survey

This paper aims to provide a comprehensive survey and an
in-depth analysis of RL-enabled MUWNs. To ensure a clear
understanding for a broad spectrum of readers, we include
an instructional guide to RL techniques in the second sec-
tion. Then, we summarize the cutting-edge applications of
RL-enabled MUWNs. These applications have been divided
into six categories, with each further subdivided according to
important tasks or targets pertaining to the specific application.

The first four categories are dedicated to advanced areas
within RL-enabled MUWNs, as illustrated in Fig. 1.

• Data Access, Sensing, and Collection: MUWNs can
enhance real-time data sensing and transmission, a sig-
nificant benefit for IoT nodes with limited uplink capabil-
ities [30]. As depicted in Fig. 1, UAVs gather data from
IoT devices and then transmit this data to the Data Center.
By adjusting factors such as UAV positioning, transmis-
sion power, and other related actions, RL can optimize
data access, sensing, and collection performance. Within
this section, we elaborate on three pivotal performance
aspects: maximization of data collection, enhancement
of data collection efficiency, and optimization of data
freshness.

• Resource Allocation for Wireless Connectivity: MUWNs
enhance existing terrestrial networks by offering
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TABLE I
EXISTING SURVEYS ON RL, MUWN, AND RELATED AREAS

Fig. 1. MUWNs in different applications.

adaptive coverage, flexible deployment, and streamlined
management [20], [31]. As illustrated in Fig. 1, UAVs
can provide communication services to diverse terminals,
such as specific highway segments and dense ground
user populations. Consequently, the performance of

these networks heavily relies on judicious resource
allocation and sophisticated optimization technique. RL
equips MUWNs with the capability to adjust strategies
in unpredictable and ever-changing environments. This
section predominantly discusses spectrum allocation and
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power control, wireless power transfer, and caching
strategies.

• UAV-Assisted Mobile Edge Computing (MEC): The
advent of MEC, a new architectural paradigm, allows
UAVs equipped with computing and communication
platforms to provide offloading services for latency
and energy-sensitive applications [32]. As depicted in
Fig. 1, UAVs function as edge servers, delivering real-
time services to users. RL-based applications and algo-
rithms can enhance UAV-assisted MEC systems by aiding
decision-making processes such as offloading decisions
and computation resource allocation. We discuss four
key performance areas in MEC systems: latency-related,
energy-related optimization and design, resource manage-
ment and computation offloading, and optimization of
other objectives.

• Localization: UAVs play a crucial role in scenarios like
search and rescue, surveillance, target tracking, and posi-
tioning [3], [33]. As illustrated in Fig. 1, UAVs have
the capability to localize both static and movable targets
within intricate environments. RL can be instrumental in
enhancing the precision of UAV-based localization. This
is achieved by optimizing the received signal from targets
or refining the distance metrics to targets via meticulous
adjustments to the UAV’s movement and power.

The final two application categories delve into trajec-
tory planning and network security, which are both critical
considerations in MUWNs.

• Trajectory Planning: Effective trajectory planning is a
critical aspect of UAVs in MUWNs, as it not only influ-
ences the movement of UAVs but also plays a significant
role in achieving optimization objectives [28], [34], [35].
We highlight the importance of effective trajectory plan-
ning and flexibility for RL-enabled MUWNs to excel
across various applications. This section focuses on nav-
igation and provides typical examples showcasing how
trajectory planning can optimize MUWN performance.

• Network Security: Owing to their open and multi-
connective nature, MUWNs are susceptible to attacks [9].
RL can help optimize the location and transmission power
of MUWNs to avoid eavesdropping or interference.

Fig. 2 illustrates the structure of these applications. We hope
that this survey can shed light on autonomous and intelli-
gent MUWNs, and provide a clear vision for researchers and
engineers in related fields.

The primary contributions of this survey are outlined as
follows:

• We offer an instructional guide to RL techniques and
outline a clear procedure for utilizing RL in MUWNs.

• We provide a comprehensive overview of the applications
of RL in MUWNs. To facilitate understanding, we cate-
gorize recent research works into six groups and provide
detailed discussions for each category.

• We highlight the open challenges in the field to guide
readers towards future research directions concerning the
applications of RL-enabled MUWNs.

The remainder of this paper is given as follows. Section II
presents basic knowledge and popular algorithms of RL.

TABLE II
ABBREVIATIONS

Section III examines the application of RL for data access,
sensing, and collection in MUWNs. Section IV analyzes the
RL-based resource allocation schemes for wireless connec-
tivity in MUWNs. Section V demonstrates RL applications
in UAV-assisted MEC. Section VI presents the localization-
related applications. In Section VII, the related works on
RL-based trajectory planning for MUWNs are reviewed.
Applying RL for MUWN security is discussed in Section VIII.
Section IX highlights open issues and challenges. Finally,
we conclude this survey in Section X. To facilitate read-
ing, the abbreviations used in this paper are listed in
Table II.

II. PRELIMINARY ON REINFORCEMENT LEARNING

This section provides some basics about RL. Initially, we
introduce the fundamentals of RL and its mathematical repre-
sentation. Subsequently, we provide a summary of the classic
RL algorithms. Lastly, we delineate a general procedure for
employing RL in MUWNs, enabling readers to understand
how RL can be leveraged to improve MUWNs.
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Fig. 2. A classification of the applications of RL in MUWNs.

A. Fundamentals of RL

RL is a goal-oriented learning and autonomous decision-
making method. The core of RL is a decision-maker, com-
monly referred to as an agent, which learns to make beneficial
decisions through interactions with its environment. The crux
of this interaction is a reward system where actions leading to
favorable outcomes are positively reinforced, thus guiding the
agent to strive towards maximizing cumulative rewards over
time. The action-guiding process within the RL is an iterative
refinement of the agent’s strategy, known as policy. The agent
employs an initial policy to interact with the environment,
observes the subsequent outcomes, and fine-tunes the policy
in line with the received feedback. This iterative learning pro-
cess is maintained until an optimal or near-optimal policy is
obtained.

RL can address a wide range of complex problems that
necessitate intelligent decision-making and adaptive behavior,
such as game playing, robotics, navigation, resource manage-
ment, and task scheduling. In essence, RL can be effectively
applied to any problem that can be conceptualized as a
sequence of decisions targeting a specific objective.

In practical applications, RL is operationalized via its math-
ematical representation known as a Markov Decision Process
(MDP) [36]. The MDP offers a systematic mechanism to
model and analyze the complete process of learning and
decision-making in RL. A detailed discussion on MDP is
presented in the subsequent section.

B. MDP

A MDP can be mathematically represented as a tuple
(S ,A,P ,R, γ), where S and A denote the sets of the agent’s
states and actions respectively. The state transition probability
set is expressed as P : S×A×S → [0, 1]. R : S×A×S → R

signifies the set of rewards r(st , at , st+1) received by the
agent from the environment. Commonly, we consider a finite
MDP with times steps T. The agent-environment interaction
concludes naturally at the final step T, such as upon the com-
pletion of a task. Therefore, the interaction within a finite MDP
can be recorded as a sequence {s0, a0, s1, a1, . . . , sT , aT },

commonly referred to as an episode. Fig. 3 illustrates the
MDP. The agent chooses an action at based on the current
state st . In response to the agent’s action, the environment
reciprocates with an updated state st+1 and offers a reward
r(st , at , st+1) to the agent. It is crucial to note that the
action is to maximize the discount cumulative return Gt =∑T

k=0 γ
k r(st+k , at+k , st+1+k ), rather than the immediate

reward r(st , at , st+1). Here, γ ∈ [0, 1] serves as a discount
rate employed to strike a balance between immediate and
future rewards. As mentioned, RL is to find the optimal policy.
The policy of the agent is recorded as π(at |st ), representing
the probability of choosing action at at state st .

In practical applications, agents often lack complete envi-
ronmental information. For example, a UAV gathers only
partial information about the environment through its sen-
sors. In such cases, the RL problem is modeled as a Partially
Observable MDP (POMDP) [37]. A POMDP can be described
as a 7-tuple (S ,A,P ,R, γ,O ,Z ), where S, A, P, R, and γ
are defined as in MDP. Here, O represents the set of possi-
ble observations and Z : S × A × O → [0, 1] describes the
probability distribution over observations.

C. Single-Agent Reinforcement Learning

Having presented the fundamental concepts of RL and
MDP, we can now turn our attention to a particular sub-
set of RL problems known as Single-Agent Reinforcement
Learning (SARL). SARL pertains to scenarios in which a
single agent is involved in the learning and decision-making
process. This section provides an overview of the milestone
SARL algorithms, helping the readers gain a comprehensive
understanding of the SARL landscape. As we continue to build
upon these concepts, keep in mind that there are also scenarios
involving multiple agents. These are referred to as Multi-Agent
Reinforcement Learning (MARL) problems, which will be
discussed in the subsequent section.

SARL algorithms can be categorized into two distinct
types, namely value-based and policy-based SARL, depending
on the methodologies adopted for the derivation of optimal
policies.



BAI et al.: TOWARD AUTONOMOUS MULTI-UAV WIRELESS NETWORK: A SURVEY OF RL-BASED APPROACHES 3043

Fig. 3. A general procedure for applying RL to MUWNs.

1) Value-Based SARL Algorithms: Value-based SARL
algorithms operate by computing the value function that
provides the expected cumulative reward for each state or
state-action pair. The aim is to identify the optimal value
function, which offers the highest expected cumulative reward
for each state or state-action pair. This optimal value func-
tion subsequently determines the optimal policy, wherein the
agent selects the action that results in the state with the highest
expected value at every step.

A significant advancement in RL was the advent of the
Q-learning algorithm [38]. The Q-learning algorithm utilizes
an action-state function, Q(st , at ), commonly referred to as
the Q-function, to compute the expected cumulative reward
for each state-action pair. Through iterative computation, this
algorithm converges to the optimal Q-value, as represented by
the following equation:

Q(st , at ) ← Q(st , at ) + α[r(st , at , st+1)

+ γmaxaQ(st+1, at+1)−Q(st , at )]

(1)

where α is the learning rate. In Q-learning, a Q-table is used
to record different Q-values corresponding to various states
and actions. However, a Q-table is constrained by its ability
to record only a limited number of actions and states.

To overcome this limitation, the Deep Q-Network
(DQN) [12] employs a deep neural network to map states
and actions to Q-values, referred to as the Q-network. DQN
updates its parameters using gradient descent. A key feature
of DQN is the implementation of a target network that mir-
rors the original Q-network in terms of parameters. This target
network serves a critical function in stabilizing the learn-
ing process. While the primary Q-network’s parameters are
updated frequently, the target network’s parameters are kept
fixed over a certain number of steps. This reduces the corre-
lations between the target and predicted Q-values and aids in
mitigating the risk of feedback loops. Upon reaching the spec-
ified number of steps, the parameters of the target network are
synchronized with those of the Q-network, thereby ensuring a
continual, gradual learning process. Both Q-learning and DQN
are instances of temporal-difference learning algorithms [39].
These algorithms update their estimates following each state

transition, irrespective of waiting for the final result of an
episode.

Following the advent of DQN, researchers have developed
various enhancements to refine and extend the utility of
DQN. Double DQN [40] resolves the issue of overestima-
tion, where the learned Q-value often exceeds the actual
Q-value. Furthermore, the method of Prioritized Experience
Replay [41] introduces a mechanism that assigns weights to
data samples based on their significance. This allows the algo-
rithm to prioritize more informative data during the learning
process, thereby reducing the variance and enhancing learn-
ing efficiency. Dueling DQN [42] employs the concept of
an advantage function, which serves to evaluate the relative
quality of each action taken in a given state s. In other
words, it quantifies the advantage of choosing a particular
action.

The Dueling Double DQN (D3QN) incorporates the
strengths of both the Double DQN and the Dueling DQN
methodologies. It amalgamates the overestimation rectification
of Double DQN with the differentiated action valuation pro-
vided by the advantage function in Dueling DQN, thus creating
a more refined and effective learning algorithm.

2) Policy-Based RL Algorithms: Policy-based RL algo-
rithms aim to find the optimal policy directly without needing
to learn a value function. In these methods, the policy is
parameterized (often using neural networks in complex envi-
ronments), and the parameters are iteratively updated to
improve the policy. The principle underlying policy-based
methods is known as Policy Gradient [43]. In simple terms,
Policy Gradient methods aim to maximize the expected return
by adjusting the policy parameters in the direction that max-
imally improves the performance. This is typically achieved
using methods of gradient ascent. In this way, Policy Gradient
methods iteratively enhance the policy until an optimal policy
is obtained.

One of the fundamental algorithms of Policy Gradient meth-
ods is the REINFORCE algorithm [44]. It utilizes a Monte
Carlo method, generating data of an episode based on the
current policy, to estimate the gradient for updates. For pol-
icy gradient algorithms, the size of the gradient update step
profoundly influences the performance. Techniques such as
Trust Region Policy Optimization (TRPO) [45] update the
policy under constraints measured by the Kullback-Leibler
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Divergence. Proximal Policy Optimization (PPO) [46], a more
user-friendly approach than TRPO, incorporates the penalty
term of Kullback-Leibler Divergence directly into the objec-
tive function. Currently, PPO is the most widely adopted policy
gradient method.

However, policy gradient methods encounter a significant
issue: they exhibit high variance when learning from raw
episode data. This variance leads to inefficient learning and
negatively impacts the training process. To address this, Actor-
Critic (AC) algorithms were developed. The AC methods
utilize a ‘critic’ to estimate the value function, while the ‘actor’
estimates the policy. By estimating the value function, the
critic aids in reducing the variance associated with policy gra-
dient methods, resulting in more efficient learning. With the
advent of neural networks, these roles are often assigned to
separate networks within the model: the actor network and the
critic network.

The Asynchronous Advantage Actor-Critic (A3C) method
introduced a parallel form of AC algorithms [47]. A3C uses
a global network and multiple worker nodes that interact with
the environment to gather data and update parameters. The
worker nodes update their parameters asynchronously with
the global network. However, it was found that the strength
of A3C comes more from the parallel training aspect rather
than asynchronous updates. Following this observation, the
Advantage Actor-Critic (A2C) method was developed, which
updates parameters synchronously to ensure uniformity among
worker nodes. Today, A2C is generally considered more effec-
tive than A3C. The main purpose of both A3C and A2C is
to reduce correlation in the training data by using multiple
workers to gather data.

These algorithms, however, are primarily designed MDPs
with discrete action spaces. For MDPs with continuous action
spaces, the Deep Deterministic Policy Gradient (DDPG)
method is employed [48]. DDPG combines elements of DQN
and AC algorithms, creating a deterministic policy where
the relationship between states and actions is determinis-
tic [49]. Notably, DDPG employs target networks for both the
actor and critic networks, leading to a total of four networks
in the DDPG structure. A subsequent improvement of
DDPG, the Twin-Delayed Deep Deterministic Policy Gradient
(TD3) [50], introduced additional enhancements including
clipped double-Q learning, delayed updates, and target policy
smoothing.

The Soft Actor-Critic (SAC) algorithm [51], another variant
of AC, introduces entropy regularization to the optimization
process. This approach encourages the policy to explore more
options and reduces the likelihood of premature convergence
to sub-optimal policies.

D. Multi-Agent Reinforcement Learning

While SARL focuses on decision-making processes involv-
ing a single learning agent interacting with its environment,
real-world scenarios often encompass multiple interacting
agents. Examples range from a single robot control to multiple
robots coordinating to complete a task. The actions of each
agent can significantly impact the others. Hence, MARL

becomes a necessary paradigm, accounting for these complex
multi-agent interactions.

This section first introduces the Markov Games, the multi-
agent counterpart to the MDP used in SARL. Then, we explore
various approaches employed to handle interactions between
agents, a critical aspect of transitioning from SARL to MARL.
Finally, we will summarize some of the classical MARL
algorithms in use today.

1) Markov Games: Markov games [52] are multi-
agent extensions of MDPs. A partially observable
Markov game for N agents can be denoted as a tuple
(N ,S , {Ai}i∈N , {Oi}i∈N ,P , {Ri}i∈N , γ). N denotes the
number of agents. S represents the state of all agents.
{Ai}i∈N and {Oi}i∈N are the sets of actions and observa-
tions for each agent. To choose actions, each agent i uses
a stochastic policy πθi : Oi × Ai → [0, 1], which produces
the next state according to the state transition function
P : S × A1 × · · · × AN → S2. {Ri}i∈N is a set of rewards
for each agent.

2) Training Scheme: The primary distinction between
MARL and SARL lies in the interaction among agents. In
the work presented in [53], multi-agent systems are catego-
rized into three types based on the relationship between agents:
fully cooperative games, fully competitive games, and mixed
games. Hence, a primary challenge in MARL is the training
of multiple agents to cooperate or compete with each other.

A rudimentary approach to MARL training is Independent
Learning (IL), which does not take into account the influ-
ence of other agents. This approach essentially overlooks both
cooperation and competition between agents. Although IL may
produce adequate results in certain practical scenarios, it may
lead to non-stationarity problems, which can negatively impact
convergence [54].

A more commonly utilized framework for MARL training
is Centralized Training with Decentralized Execution (CTDE).
In this setup, each agent has access to the information of all
other agents during the training phase. However, during the
execution phase, agents make decisions based solely on their
local information. This CTDE framework offers a practical
solution for MARL and is widely used in recent research.

3) MARL Algorithms: Coming to specific MARL algo-
rithms, Multi-Agent Deep Deterministic Policy Gradient
(MADDPG) [55] represents a landmark algorithm. MADDPG
extends the DDPG algorithm to multi-agent environments. In
MADDPG, each agent has its own independent critic network,
actor network, and reward function, allowing the algorithm to
tackle multi-agent problems in cooperative, competitive, and
mixed environments. During training, each agent can view
the local observations and actions of all other agents. Hence,
centralized training is required despite each agent having an
independent critic network.

Another advanced algorithm is Counterfactual Multi-Agent
Policy Gradients (COMA) [56], designed to tackle the multi-
agent credit assignment problem in Decentralized POMDP
(Dec-POMDP) [57]. In COMA, the agents share a joint
critic network based on the local observations and actions
of all agents, while each agent’s actor network is indepen-
dent and based only on local observations. Since all agents
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in Dec-POMDP cooperate fully and share the same global
reward, each agent may not know the impact of its actions on
the global reward. COMA addresses this issue by computing
each agent’s individual advantage function.

Further, value decomposition-based algorithms can also
be used to solve the Dec-POMDP problem. Such methods
decompose the joint Q value, Qtotal , into a combination of
each agent’s Q value, Qi . Value-Decomposition Networks
(VDN) [58], for example, assume that the Q-value of each
agent can be summed to yield a joint action-value func-
tion. This addition in VDN implies a linearity assumption.
QMIX [59], on the other hand, combines Qi to Qtotal using
a hybrid network, and employs global state information to
improve algorithm performance. At the same time, to ensure
global maximization, QMIX assumes that the derivative of
Qtotal with respect to Qi is non-negative.

E. Adapting RL for MUWNs

This section outlines the general procedure for applying RL
in MUWNs.

As shown in Fig. 3, the system model of practical MUWN
applications encompasses various elements such as UAVs and
users. It also includes optimization objectives for MUWNs,
such as energy efficiency and total throughput.

Central to the application of RL in MUWNs is the formu-
lation of the system model into a MDP or a Markov Game.
This formulation entails two critical steps. Firstly, defining the
elements as the agent and the environment. As Fig. 3 depicts,
the agent is typically defined as the central controller or an
individual UAV. In most SARL scenarios, the central con-
troller, acting as the agent, is tasked with allocating tasks or
target locations to UAVs. Conversely, when individual UAVs
are defined as agents, their actions could be specified as speed,
direction, or designation of their own target user.

The second step involves designing the reward function
in accordance with the optimization objectives. In instances
where there are multiple optimization objectives, it is possi-
ble to incorporate multiple reward or penalty terms into the
reward function.

Depending on the agent defined earlier, either SARL or
MARL could be leveraged for MUWNs. Given that neural
networks are frequently employed in RL as a parameterized
model for policy or value, these networks can be tailored to
suit the specific scenario.

III. DATA ACCESS, SENSING AND COLLECTION

In IoT applications, transmitting data to nearby Base
Stations (BSs) can be challenging for wireless nodes with lim-
ited energy. To overcome this challenge, UAVs can be utilized
to facilitate data access, sensing, and collection for nodes that
are unable to access the network infrastructure. Fig. 4 provides
a visual representation of a typical data collection scenario,
wherein UAVs collect data from various devices and transfer
it to the central data center.

During these operations, MUWNs confront complex
decision-making tasks including the allocation of data nodes,
optimization of flight trajectories, and determination of

Fig. 4. Data access, sensing, and collection in MUWN.

appropriate transmission power levels. RL-based agents can
take on the role of decision-makers in this context, helping to
address these challenges and enhance the overall performance
of data access, sensing, and collection tasks.

We have categorized related works into three key aspects
based on their main focus in data collection tasks: data col-
lection maximization, data collection efficiency enhancement,
and data freshness optimization.

A. Data Collection Maximization

A primary objective of MUWNs in data collection task
is to optimize the collection of data from multiple terminals
while operating within defined constraints of time and energy
resources.

In [60], the authors introduce a mobile crowd-sensing
system designed for urban areas with data nodes and multiple
obstacles. UAVs are utilized for data collection and obsta-
cle avoidance in this region. The system model divides the
target area into multiple grids, disregarding the effect of
UAV flight altitude. Consequently, the location information of
UAVs, obstacles, and data nodes can be integrated into a 2-
dimensional (2D) plane. The paper employs a Convolutional
Neural Network (CNN), known for its significant advantages
in image processing [61], to extract features from the 2D
plane. To maximize the data collection within a specified num-
ber of time slots, while ensuring fairness among data nodes
and UAVs’ energy efficiency, the paper adopts a MADDPG-
based model. Each UAV’s actions consist of direction and
distance traveled. The reward function incorporates data col-
lection amounts, fairness degree, energy consumption, and
obstacle collision penalty. A subsequent work [62] from the
same research group employ a PPO-based model to address a
similar crowd-sensing system. In [62], a BS acts as an agent,
assigning tasks to UAVs and directing their actions. In addi-
tion to the three optimization objectives mentioned in [60],
this study also incorporates data freshness as a considera-
tion. To fully leverage the temporal information of adjacent
timeslots in the training data, the paper incorporates Gated
Recurrent Units (GRU) [63], a model based on Recurrent
Neural Networks (RNNs), during the feature extraction
step.
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In [30], the authors investigate a UAV-aided wireless sensor
network where UAVs carry out missions based on predeter-
mined trajectories and can provide opportunistic assistance
to terrestrial sensor networks. The work presents a real-time
scheme for UAV scheduling, bandwidth allocation, and power
control based on DQN and DDPG to optimize long-term
data transmission. The actions of agents involve selecting
the target data node, configuring the data node’s transmit
power, and allocating bandwidth for the UAV. The reward is
the cumulative amount of transmitted data. The DQN-based
model is adopted for discrete action space, in which transmit
power and bandwidth are discretized into fixed numbers. The
DDPG-based model is employed to solve continuous action
space.

Some practical constraints are considered in [64]. These
constraints include collision avoidance and kinematic limi-
tations. The system employs a UAV that is dispatched to
collect data within an area containing other moving UAVs
and static obstacles. Communication or information exchange
among the UAVs is not possible. A sensor on the dispatched
UAV is capable of detecting nearby UAVs within a certain
range. To enable the UAV to learn decision-making and task
accomplishment without relying on additional environmen-
tal or UAV-provided information, a model based on D3QN
is utilized. The action space of the UAV in this model
encompasses rotation angle and speed, considering realistic
constraints, while the height factor is disregarded. The reward
function used in the model takes into account the quantity of
data collected, task completion time, movement penalties, and
collision penalties.

In [65], the authors incorporate an additional energy sup-
ply as an integral part of the data collection task. UAVs are
categorized into two groups: data collectors and energy trans-
mitters. Data collectors are responsible for gathering data from
IoT devices, while energy transmitters provide wireless energy
transfer to these devices. The primary objective of the research
is to maximize the data throughput of IoT devices, ensure
data freshness, and enhance the energy efficiency of UAVs. To
achieve these goals, UAVs are trained using a model based on
MADDPG. The actions available to the UAVs include horizon-
tal flight direction, flying distance, and interval altitudes. The
reward function for energy transmitters is based on the residual
energy of the device and the number of upload attempts made
by each device. For data collectors, the reward function consid-
ers data throughput and data freshness. Additionally, there are
penalties incorporated within the reward functions to impose
constraints on the actions taken by the UAVs.

B. Data Collection Efficiency Enhancement

This section shifts the focus towards enhancing the effi-
ciency of data collection tasks, primarily by reducing the
time required for data collection and minimizing the distances
traversed by UAVs.

In [66], a multi-UAV-aided data collection system is
presented within the context of backscatter communication.
UAVs have the ability to activate backscatter devices to gather
data from them. If the energy of UAVs is insufficient to

complete the mission, they can recharge at a designated
charging station. The primary objective of this research is to
minimize the total flight time once UAVs have completed their
tasks. To achieve this, the backscatter sensors are clustered
using the Gaussian mixture model clustering method. Each
UAV is then dispatched to collect data from a specific cluster,
dividing the target area into multiple sub-areas. If UAVs are
unable to cross the boundaries between sub-areas, each UAV
only needs to consider the area it is responsible for. However,
if UAVs can traverse the boundaries, collaboration between
different UAVs becomes necessary. The authors refer to these
two boundaries as the deterministic boundary and the ambigu-
ous boundary, respectively. Accordingly, a DQN is adopted
for the first situation, while a multi-agent DQN is used for the
second situation. The action space for UAVs consists of three
choices: moving to a backscatter node, charging, or collect-
ing data. The reward function incorporates penalties for flight
time, energy consumption, and flight distance.

The authors in [67] study a case in which UAVs collect
data from a variety of IoT devices. Similar to [66], All IoT
nodes are clustered first and then each UAV is responsible
for a cluster. The clustering approach adopted in this work is
K-means. The boundary between clusters is the same as the
deterministic boundary in [66]. A multi-agent DQN is used
to minimize mission time. The acceleration and velocity of a
UAV constitute its action space.

In [68], UAVs are employed for crowd-sensing in an envi-
ronment with obstacles. In contrast to the previous two works,
UAVs in this work select their sensing objects on their own
rather than being dispatched to a specific cluster. A MADDPG-
based algorithm is used to implement mission selection and
path planning for UAVs. A 3-dimensional (3D) simulation
environment is built in this work. The action space of a
UAV is 3D angular velocity. The authors consider obstacle
avoidance, motion control, and the amount of collected data
when developing the reward function. The final results show
an improvement in both task completion speed and energy
efficiency.

An integrated UAV and vehicle system for data collection
in a smart city environment is considered in [69]. Vehicles are
dispatched to collect most of the data through genetic algo-
rithms. Then UAVs are employed to collect the remaining data.
A DQN-based model is adopted in UAV trajectory planning
to reduce the flying distance and reduce consumption.

C. Data Freshness Optimization

This section examines the scenario of continuous data
collection, where data freshness emerges as a crucial consider-
ation. In this context, UAVs have a dual role in gathering data
and transmitting it to BSs or users. As mentioned earlier, the
optimizations presented in [62] and [65] take into account the
freshness of the collected data. To assess the level of fresh-
ness, the Age of Information (AoI) metric is employed [73].
A smaller AoI indicates greater freshness and vice versa.
This investigation gives insight into the balance required
between data collection and data freshness in a dynamic
environment.
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TABLE III
SUMMARY OF WORKS ON MUWN-ASSISTED DATA ACCESS, SENSING, AND COLLECTION

In [70], a cooperative group of UAVs performs sensing
tasks and transmits collected data to a central BS for a given
time. A distributed sense-and-send protocol is proposed that
clearly divides the entire task into different steps, including
information change, decision-making, sensing and data col-
lection, and data transmission. The authors propose a DDPG-
and DQN-based model to minimize the accumulated AoI.
The action space of the UAV agent contains its selected task
and sensing location, in which the task is a discrete action
and the location is continuous. To handle the hybrid action
space, training methods of the DQN and DDPG algorithms
are adopted. The reward function is the reduction of AoI after
the task is completed. A similar case can be found in [71],
while some transition tasks from UAVs to users are added.
Specifically, data collected by UAVs can be transmitted to the
BS via cellular links or directly to mobile devices through
UAV-to-device communications. Unlike [70], a MADDPG-
based model is utilized to train each UAV in [71]. The action
space consists of two continuous actions: sensing location
and transmission location. The reward is minus AoI. Both of
the above works define the action as a change of position,
and the UAV will fly to the specified position at a constant
speed.

In [72], the authors propose the utilization of UAVs
for data collection from sensors installed on vehicles. The

UAV-assisted area is defined as a one-way road of a specific
length. Upon a vehicle entering this road, the AoI of its data
starts to accumulate. To achieve the minimum cumulative AoI
within a designated time frame, the authors employ a model
based on DDPG. The action space comprises three compo-
nents: selected targets, flying distance, and flying direction.
The reward functions incorporate penalties for high AoI, long
distances, and specific flight restrictions.

In summary, RL-enabled MUWNs offer a promising solu-
tion to enhance data access, sensing, and collection tasks. The
performance enhancements achieved are evident in the three
subsections discussed: data collection maximization, efficiency
enhancement, and data freshness optimization. To provide
a concise overview of these studies, Table III presents the
main findings, optimization objectives, and the specific RL
methodologies employed in each work.

IV. RESOURCE ALLOCATION FOR WIRELESS

CONNECTIVITY

MUWNs present a beneficial complement to existing terres-
trial communication networks, offering flexible deployment,
easy management, and adaptive coverage [97], [98]. The
utilization of UAVs as aerial BSs, caches, or relays can signif-
icantly enhance the network capacity and Quality of Service
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(QoS) of the overall network compared to traditional terrestrial
networks [31], [74], [77], [79], [91], [99]. However, the
performance of such UAV-based networks hinges significantly
on the rationality of resource allocation and optimization
strategies, such as optimization of power, bandwidth, and
storage resources. While traditional techniques such as game
theory [100] and convex optimization [101] have been used,
RL offers a more suitable approach, empowering MUWNs to
adjust their strategy in uncertain and dynamic environments,
ultimately reaching an optimal solution. Furthermore, the
RL-based agents model enables the optimization of multiple
resource allocations simultaneously and maximizes multiple
performance aspects of the system.

This section provides an overview of RL-based resource
allocation applications for wireless connectivity in MUWNs.
We categorize these applications into three main areas:
spectrum allocation and power control, wireless power
transfer, and cache strategies.

A. Spectrum Allocation and Power Control

MUWNs offer a solution for providing network access to
ground users in terrestrial cellular communication or remote
areas where terrestrial network access is unavailable. With
their flexible deployment and high mobility, MUWNs can
effectively address these connectivity challenges. However,
the limited availability of frequency resources and onboard
hardware on UAVs imposes constraints on radio resource uti-
lization. Therefore, it becomes crucial to implement reasonable
spectrum and power control schemes to ensure the efficient
usage of MUWNs. Resource management schemes, aimed
at maximizing system throughput or fairness, are commonly
employed in various applications such as UAV-assisted ter-
restrial communications [102], IoT [78], and IoV [94]. These
schemes play a pivotal role in optimizing spectrum and power
allocation within MUWNs.

1) Spectrum Allocation: Aiming at the scenario of terres-
trial communication assisted by quad-rotor UAV, the authors
of [74] jointly consider 3D UAV trajectory design and
frequency band allocation. The authors aim to maximize the
defined fair throughput, so as to determine the UAV 3D loca-
tion and the frequency band allocation strategies. A DDPG-
based model is proposed to obtain the optimal strategies
by offline training and implementation phrases with forward
propagation. In the practical application of DRL, there exist
dimension imbalance, gradient vanishing, and training oscilla-
tions. Dimension spread, pre-activation and softmax reference
techniques are adopted in [74] to address these issues respec-
tively. Simulation results show that compared with randomly
generated strategies, the proposed method achieves much
better performance in terms of fairness and total throughput.

The authors of [75] jointly consider UAVs’ positions, UAV-
user Equipment (UE) association, and transmit beamforming
at the UAVs. Such a joint design requires accurate Channel
State Information (CSI) estimation to obtain a better system
performance. However, the rapidly changing position of the
UAV makes it hard to obtain perfect CSI. Motivated by this, a
Q-learning-based method in conjunction with a deterministic
optimization technique called Difference of Convex Algorithm

(DCA) is proposed. Different from the used models in [103]
and [104] which the CSI availability is assumed without the
location information of the UAVs, the authors propose a DQN
method to obtain accurate CSI associated with the location
of UAVs. High-quality transmit beamforming is produced and
UAV-UE association is determined based on the calculated
location of UAVs. Meanwhile, the reward is computed by
DCA to construct the decision policy of Q-learning which
can update the location of the UAV. With the aid of DCA,
the Q-learning algorithm only needs to train the UAV with
a smaller set of variables, which greatly reduces the state-
action space. Experiment results demonstrate that the DCA
can achieve higher sum achievable rates of UEs compared with
traditional convex approximation-based solutions. In practical
applications, due to insufficient communication resources for
signaling, the UAVs are usually unable to acquire user loca-
tion and channel parameters beforehand and have to make
decisions based on their observations. In this case, the authors
of [76] propose a distributed MARL approach based on DQN
to jointly design trajectory and power control, which can
optimize the cellular network downlink throughput. Decisions
on user-channel assignment, transmit power allocation, and
one-step movement are made by UAVs. In the distributed
learning architecture, global model training is accomplished
via local gradient trained by each UAV such that the whole
training process can be carried out in parallel without observa-
tion data sharing. Experiment results show that ground users
achieve almost equal individual throughput, indicating the
proposed fairness indicator can optimize policy to achieve
better fairness.

In some typical IoT scenarios, massive devices require high-
quality and ubiquitous connectivity over a large scale area.
With a High Altitude Platform (HAP) or BS, UAVs (or even
a single UAV) can act as aerial BSs to improve terrestrial
network throughput, expand network coverage, and offload
compute-intensive tasks from IoT devices [105], [106]. The
network coverage in remote and hard-to-reach areas is con-
sidered in [78]. The aerial access network consists of one
HAP and a UAV swarm that supports the IoT devices by
providing communication and computation services. In order
to improve the energy efficiency of aerial computing servers
and QoS of IoT devices located in underserved areas, the
authors jointly address the problem of device-UAV asso-
ciation, task offloading, and bandwidth allocation with the
goal of maximizing QoS as well as minimizing total energy
consumption of IoT devices. Taking into account the non-
convexity and complexity of the targeted problem as well
as the dynamic nature of the network, the HAP and UAV
swarm are regarded as multi-agents so the targeted issue
can be transformed into Markov games. Furthermore, the
authors propose a MARL algorithm based on DDPG. To
ensure the stability and convergence of learning, a CTDE
framework is adopted. It can be found that using UAV to
provide edge computing services receive significant research
interest, as it enables devices with computational-intensive
tasks to offload them to the edge server [107] in a flexible way.
The authors of [108] investigate the sum power minimization
problem in a MEC system with multiple UAVs. Especially,
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spectrum allocation and transmission power control are jointly
optimized. To acquire the optimal resource allocation strategy,
a semi-distributed federated MARL algorithm with the integra-
tion of federated learning [109] and DRL is proposed. Through
this proposed algorithm, the UEs can learn models quickly by
training the local data. In addition, UAV can assist the devel-
opment of a vehicular network which is a crucial use case for
the upcoming 6G [110]. The vehicular network has created
diversified novel applications with extremely multiple service
requirements, including ultra-high reliability, delay sensitivity,
high bandwidth requirements, and computing-intensive appli-
cations [111], [112]. In [77], the UAVs are acting as the aerial
BSs to enhance the network resource allocation fairness for
vehicles. The authors jointly consider the UAVs’ flying range,
communication range, and energy constraints to maximize the
total throughput of vehicles. A DRL approach based on the
SAC is proposed to achieve proportional bandwidth allocation
and maximize the total throughput of all vehicles.

In the field of radio resource sharing, cognitive radio, and
software-defined radio technologies provide substantial contri-
butions. RL also plays a vital role, offering potential benefits to
these technologically-enhanced MUWNs. One notable exam-
ple of this application is discussed in [81], where the authors
put forward a system that employs a cluster of cognitive UAVs
operating in an overlay mode to access multiple orthogo-
nal primary spectrum resources. The tasks allocated to these
UAVs include cooperative area sensing, data backhaul opera-
tions, and cooperative spectrum sensing. Consequently, these
operations enable cognitive UAVs to opportunistically exploit
idle spectrum resources owned by primary users. To optimize
the utility of primary user channels, the researchers incorpo-
rate a multi-agent DQN framework. Independent agent training
is leveraged within this framework for primary user channel
selection. The proposed algorithms, as evidenced by numerical
simulations, have demonstrated the potential in improving both
sensing accuracy and channel utilization. Another contribution
in the same domain is presented in [82]. The authors present
a novel framework that involves a UAV-assisted IoT network
utilizing a UAV as a relay to alleviate the increasing data traf-
fic. By incorporating cognitive radio technology, the UAV is
capable of identifying and utilizing idle spectrums, thereby
establishing a wireless backhaul link to facilitate efficient data
transmission, particularly in scenarios where spectrum avail-
ability is limited. A DQN-based model is employed to enhance
the energy efficiency of the traffic offloading system. The
proposed strategy simultaneously optimizes four actions of
UAV: the UAV’s flying trajectory, the timing for data col-
lection or transmission, the control of transmission power,
and the band selection. By integrating cognitive radio tech-
nology with RL, the UAV achieves enhanced functionality,
particularly in dynamic and complex environments. Similarly,
the author of [83] introduces a cognitive satellite-UAV frame-
work for IoT. In this design, satellites hold spectrum priority,
while UAVs share the spectrum to serve ground users via Non-
Orthogonal Multiple Access (NOMA) technology. The authors
present a joint optimization problem aimed at minimizing
ground users’ transmission latency, while controlling UAVs’
power allocation and trajectory. To address this issue, a

MADDPG-based algorithm is proposed, demonstrating min-
imized transmission latency and thus proving promising for
IoT services via cognitive satellite-aerial networks. Finally, the
authors in [84] propose an integrated framework that combines
software-defined radios to enable updates in UAV networking.
They consider the constraints of power and computational
resources inherent to UAVs. Ground stations equipped with
SDR transceivers gather information related to UAV status
and performance assessment. This information is subsequently
processed through RL algorithms, which in turn guide the
SDR transceivers to modify the communication configurations,
synchronizing the updating of UAV networking. The authors
illustrate the effectiveness of this approach with an example
that involves adjusting the connection links between UAVs to
maximize bandwidth and channels while minimizing power
consumption. The integration of software-defined radio and
RL, as proposed in this study, shows promising potential for
resource allocation in MUWNs.

2) Power Allocation: The transmit power allocation and
control are crucial for the design of MUWNs due to the hard-
ware limitation and energy supplement of the UAVs. In [31],
the problem of dynamic resource allocation on providing
on-demand communication service for ground users in the
MUWN is studied. To maximize the expected rewards, the
authors formulate the long-term resource allocation problem
as a stochastic game and propose a MARL framework based
on Q-learning to obtain the optimal resource allocation strat-
egy, including power allocation and UAV-device association.
In [102], to minimize the interference caused by UAVs, the
authors propose a downlink/uplink decoupled access scheme
for cellular-enabled UAV communication systems. The con-
trol and data links of UAVs and the uplinks and downlinks
of UEs are separated into different serving BSs and operating
frequencies. A DQN-based approach is proposed to improve
the energy efficiency of the system. The ground users are
considered to be a process of continuous movement, so the
UAV swarm that provides cellular offloading needs to be rede-
ployed dynamically according to the mobility of the user.
In an effort to solve this pertinent dynamic problem, the
authors of [79] present a mutual DQN algorithm to deter-
mine the optimal 3D trajectory and power allocation of UAVs.
The limited battery capacity determines the service duration
of UAV-assisted terrestrial cellular networks. Optimizing the
deployment location and transmission power of UAVs in the
network to maximize energy efficiency is an effective way
to improve the QoE of ground users. The authors of [80]
develop a multi-agent DQN-based approach for controlling
UAV deployment and power transmissions individually. The
proposed algorithm can be implemented in practical UAVs
with limited computation power due to the fact that distributed
Q-learning doesn’t require deep neural networks for function
approximation. Signal enhancement and interference reduc-
tion can be accomplished by reflecting the received signal
to the destination using an intelligently controlled reflec-
tion original, i.e., Reconfigurable Intelligent Surface (RIS).
In scenarios with dense buildings, frequent shadow effects
will cause serious channel fading. The RIS-assisted MUWNs
have the capacity to facilitate network performance. In [113],
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the authors investigate RIS-aided MUWNs, and DRL method
based on DDPG and PPO technique is utilized to jointly
optimize the transmit power at the UAV and the phase-shift
matrix at the RIS.

B. Wireless Power Transfer

1) WPT for IoT Devices: In IoT networks, batteries of low-
power devices with small capacities need to be recharged
or replaced periodically to ensure long-term operation. The
UAVs can act as RF energy transmitters, which can charge
devices through WPT to extend the lifetime of IoT networks
effectively [114], [115]. Transmission distance from UAV to
devices can be flexibly adjusted and Line-of-sight (LoS) chan-
nel can be achieved easily owing to the high maneuver ability
of UAVs. As a consequence, WPT-enabled UAV-assisted IoT
networks can enhance data collection lifecycle and RF energy
transfer efficiency remarkably.

In UAV-assisted WPT scenarios, the coupling between
UAV trajectory design and resource allocation, as well as
the massive number of devices bring high complexity to the
network design, which is not suitable for using traditional
approaches including convex optimization [116] and dynamic
programming [117]. DRL is very effective in this context to
solve the mixed-integer nonconvex programming problem in
UAV-assisted IoT systems. The authors of [86] jointly optimize
UAV trajectory and wireless energy scheduling to minimize
the average delay of the IoT devices. UAVs are dispatched to
charge IoT devices by using WPT and IoT devices can trans-
mit data in the uplink using received energy. The formulated
problem is hard to solve due to its complex combinational
optimization nature. Then a DRL method based on DQN con-
structed by two artificial neural networks is presented to find
a near-optimal solution.

Enhancing the power supply of energy-constrained IoT
devices is crucial to improve the data freshness in IoT
networks. The authors of [87] propose an AoI-oriented UAV-
enabled WPT approach under time-varying channel conditions
to ensure sustainable energy supply for efficient data trans-
mission. The RIS-assisted UAV communication is investigated
in [90], where the authors jointly optimize the UAV trajectory
and the power allocation of the UAV, the energy harvest-
ing scheduling of IoT devices, and the phase-shift matrix
of the RIS. Two DRL algorithms based on DDPG and PPO
are proposed to obtain the optimal solution to maximize the
network sum-rate. The authors of [118] investigate the fairness
problem between energy transmitters (i.e., UAVs) and energy
receivers (i.e., IoT devices). In order to maximize the mini-
mum harvested energy, the author uses a SARL-based scheme
to optimize the trajectory of UAV.

In the UAV-assisted wireless powered communication
system, service requests of IoT devices are in general time-
varying and uncertain. The authors of [88] propose a DQN-
based scheme for UAV trajectory planning to minimize the
average data buffer length and maximize the remaining charge
of the battery of the UAVs. The authors of [85] consider joint
optimization of multiple objectives with a goal of maximizing
the sum data rate and the harvested energy while reducing

the energy consumption of the UAV. A multiple-objective
DDPG algorithm is developed to find the optimal trajectory
of the UAVs. Battery drain issues and buffer overflow of
IoT devices may bring mistakes in uplink data transmission.
Resource management problem is large-scale and time-varying
in MUWNs, which induces trickiness in finding the optimal
solution within an acceptable time. Motivated by these issues,
the authors of [89] present a novel data-driven DRL framework
based on DDPG to train resource allocation of the UAVs, so
that the data packet loss is minimized.

2) WPT for UAVs: The lifecycle of a UAV determines the
duration of providing aerial services (e.g., goods delivery,
data collection and wireless connectivity for ground users).
Extending the lifetime of MUWNs to improve the QoS is an
urgent problem to be solved [119]. However, terrestrial charge
stations pre-installed in fixed locations are not conducive to
the UAVs providing intelligent services in the time-varying
environment. One feasible solution is to provide power during
the mission of the UAV by using far-field WPT technology.
For instance, it is possible to empower onboard batteries of
UAVs wirelessly by flying energy sources [120]. The authors
of [120] propose a DDPG-based scheme to jointly optimize the
sum-energy received by the UAV swarm, the energy loading
process of terrestrial charge stations and the most energy-
efficient trajectories of power supply UAVs. To improve the
service duration of UAVs, the authors of [121] investigate
a typical scenario, in which the UAVs are categorized into
charging UAV and mission UAV. The trajectory and recharg-
ing process of charging UAVs are designed by using DDPG to
minimize mission time. The authors of [122] study the UAV
charging scheduling strategy according to the location distri-
bution of UAVs. Furthermore, in [123], the authors study the
application of UAV swarm for data collection with wireless
charging. A Q-learning-based algorithm is presented to find
the optimal trajectory of UAVs with consideration of energy
consumption for hovering and flying of UAVs and delay due
to wireless charging. Similarly, the authors of [124] investi-
gate the optimal trajectory to minimize the flying distance and
service duration of UAVs by using Q-learning.

Owing to both the IoT devices and UAVs being energy con-
straints, ensuring the energy supply of UAVs and IoT devices
to provide continuous service is difficult to be addressed. The
UAV-assisted data collection and delivery scheme in IoT is
investigated in [125], where the UAVs are equipped with WPT
infrastructure to charge devices, as well as receiving energy
from BS to charge UAV batteries. However, in some specific
remote areas, the UAV swarm cannot receive energy from BS.
Under this circumstance, joint consideration of energy sup-
ply for IoT devices and UAVs is still an under-investigation
problem.

C. Caching Strategy

The rapid development of mobile communication has
brought exponential growth in data traffic, of which more than
half is used for content transmission [126] and leads to back-
haul network congestion [127]. One strategy for mitigating
this issue involves moving network resources closer to users,
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such as caching popular content at BSs or edge nodes. This
approach enhances network QoS and Quality of Experience
(QoE) [128], [129]. However, distributing content in high-
demand hotspots exclusively via BSs or edge nodes with fixed
capacity results in lower data rates due to user mobility and
fixed server locations. This setup may lead to two potential
issues: (a) the inability to timely distribute cached content to
users, and (b) the lack of cached content requested by new
users, both of which generate additional network latency and
bandwidth consumption.

In hotspots with temporary high user density, adding fixed
terrestrial cache nodes is often cost-prohibitive. As a solu-
tion, MUWNs assist terrestrial cellular networks by leveraging
UAVs as cache-enabled aerial BSs, thereby enhancing access
capacity and reducing network delay. Previous works have uti-
lized traditional methods such as heuristic algorithms [130]
and Lyapunov optimization [131] to design cached content
placement and distribution. However, finding the optimal
solution within polynomial time complexity using traditional
methods is challenging due to the time-varying nature of the
environment, including channel states and user locations.

Caching content at UAVs has been demonstrated to be effec-
tive in reducing backhaul traffic for applications with intensive
content requests, such as augmented reality and multimedia.
The authors of [91] investigate cache-enabling UAV NOMA
networks to assist terrestrial cellular communication. The
user association, power allocation of NOMA, deployment and
caching placement of UAVs are jointly optimized to minimize
the content delivery delay. A DDPG-based DRL algorithm is
proposed to find the optimal power allocation, UAV deploy-
ment and Caching Placement with low complexity. To tackle
the long-term caching placement and resource allocation, the
authors of [132] adopt a Q-learning-based DRL algorithm, in
which the UAV as the agent learns and selects action with
soft ε-greedy strategy. In [92], the authors present a generic
algorithm to integrate the use of human-centric features and
random waypoint user mobility. To maximize QoE satisfac-
tion and reduce the transmit power of the UAVs, a DRL
method based on dueling DQN is proposed to predict the loca-
tion of UAVs and contents to cache at the UAVs. In [93],
the authors investigate the content transmission problem, in
which multiple cache-enabled UAVs are evolved to offload
data traffic in a heavy-crowded cellular network. In this novel
optimization problem, multiuser association, cache placement,
UAV trajectory and transmission power are jointly considered.
The macro BS and UAVs act as agents interacting with the
environment and a dual-clip PPO algorithm is designed to
achieve minimizing the sum content acquisition delay of user
devices.

Device-to-device (D2D) caching is an effective approach
to improve network throughput and alleviate backhaul bur-
den. In [95], the authors consider the cache placement
optimization problem in a D2D-enabled MUWN. To improve
the QoE of the requesting devices, a cache placement strat-
egy optimization problem is investigated in order to minimize
the file access latency for all users. The authors present a
DDPG-based optimization algorithm to determine the con-
crete cached content and location. Furthermore, the authors

Fig. 5. A scenario of MUWN-assisted MEC.

of [96] investigate a dynamic 3D trajectory design of multiple
UAVs in a wireless D2D caching network. Cooperative MARL
is elaborately designed to cope with time-varying network
topology and the coexistence of aerial and terrestrial caching
nodes. Simulation results demonstrated the proposed method
can significantly improve the network throughput. In vehicular
networks, infotainment will become one of the crucial ways to
enhance the vehicle user experience. MUWNs can be deployed
to provide content delivery for vehicular networks. In [94], the
authors consider the problem of content delivery to vehicles on
road segments with either overloaded or no available commu-
nication infrastructure. Specifically, caching decisions, UAV
trajectory, and radio resource allocation are jointly designed.
Due to the dynamic environment, a PPO-based algorithm is
implemented to find the caching strategy, and mobility of UAV,
which can maximize the energy efficiency of the UAV.

In conclusion, RL offers a compelling solution for resource
allocation in MUWNs. The strategy enhancements for various
resource allocations have been explored, including spectrum
allocation and power control, wireless power transfer, and
cache strategies. To succinctly summarize these studies,
Table IV provides a consolidated overview of the main find-
ings, optimization objectives, and RL algorithms utilized
across a variety of MUWN applications.

V. UAV-ASSISTED MOBILE EDGE COMPUTING

MEC emerges as a novel architecture that significantly
enhances the user experience on edge devices. By equipping
UAVs with computing and communication platforms, they
offer offloading services to fulfill the requirements of latency-
sensitive and energy-sensitive applications. Fig. 5 illustrates a
scenario of UAV-assisted MEC, where IoT devices can access
the computing resources offered by UAV servers. Detailed
information about this setup, such as the computing capac-
ity and transmission power of the UAV, the capacity of the
macro base station, and the transfer power of IoT devices, is
provided based on the specifications described in [145]. To
enhance the performance of MUWNs-based MEC systems,
it is crucial to make informed decisions regarding offload-
ing, computation resource allocation, and power management.
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TABLE IV
SUMMARY OF WORKS ON RESOURCE ALLOCATION OF MUWNS

RL can be a valuable approach in tackling this challenge
and improving system performance. By employing RL tech-
niques, agents can autonomously learn and make optimal
decisions related to offloading tasks, allocation of compu-
tation resources, and even the design of UAV edge server
trajectories. RL enables the system to adapt and optimize its
operations based on the observed environment, performance
metrics, and predefined reward functions. This empowers the
system to dynamically adjust its strategies and ultimately

enhance the overall performance of the MUWNs-based MEC
system.

This section is structured into four subsections, each
highlighting a crucial aspect of the MEC system. Firstly,
we present an overview of the efforts made to optimize
latency and energy-related aspects in UAV MEC systems.
Next, we delve into resource management and computa-
tion offloading within the context of UAV MEC systems.
Lastly, we examine the system from the perspective of other
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objective optimization, considering objectives beyond latency
and energy optimization, such as packet loss rate and fairness.

A. Latency-Related Optimization and Design

This section is dedicated to exploring latency-related
optimization and design in UAV-assisted MEC systems.
Latency is a critical factor in ensuring efficient and respon-
sive communication between IoT devices and UAV servers. By
minimizing latency, the system can achieve improved real-time
performance and user experience.

In [133], a group of UAVs formed a network and is
used to provide MEC services and complicated computing
tasks are separated into various task streams. Considering
the dynamic network state and the energy constraints of
the UAV, the average mission response time minimization
problem is formulated and modeled by a MDP. A MARL-
based algorithm is then proposed to address the formulated
problem. Besides, the authors extend the proposed on-policy
Multi-agent AC-based computation offloading algorithm to
an off-policy algorithm. In [134], considering the unloading
delay and energy efficiency of users, the authors formulate
a mixed-integer nonlinear problem in which the interaction
between multi-users and multi-UAV is modeled by game
theory. Furthermore, a MADDPG-based method is used to
optimize the trajectory of the UAV and achieve obstacle
avoidance. Space-air-ground integrated networks have recently
attracted a lot of research interest. In [135], considering the
mobility of UAVs and dynamic network traffic, the authors
propose a double Q-learning algorithm with an improved
delay-sensitive replay memory algorithm to allow UAVs to
learn based on local and neighbor history information and
make decisions about offloading policies. The proposed algo-
rithm greatly reduces the packet loss rate and transmission
delay.

In [136], a UAV-assisted MEC system for the aquatic envi-
ronment is considered. The authors construct a two-layer UAV
marine communication network, which includes a central-
ized upper-layer UAV and a group of distributed lower-layer
UAVs, and MEC is implemented in the upper layer. The
authors present a delay minimization problem considering both
communication and computation delays and transform this
problem into a MDP. The DQN-based algorithm and DDPG-
based algorithm are then proposed to optimize the trajectory of
the upper UAV. As we can observe, in the scenario of UAV-
assisted MEC, many RL-based solutions can greatly reduce
the time for UAVs to complete tasks. However, due to the
memory requirements of RL, RL-based schemes may face
some difficulties in implementation. The method proposed
in [137] reduces the required information and training time
on the premise of ensuring the learning process. In [138], the
authors propose a task offloading scheme with federated learn-
ing based on DQN, which can optimize the time for sensing
task of UAV by reducing the energy consumption of comput-
ing, while maximizing the task completion rate. The proposed
scheme can also improve offloading performance while ensur-
ing the privacy of UAV data. Additionally, the authors propose

lightweight agnostic defense mechanisms to combat backdoors
in multi-UAV settings.

B. Energy-Related Optimization and Design

Energy consumption optimization is another critical chal-
lenge in UAV-assisted MEC systems, particularly in remote
areas where the energy supply for UAVs is often limited. This
section reviews relevant research and works focused on energy
optimization in such systems.

In [139], UAVs can serve as aerial BSs to provide edge
services to vehicles on the road. The cloud computing cen-
ter server can predict road traffic conditions in real-time, and
assign the UAVs to different mission areas. In the formed
trajectory optimization problem, the goal is to reduce the fly-
ing and turning energy of the UAV. In addition, the proposed
energy-saving deployment scheme based on RL can obtain
the optimal hovering position of the UAV. In [140], the
energy consumption of all users is minimized by jointly
optimizing user association, resource allocation, and UAV tra-
jectories. Firstly, the proposed trajectory optimization problem
is solved by the convex optimization method. In addition,
for the dynamic environment where UAVs take off from dif-
ferent locations, an AC-based trajectory optimization method
is proposed, which can make real-time decisions. In [141],
the authors investigate the problem of minimizing energy
consumption in MEC systems. The goal of the problem is
to minimize the energy consumption of devices considering
the optimization of the UAV trajectory and the AoI of the
state update package. The authors propose an RL scheme for
decision-making using the D3QN-based model.

C. Resource Management and Computation Offloading

This section focuses on resource management and computa-
tion offloading decisions in UAV-assisted MEC systems. The
reasonable allocation of spectrum, time, computing, and other
resources plays a crucial role in maximizing their utilization
and improving system performance.

In [142], the authors propose a blockchain-MEC model
that includes a cloud-based server and various UAVs, where
the server is used to perform blockchain tasks, and the
UAVs with MEC units are used to collect data from local
devices. In the MEC system, many ground BS and UAVs
can transmit tasks to the cloud-based server and also run
some blockchain tasks. The authors model resource manage-
ment and pricing in such a MEC system as a Stackelberg
game, and propose an unsupervised hierarchical deep learn-
ing algorithm based on deep Q-learning and Bayesian deep
learning. In [143], a network framework for a collaborative
UAV-assisted MEC system is presented, in which UAVs can
help each other to perform computing tasks. Considering the
interference mitigation from UAVs to devices, the authors
simultaneously optimize the offloading decision and resource
management strategy to maximize the long-term utility. The
problem is defined as a semi-Markov process considering
the random needs of users and the time-varying communi-
cation channel and then the proposed RL-based algorithms
are implemented in both centralized and distributed manners.



3054 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, VOL. 25, NO. 4, FOURTH QUARTER 2023

In [144], the multi-dimensional resource management problem
of UAV -vehicular MEC system is studied. To efficiently pro-
vide on-demand resource allocation, both the macro eNodeB
and the UAV are installed with multi-access MEC servers, and
collaborate to make association decisions and resource allo-
cation strategies for the vehicles. A distributed optimization
problem is formulated to maximize the number of offloaded
tasks while satisfying heterogeneous QoS requirements, and
then a MADDPG-based solution is proposed. Through offline
centralized training of the MADDPG model, the MEC server
can quickly make vehicle association and resource allocation
decisions during the online execution phase.

In [145], multiple UAVs are used to provide computing
offloading and resource allocation services for IoT devices.
Considering the QoS requirements of IoT devices, the authors
present a computing cost minimization problem in terms of
energy and latency, and extend it to a Markov game. In [146],
the authors investigate a multi-UAV-assisted hierarchical MEC
network. To maximize the average QoE overall time slots,
the allocation of bandwidth and computing resources and
the UAV’s trajectory are jointly optimized. In [147], the
authors investigate computing offloading in space-air-ground
integrated networks. A resource allocation and task scheduling
method is proposed to efficiently allocate computing resources
to different virtual machines. The authors define the offload-
ing decision problem as a MDP and utilize policy gradient and
AC methods to improve system performance.

D. Optimization of Other Objectives

This section takes a comprehensive view of the UAV-
assisted MEC system by considering objectives beyond latency
and energy optimization, packet loss rate and fairness.

In a UAV-assisted MEC system, multiple performance met-
rics should be able to be jointly optimized in a dynamic
manner to guarantee continuous high-quality service. The
authors of [148] propose a distributed architecture that uses
multi-agent AC to dynamically offload tasks from UAVs to
the edge cloud. By learning the best actions from the envi-
ronment, the total delay in receiving the message from the
user and the power of UAV are minimized together. In [149],
the authors investigate a system for coordinated task offload-
ing between multiple UAVs and multiple edge nodes. The
objective of this problem is to minimize execution latency
and energy consumption by jointly optimizing the trajectory
of the UAV, task allocation, and radio resource. The authors
convert it into a MDP and propose an algorithm based on
multi-agent TD3 to solve it efficiently. In [150], the authors
consider a heterogeneous wireless network model that includes
multiple devices, multiple MEC servers, and multiple UAVs,
where both UAVs and servers can harvest energy from renew-
able resources. The proposed computing offloading problem is
to minimize the cost sum of latency and energy consumption.
In order to achieve the above goals, the authors propose two
DQN-based methods to find the optimal offloading strategy.

In [151], the authors study network slicing with UAVs and
MEC devices. Since the computing unit on the UAV consumes
considerable energy and affects the flight process, the authors

design a system controller that can turn off the computing unit
of the UAV, and can offload computing tasks to other UAVs.
The main objective is to maximize power consumption, task
loss, and incurred delay. The system model is extended to a
Markov process so that the authors use an RL-based scheme
to solve this multi-objective problem. In [152], the authors
investigate the problem of UAV trajectory design in the UAV-
assisted MEC system. The goal of the work is to optimize
geographic fairness for all users, fairness for UAV load balanc-
ing and total energy consumption. A MARL algorithm based
on MADDPG is proposed to independently design each UAV
trajectory. After obtaining the trajectory of the UAV, a low-
complexity method is introduced to optimize the offloading
decision of users.

Most of the existing research has focused on computing
offloading and UAV trajectory optimization problems, while
it is difficult to handle dynamic environments where the loca-
tions of UAVs and devices are constantly changing. Despite
many RL-based methods, it is difficult to deal with situa-
tions with multiple UAVs and a large number of devices.
In [153], the authors propose a DDPG-based scheme, which
can obtain real-time scheduling strategies in dynamic envi-
ronments for large-scale UAV-assisted MEC. Furthermore, the
proposed method can be more scalable through hierarchical
RL and improves learning efficiency, computing efficiency
and average task latency. As we can see, effectively utilizing
SARL or MARL in the UAV-assisted MEC system networks
also faces many challenges. With a large number of differ-
ent types of nodes and UAVs, the state and action spaces can
grow exponentially. This leads to a decrease in the conver-
gence performance of the RL-based algorithm. In addition,
in many papers, computation offloading and resource alloca-
tion are often performed in a single workflow, that is, they are
performed sequentially. In order to further improve the system
performance, multiple workflows can be considered to arrange
and schedule different tasks to simplify the implementation
of RL.

In conclusion, integrating RL in MUWN shows promise for
optimizing UAV-assisted MEC systems. The four subsections
in this section highlight the potential of RL in optimizing var-
ious aspects of the system. Table V provides a summarized
overview of the main findings, optimization objectives, and
RL algorithms used in different MUWN applications within
UAV-assisted MEC systems.

VI. LOCALIZATION

UAVs possess substantial potential in applications such as
search and rescue, surveillance, target tracking, and position-
ing. Search and rescue operations, for instance, often occur in
contexts where natural disasters have resulted in unavailable
public services and disrupted infrastructures. In such chal-
lenging conditions, MUWNs can serve as crucial auxiliary
tools for tasks like target search and rescue and position-
ing. By leveraging a range of sensors installed on UAVs,
including cameras, radars, and signal receivers, MUWNs can
acquire comprehensive environmental awareness capabilities.
For instance, airborne cameras paired with computer vision
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TABLE V
SUMMARY OF WORKS ON UAV-ASSISTED MEC USING RL

technology enable the detection and location of ground tar-
gets. Furthermore, the location of these targets can be verified
through the measurement of Received Signal Strength (RSS)
by onboard RF sensors. RL-based agents thus can optimize
the RSS or distance to ensure accurate target localization by
the UAV. Fig. 6 illustrates a typical localization scenario.

This section presents a review of research works on target
tracking, surveillance, and localization utilizing RL-enabled
MUWNs.

In [33], the authors introduce a target tracking system that
involves a single RF target with a fixed position and multiple
UAVs equipped with omnidirectional RSS sensors. In this
system, the reward function of the RL model is set as the
current RSS value minus the average RSS over a certain period
of time in the past. Therefore, the RL model can instruct the
UAV to fly in the direction of increasing RSS value. According
to prior knowledge, the greater the RSS, the closer the UAV is
to the target, and the path loss between them is the smallest.
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Fig. 6. A scenario of MUWN-assisted Localization.

Moreover, this work measures multiple pairs of RSS values as
well as the distance between the UAV and the target under each
RSS value. Then uses supervised learning to find the mapping
relationship between RSS and distance. Specifically, UAVs are
guided to fly to the target position by a multi-agent Q-learning
algorithm, which maximizes the RSS value. Gaussian process
regression algorithm is used to obtain the mapping relationship
between RSS and distance.

A monitoring MUWN is proposed by [154] in which UAVs
are used to monitor users in a specific area. The purpose of this
study is to optimize the energy consumption and trajectory of
UAVs so that they are able to cover a larger area. Specifically,
the authors select one of the UAVs as a leader, responsible for
communicating with other UAVs and collecting observation
information from them. An AC-based model is proposed to
implement the optimization objectives. Although the authors
set all UAVs as agents, the program actually combines the
observed states of all agents and calculates and selects actions
collectively, which is similar to a single-agent system.

In [156], multiple UAVs are used to detect and track
multiple static objects within a two-dimensional square grid
environment. The size of the square grid is M × M, and
the observable range of each UAV is a square area of
F × F around itself, while F < M. Using distributed DQN
training, each UAV acts as an agent that explores the environ-
ment, avoids static obstacles, and locates the target. Similarly
to [156], multiple UAVs are dispatched to track targets in a
fixed area in [157]. Even though the target is only a single
object, the environment simulation and UAV motion are more
complex. There are six degrees of freedom available to UAVs.
The authors adopt a MADDPG-based algorithm, which pro-
motes UAV cooperation more effectively than distributed DQN
in [156].

A system in which multiple UAVs can track dynamic tar-
gets is described in [158]. The tracked target is also a UAV.
This study assumes that UAV swarms are able to acquire the
location of target UAVs through sensors. A multi-agent SAC
model is used for training the UAV swarm. Additionally, this

Fig. 7. A scenario of trajectory planning in MUWN.

work considers the power consumption of the UAV during
tracking and proposes an energy-saving strategy

In conclusion, this section presents a compilation of
literature on MUWN-based target localization applications. To
enhance clarity, Table VI is provided, offering a summary of
the targets, sensors or sensing information utilized, and the
optimization objectives addressed in the discussed literature.

VII. TRAJECTORY PLANNING

Trajectory planning plays a crucial role not only in the
movement of MUWNs but also in achieving their optimization
objectives. Fig. 7 illustrates a scenario depicting trajec-
tory planning in MUWNs. Unlike traditional path planning
approaches, RL-based trajectory design focuses on defining
actions for the agent, such as the direction of movement,
speed, or target location of UAVs. By utilizing a reward
function, incentives are provided to guide UAVs towards dis-
covering optimal trajectories. To ensure obstacle avoidance
for MUWNs, collision penalty items can be incorporated into
the reward function. By considering energy and user con-
straints within the reward function, trajectories with improved
efficiency and service quality for MUWNs can be obtained.

This section further categorizes the works on trajectory
planning into two parts. The first part focuses on UAV navi-
gation, which includes collision avoidance, flocking behavior,
and coverage. The second part explores task performance
enhancement via trajectory optimization.

A. Navigation

This section focuses on the direct movement control of
UAVs based on RL, with a specific emphasis on addressing
topics such as collision avoidance, flocking behavior, and cov-
erage. The main objective of this line of research is to enable
effective navigation and coordination among multiple UAVs
within the MUWN framework. By leveraging RL algorithms,
optimal movement strategies can be developed to enhance the
overall performance and efficiency of the UAVs in various
scenarios.
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TABLE VI
SUMMARY OF WORKS ON MUWN-ASSISTED LOCALIZATION

The avoidance of obstacles during UAV flight is an
important aspect of trajectory planning. Some literature has
explored the RL-based obstacle avoidance strategy of single
UAV [159], [160], [161]. In MUWNs, mutual avoidance is a
challenging research problem. RL can be used to assist UAVs
in autonomously learning avoidance strategies and achieving
intelligent flight.

The system in [162] consists of multiple UAVs that attempt
to avoid each other while flying from their starting points
to their destinations. Each UAV is considered an agent in
this study, and all agents employ the same avoidance strat-
egy, which is trained using the DDPG algorithm. According
to the reward function in this model, the UAV receives posi-
tive feedback when it is closer to the target point than it was
the previous moment, and negative feedback when it is far-
ther from the target point. A large reward will be awarded
for reaching the target point, and a large penalty will be
imposed for colliding with other UAVs. As UAVs cannot
develop an effective strategy during the early stages of train-
ing, the data that a UAV successfully reached the target can
only be collected after numerous attempts. In order to facil-
itate the convergence of the RL algorithm, this work divides
the training process into two stages. In the first stage, optimal
reciprocal collision avoidance [163] is used for supervised
training of the UAV, in order to obtain an avoidance strat-
egy as quickly as possible. To further optimize the policy, RL
is employed in the second stage.

In [164], UAVs perform two tasks simultaneously. In the
forward path, the UAV first flies from the starting point to the
destination, performing the task of delivering the goods. In
the backward path, the UAV returns to the starting point and
collects data from IoT devices. During the flight, the UAVs
are divided into different groups, and the flying heights of
different groups of UAVs are different. By grouping, each
UAV only needs to consider collisions between UAVs in the
same group, which reduces the input dimensions of RL model.
Additionally, the backward path considers a no-return travel-
ing salesman problem that UAVs need to traverse multiple IoT
devices. Q-learning is employed in this work.

In [165], the authors discuss a UAV flocking system where
a UAV with missions and dependent control acts as the leader,
while other UAVs, called followers, aim to flock with the
leader. The followers in this study are trained as agents using

Q-learning. The objective is to minimize the overall cost,
which is determined by the distance and heading towards
the leader. An integrated system of UAV flocking and obsta-
cle avoidance is proposed in [166]. Similar to [165], the
follower is still used as an agent. Followers compress their
observations to a fixed length by encoding to cope with the
possibly changing length of observations. Multi-agent D3QN
is adopted to learn formation control and obstacle avoidance
policy. To improve the training efficiency of RL, the authors
employed a reference-point-based action selection strategy and
an adaptive mechanism. Compared with [165], the authors take
into account not only collision avoidance between UAVs, but
also considered the avoidance of flocking UAVs from exter-
nal obstacles in [167]. A system in which a swarm of UAVs
travels through a complex of buildings to reach their des-
tination is simulated. Additionally, the authors mention that
the use of digital twin technology for highly simulating real-
world environments may improve the possibility of using RL
in a real-world environment. Collision avoidance is an essen-
tial aspect of UAV control in many applications. The issue of
collision avoidance in data collection is addressed in [64]. An
obstacle avoidance problem in the context of UAV chase and
escape is discussed in [157].

In [168], the authors focus on utilizing UAV navigation in a
massive multiple-input-multiple-output (MIMO) scenario. The
authors employ a CNN to extract features from the system,
which are then used for Q-learning training. Each UAV ground
link is considered an agent, and the positioning of UAVs is
based on the strength of the received signals.

In [169], the authors address the coverage problem of
a three-dimensional irregular terrain surface using a UAV
network. They project the 3D terrain surface into a series
of weighted 2D patches. The UAVs are divided into two
groups: low-level follower UAVs and high-level leader UAVs.
Q-learning is applied to select patches for leader UAVs, and
follower UAVs are dispatched to cover the patches based on
a star communication topology.

B. Performance Enhancement via Trajectory Optimization

Trajectory planning plays a critical role in both the
movement and optimization objectives of MUWNs. This sec-
tion focuses on MUWN applications where performance can
be enhanced through trajectory planning.
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One such application involves the utilization of UAVs as
aerial BSs to serve ground users. The inherent high mobility
of UAVs enables them to dynamically plan trajectories and
adjust their positions in real-time based on the current situation
of ground users. This capability significantly improves the
overall performance of the network, allowing for better cov-
erage, improved signal quality, and enhanced user experience.
A flow-level model based trajectory planning for MUWNs is
proposed in [173]. The flow-level model in this paper defines
a data flow as multiple Internet protocol packets belonging
to an object such as a Web page or a video file. Data flows
arrive randomly in time and space and are independent of each
other. Due to the mobility of users, the locations of data flows
may change over time. For given traffic density of users and
pre-deployed UAV locations, a PPO-based model is utilized to
plan the optimal UAV trajectory, thereby maximizing network
throughput and reducing flow blocking probability. A simu-
lation environment of a portion of downtown San Francisco
is adopted. After planning with the PPO algorithm, the UAV-
based aerial BSs achieved an approximately three-fold increase
in average user throughput.

An issue of maximizing downlink capacity when the UAV-
based aerial BSs can cover all terrestrial users is discussed
in [34]. UAVs possess a dynamic three-dimensional motion,
which is variable in speed, and the mobility of ground users
is also taken into account in the literature. Each UAV acts
as an independent agent capable of adjusting its real-time 3D
position to track moving ground terminals. In this system, the
UAV-based aerial BSs aim to provide high-quality wireless
services to ground terminals as well as to ensure that all ground
terminals are served.

In [174], a network is described where UAVs serve as aerial
BSs to provide communication services to mobile users within
a fixed area. The users are grouped using a genetic algorithm
based on K-means clustering. Q-learning is then employed to
train each UAV on deployment and maneuvering strategies.
The optimization objective is to maximize the mean opinion
score of the ground users. Positive rewards are given to UAVs
when their actions improve the overall QoE sum, while neg-
ative rewards are assigned when the actions have a negative
impact.

In [175], a network is presented where UAVs act as
aerial BSs to provide communication services to vehicles on
highways with weak cellular infrastructure. The authors utilize
a DDPG model to optimize the trajectory of UAVs, aim-
ing to maximize vehicle coverage with the fewest number of
UAVs and minimum energy consumption. The reward func-
tion is designed to penalize uncovered vehicles, incentivize
the deployment of additional UAVs, and encourage the UAVs
to have surplus power for traveling to a charging station.
Compared with [175], the fairness of ground users is con-
sidered in [176] on the basis of energy-saving coverage and
throughput maximization. To achieve the above objectives, a
MADDPG-based algorithm is used to optimize the UAV tra-
jectory. In addition, the authors consider the issue of mutual
collision avoidance among UAVs.

The purpose of [177] is to maximize the data downlink rate
of users in a UAV-assisted communication network. A deep

echo-state network is used to predict ground user movements.
Then, a K-means-based method is employed to cluster users.
Furthermore, the authors propose a single A2C algorithm
that optimizes the deployment of UAVs. A multi-agent A2C
algorithm is used to optimize the 3D trajectory of UAVs and
improve the spectral efficiency of ground users. To achieve
the above objectives, a CTDE-based multi-agent algorithm is
used to optimize the UAV trajectory.

In [178], the authors proposes a description of the relation-
ship between ground users and UAVs based on heterogeneous
graphs. UAVs can communicate with each other and exchange
graph information, allowing each UAV to obtain more observa-
tion information to better achieve cooperation. UAVs as agents,
based on their own observation information and communi-
cation information with other UAVs, control their real-time
position adjustments to maximize fair throughput and improve
the QoS.

In [179], the authors explore the deployment of UAV as
aerial BSs to offer downlink Internet connectivity follow-
ing the incapacitation of ground BS due to natural disasters.
Given the mobility of ground endpoints, the authors empha-
size the need for real-time deployment of UAVs to enhance
network performance. The author utilizes an actor-critic deep
Q-learning model for decision-making, achieving continuous
action control of the UAV. Simulation results indicate bet-
ter performance in data rates and a decrease in the time
required for optimal UAV deployment than deep Q-learning
and Q-learning. Furthermore, the authors accentuate the poten-
tial of UAV networks in the context of 6G communications,
especially in urban microcells. The real-time UAV deployment
strategies discussed can offer a dense network of access points
to facilitate ultra-reliable and low-latency communication.

Energy efficiency is another important performance metric
in the MUWNs due to the energy limitation of UAVs. Effective
trajectory planning can help to reduce the energy consump-
tion of UAVs without compromising task completion. In [35],
UAVs collect data from multiple IoT points and transmit it to
a BS capable of multi-access edge computing via a backhaul
communication link. The trajectory is planned using a DQN-
based model that employs experience replay. The actions of
agents are designated as target points for UAVs, which are
numbered data collection points. Therefore, the trajectories of
UAVs are the position transfer between different data nodes.
Energy efficiency is maximized by adding an energy efficiency
item to the reward function. The authors of [170] employ a
MUWN to provide content coverage for users. In this envi-
ronment, UAVs are able to go to charging piles to be charged.
The authors simplify the model by dividing the target area into
multiple grids, and the UAV moves from one grid center to
another grid center. A decentralized multi-agent Q-learning
model is proposed to maximize energy efficiency. In this
model, each UAV is considered as two agents, one to con-
trol charging, called the energy learner, and the other to control
task positioning called the cruise learner. In [172], energy effi-
ciency and obstacle avoidance of UAVs are considered. Each
UAV performs an assigned mission from a preset starting point
to a set destination, while avoiding disturbances and obstacles
in real-time by acquiring environmental information. TD3 is



BAI et al.: TOWARD AUTONOMOUS MULTI-UAV WIRELESS NETWORK: A SURVEY OF RL-BASED APPROACHES 3059

TABLE VII
SUMMARY OF WORKS ON TRAJECTORY PLANNING FOR MUWNS

used for path planning in this study. The UAVs employ the
same strategy and do not cooperate with each other.

In conclusion, this section examines the role of RL in
the movement of MUWNs. Table VII provides a summary
of the research conducted on trajectory planning in RL-
enabled MUWNs. It outlines the main findings, optimization
objectives, and RL algorithms employed in these studies.

VIII. NETWORK SECURITY

MUWNs are susceptible to attacks due to their openness and
multi-connectivity [9], [180], [181]. The presence of attackers
or eavesdroppers in the environment poses a threat to data
transmission and communication between UAVs and ground
nodes. Fig. 8 provides an illustration of a network security sce-
nario, depicting the presence of jammers and eavesdroppers.
In this application, the action space of the RL agents typically
includes the position or signal transmission power of UAVs.
The reward function is designed to measure the corresponding
security metric specific to the given environment. By employ-
ing RL, the location and power settings of the MUWN can
be optimized to enhance security and mitigate eavesdropping
or interference risks. This section presents a review of
the existing literature on RL in the context of MUWN
security.

Fig. 8. A scenario of network security issues in MUWNs.

In [182], the authors introduce a framework for intrusion
detection in MUWNs utilizing RL algorithms. The authors
summarized three types of intrusion attacks that MUWNs
might encounter, namely jamming attacks, impersonation
attacks, and intrusion attacks. In jamming attacks, malicious
users or jamming UAVs interfere with the target MUWN by
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TABLE VIII
SUMMARY OF WORKS ON NETWORK SECURITY OF MUWNS

sending false signals or noise. This prevents the MUWN from
receiving information or obtaining inaccurate information. In
impersonation attacks, the attacker pretends to be a UAV in the
MUWN but provides incorrect services or maliciously steals
data. In intrusion attacks, malicious programs are directly
uploaded into the target MUWN. To demonstrate how RL can
be used to detect intrusions, a simple DDPG-based case study
is presented.

In [183], UAVs serve as aerial BSs for ground users. LoS
is dominant in the aerial-to-ground channel link, facilitating
easy wiretaps by ground eavesdroppers. In order to address
this issue, the authors divide the UAVs into two groups. One
group of UAVs acts as aerial BSs to send information to
users. Another group of UAVs is jammers that transmit arti-
ficial noises to ground eavesdroppers. This system assumes
that all UAVs are aware of the locations of ground users and
ground eavesdroppers. Two groups of UAVs are trained using
MADDPG to adjust their positions and powers in order to
maximize the summed security rate of all ground users. The
security rate for a ground user is the signal-to-noise ratio
it receives minus the maximum signal-to-noise ratio that all
ground eavesdroppers can accept. The authors also consider
the case where the number of UAV jammers is less than
that of ground eavesdroppers. UAV jammers are capable of
dynamically adjusting their positions in order to jam all ground
eavesdroppers.

In [184], a UAV swarm is dispatched to receive signals
from a ground target. There are some UAV jammers near the
target trying to jam the UAV swarm to reduce its received
Signal-to-Interference plus Noise Ratio (SINR). In contrast
to [183], [184] does not know the channel state or location
of the jammers. The UAV swarm is viewed as a whole, and
also as an agent trained by RL algorithm, while jammers adjust
their transmit powers and positions depending on predefined
strategies. The UAV swarm only uses RSS and SINR to make
decisions. As the authors point out, although the jammer’s
location is unknown, they are able to predict the jammer’s
trajectory based on the knowledge that the RSS value changes
with distance and the knowledge of the jammer’s flight inertia.
A Q-learning-based model is trained by using RSS, SINR and

the predicted trajectories of jammers, which the authors call
knowledge-based RL.

[186] present a scenario where a ground node sends
confidential information to a legitimate UAV in the pres-
ence of a smart UAV eavesdropper. The eavesdropper can
adjust its position for more effective eavesdropping. Similar
to [184], the legitimate UAV is unable to obtain the trajec-
tory of the eavesdropper. In particular, both the legitimate
UAV and the eavesdropper are treated as agents in this
study. They have completely opposing goals, with the legit-
imate UAV aiming to maximize the total security rate, and
the eavesdropper looking to minimize it. The definition of
security rate is the same as [183]. The authors reformu-
late the problem as a two-player zero-sum stochastic game
problem. A MADDPG-based algorithm is used to train the
two agents. Results indicate that the legitimate UAV selects
a communication link away from the eavesdropper, whereas
the eavesdropper does its best to listen in on confidential
information.

A secure federated learning framework for UAV-assisted
MCS is presented in [185]. The article uses blockchain tech-
nology to secure the exchange of local model updates and
to verify the contributions. On the updated local model, a
privacy-preserving algorithm is used to ensure that the pri-
vacy of the UAV is preserved. For participating UAVs and
mission publishers, the exact parameters of the cost model and
network model may not be available during federated learning.
Utilize RL methods such as Q-learning when determining pric-
ing strategies for UAVs and mission issuers when inaccurate
system parameters are not available.

In conclusion, this section provides an overview of the secu-
rity challenges faced by MUWNs and emphasizes the role of
RL in addressing these problems. Table VIII presents specific
details of the studies discussed in this section.

IX. OPEN CHALLENGES

In light of an analysis of the current work about RL in
MUWNs in the above sections, we outline the following open
challenges towards autonomous and intelligent MUWNs.
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A. Multi-Objective Optimization

Multi-objective optimization remains a key and persisting
research challenge within RL-based MUWNs. Present lit-
erature typically employs RL to solve multi-objective
optimization by incorporating different optimization objec-
tives as reward or penalty terms in the reward function.
This process effectively facilitates the task of modeling com-
plex multi-objective optimization problems, by endeavoring
to maximize long-term rewards while concurrently optimizing
each constituent of the reward function through iterative inter-
actions. Despite the favorable outcomes demonstrated by this
approach, several challenges persist. Firstly, there is no cer-
tainty that the structured reward function can accurately steer
the RL model’s training trajectory towards the desired direc-
tion. Secondly, determining the appropriate weight for each
reward or penalty item, in order to maintain a balance among
multiple objectives, remains problematic. Optimization objec-
tives in MUWNs, such as energy efficiency and data through-
put, are characterized by significant numerical variances. Thus,
designing a model capable of effectively constraining and
balancing numerous optimization goals is still a challenging
task. Drawing upon the lessons learned from these challenges,
future research should focus on devising more reliable meth-
ods for reward function design, in order to better guide the RL
model’s training. Additionally, methods that can effectively
handle the numerical differences in optimization objectives
and achieve a balanced optimization in MUWNs warrant fur-
ther exploration and study. These learnings could potentially
refine the way multi-objective optimization is handled within
the realm of RL-based MUWNs.

B. Resource Allocation and Cooperation

Resource allocation and cooperation are fundamental ele-
ments of MUWNs, and their optimization remains an open
problem. While Section IV reviews various works on resource
allocation within RL-enabled MUWNs, such as spectrum,
channel, energy, and cache allocations, issues persist in terms
of UAV cooperation and resource allocation. Inefficient task
distribution among UAVs can lead to unnecessary resource
waste and performance deterioration. Some research employs
SARL for resource allocation, which utilizes comprehensive
information from all UAVs and users. However, given com-
munication limitations, individual UAVs acting as agents are
constrained in their decision-making capacity, as they lack a
holistic view of the entire system. While MARL has been
extensively explored in the context of MUWNs, it has not
fully addressed the challenge UAV agents faced. These chal-
lenges underline the necessity of improving both resource
allocation strategies and inter-UAV cooperation methods, with
a particular emphasis on enhancing individual UAV’s decision-
making capabilities in the face of limited information. Such
improvements are essential for fully realizing the potential of
MARL in real-world MUWN applications.

C. Joint Trajectory Planning

Joint trajectory optimization for multi-UAVs constitutes a
significant area requiring further exploration. As referenced

in Section VII, trajectory planning is not just critical for
the movement of MUWNs, but also instrumental in realizing
their optimization goals. Existing research delves into UAV
navigation via RL [168], and targeted optimization through
trajectory design, such as maximizing data collection [60] and
circumventing eavesdropping [186]. Nevertheless, the joint
trajectory planning of multiple UAVs continues to pose chal-
lenges. Firstly, prevalent approaches often introduce strict
constraints on UAV movements in the process of trajectory-
based performance optimization. These may involve fixed
altitude, speed, or designated task zones for UAVs to reduce
design complexity. This highlights the need for more flexible
trajectory planning methods. Secondly, joint trajectory plan-
ning necessitates consideration of the interplay between UAVs,
underscoring the requirement for more efficient MARL algo-
rithms. Therefore, the two primary lessons are the need for
greater flexibility in trajectory planning, and the call for more
advanced MARL algorithms to manage inter-UAV interactions
effectively in joint trajectory planning.

D. Distributed DRL Framework

Developing a distributed MARL framework poses a sig-
nificant challenge. The current state-of-the-art in MARL is
the CTDE framework, wherein each agent can access the
observations and actions of all others during training. A more
fitting approach to intelligent MUWN development could be
through distributed training among UAVs. Given that UAVs
can communicate amongst themselves, they have the poten-
tial to leverage local information along with the data from
other communicable UAVs to make decisions. It is worth
noting that the exploration of multi-agent communication is
an essential research focus for MARL algorithms. Therefore,
the task of designing an efficient distributed DRL framework
becomes both a daunting and rewarding endeavor. This task
requires striking a balance between the practicality of dis-
tributed information access among UAVs and the technical
requirements of maintaining effective learning algorithms.

E. Model Training and Implementation

There exists a notable gap between the existing literature
on RL-enabled MUWNs and its real-world implementation.
Most existing studies in this field primarily rely on simu-
lated environments for their applications. RL models require
an iterative process of interaction with the environment, often
involving multiple failures before achieving a satisfactory
model. Hence, it is crucial to devise strategies for training
and implementing RL models in practical scenarios. Several
approaches have been proposed to address this issue. Some
methods utilize high-fidelity simulators to train agents and then
employ transfer learning techniques to adapt the algorithm
to real-world environments [187], [188]. Others incorporate
pre-defined strategies or trajectories to limit unnecessary
exploration and minimize errors during the learning pro-
cess [189]. These efforts have provided valuable insights and
lessons. Furthermore, they highlight the significance of balanc-
ing exploration and exploitation to ensure safe and efficient
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learning. However, the translation of RL techniques to real-
world applications continues to pose significant challenges and
presents exciting research opportunities.

F. Security and Privacy Issues

Security and privacy issues in MUWNs are rarely consid-
ered in current research. Due to their openness and multi-
connections, MUWNs are vulnerable to unexpected attacks.
While works in Section VII aim to prevent eavesdropping
by adjusting the position and power of UAVs, there is a
lack of research on MUWNs for the detection of security
vulnerabilities, interference prevention, and intrusion in com-
plex environments in real-life situations. While RL has been
employed as an optimization technique in MUWNs, its poten-
tial in enhancing the security of UAVs remains an intriguing
yet largely uncharted domain.

X. CONCLUSION

This paper presents a comprehensive survey on RL-based
MUWNs. Firstly, we provide an introduction to the back-
ground of RL-enabled autonomous MUWNs. Then, we offer
a tutorial on RL and review the recent advancements in
RL algorithms. We also summarize the process of applying
RL algorithms in MUWNs. Our analysis of RL applica-
tions in MUWNs is organized into six sections, covering data
access, sensing, and collection; resource allocation for wireless
connectivity; UAV-assisted MEC; localization; trajectory plan-
ning; and network security. Finally, open research directions
are highlighted to shed light on the autonomous operation of
multi-UAV network via RL approaches.
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