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Abstract—Machine learning (ML) provides effective means to
learn from spectrum data and solve complex tasks involved in
wireless communications. Supported by recent advances in com-
putational resources and algorithmic designs, deep learning (DL)
has found success in performing various wireless communication
tasks such as signal recognition, spectrum sensing and waveform
design. However, ML in general and DL in particular have been
found vulnerable to manipulations thus giving rise to a field
of study called adversarial machine learning (AML). Although
AML has been extensively studied in other data domains such
as computer vision and natural language processing, research
for AML in the wireless communications domain is still in its
early stage. This paper presents a comprehensive review of the
latest research efforts focused on AML in wireless communica-
tions while accounting for the unique characteristics of wireless
systems. First, the background of AML attacks on deep neu-
ral networks is discussed and a taxonomy of AML attack types
is provided. Various methods of generating adversarial exam-
ples and attack mechanisms are also described. In addition, an
holistic survey of existing research on AML attacks for various
wireless communication problems as well as the corresponding
defense mechanisms in the wireless domain are presented. Finally,
as new attacks and defense techniques are developed, recent
research trends and the overarching future outlook for AML
in next-generation wireless communications are discussed.

Index Terms—Adversarial machine learning, machine learning
security, wireless security, wireless attacks, defenses.

I. INTRODUCTION

MACHINE learning (ML) in general and deep learn-
ing (DL) in particular has found rich applications in

various domains such as computer vision (CV) and natural
language processing (NLP). Motivated by the success in those
domains, there has been a growing recent interest in the
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development of artificial intelligence driven solutions for wire-
less communications using radio frequency (RF) data [1],
[2], [3]. For example, convolutional neural network (CNN)
models have been used for modulation recognition [4] and
channel decoding [5]. In addition to CNN, feed-forward neu-
ral network (FNN) and Long short-term memory (LSTM)
models have been used for device fingerprinting and identifi-
cation [6], [7], [8], [9]. On the other hand, various deep neural
network (DNN) models have been proposed for spectrum sens-
ing and prediction [10], wireless resource management [11],
beam prediction for initial access [12] and reconfigurable intel-
ligent surfaces [13]. Although the application of DL-based
techniques to wireless communications has shown promising
results to solve complex problems for which analytical solu-
tions are either unavailable or computationally infeasible, there
are concerns in terms of reliability and robustness of such data-
driven methods when compared to traditional signal processing
methods in real-world deployments. One of such concerns is
the presence of adversaries that may target the training process
and/or testing (inference) process of DL.

With the increased adoption of DL, it is inevitable that
adversaries will explore launching new attacks particularly on
DL models, thus leading to a new paradigm called adversarial
machine learning (AML). AML studies learning in the pres-
ence of adversaries with the goal of understanding the impact
of AML attacks, defending against such attacks, and eventu-
ally developing secure DL systems. One type of AML attack
(namely adversarial attack or evasion attack) occurs when an
adversary crafts small perturbations to the original input of a
neural network or develops thereby manipulating the operation
of the DL system to cause an error in the inference process.
These perturbations are not just white noise samples but they
are specifically crafted to produce a vector in the input feature
space that is capable of misleading the developed DL model.
Classical examples of such attacks include adding small incre-
mental value in the model’s gradient direction with respect to
the inputs or by solving a constrained optimization problem
to produce a vector in the input feature space that is capable
of misleading the target DL model.

AML attacks for CV and NLP have been extensively
studied [14], [15], [16]. A canonical example is the misclas-
sification of a panda image as gibbon because of the addition
of a specifically crafted perturbation to the panda image so as
to mislead the ML classifier [17]. Similarly, in the wireless
domain, adversarial attacks can lead to misclassification of
signals. As shown in Figure 1, the pre-trained ML model is a
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Fig. 1. An example of adversarial attack in wireless communications. An
adversary adds perturbation to a test sample to create an adversarial example.
Then, the pre-trained ML model wrongly predicts the test sample.

classifier for automatic modulation classification. An attacker
launches an adversarial attack on the test data in the inference
phase by adding a small perturbation to the original QPSK
test data sample to form an adversarial example that causes
the misclassification of a QPSK modulated signal as 16-QAM.

Data-driven, intelligent solutions empowered by ML/DL are
considered as the key enablers in 5G and 6G wireless com-
munications [18], [19], [20], [21]. As seen in [22], [23], the
likelihood of jeopardizing ML/DL models deployed to enhance
systems is a challenge that raise concerns for the safety of
ML adoption. For instance, adversarial attacks causing incor-
rect ML/DL decisions may harm cyberphysical systems such
as in autonomous vehicles [24], [25]. As such, to benefit from
the gains of using ML/DL systems, there is an urgent need
to ensure security and robustness of ML-based systems in the
presence of adversarial attacks.

There have been multiple research efforts that aim to survey
AML attacks as well as recent advances to detect and mitigate
them in specific areas where ML/DL has found applications such
as CV and NLP [26], [27]. Different from the existing reviews
and surveys, this paper focuses on approaches to generate,
detect and mitigate AML attacks in the wireless communica-
tions domain because of the unique characteristics of wireless
communications and their effects on AML attacks. Such unique
properties include the effect of the dynamic nature of the com-
munication channel that introduces path loss [28], [29], [30],
[31], [32], the effect of standardized wireless communication
blocks to mitigate errors such as forward error correction (FEC)
and hardware impairments [33] as well as access to data and
heterogeneity in feature representation of the dataset [34], [35].
These unique properties discussed in Section III-D necessitate
the review of the current attacks and mitigation methods of
AML specifically for wireless communications as the methods
presented in other domains such as CV and NLP may not be
applicable. For instance, the adversary can directly query an
API for CV applications without the need to send perturbations
over a channel.

The design of DL algorithms for wireless communications
must consider the new security issues such as identifica-
tion and mitigation of adversarial signals [36]. Due to the
dynamic properties of RF data, it is a non-trivial task to
identify adversarial examples in RF data. DL methods rely
on the premise that the training data represents the distribu-
tion of the underlying data generation process such that the
trained model generalizes well on test data. However, this
premise does not necessarily apply in the adversarial scenarios
as these distributions change significantly due to adversarial
effects that are not straightforward to anticipate or predict
[37], [38], [39], [40]. With such adversarial attacks, wireless

communications systems such as 5G and 6G with design
components based on DL will be susceptible to disruptions,
performance losses, and eventually failures. Therefore, it is
critical to analyze the emerging wireless attacks due to AML,
reduce and ultimately eliminate the impact of adversaries
employing the AML attack techniques. An in-depth study
of AML specifically for wireless communication systems is
needed given the unique characteristics and emerging use cases
of DL in such systems.

In order to address these critical needs, a comprehensive
review of AML in wireless communications is provided in
this paper. Because this topic is related to several important
research topics including deep learning for wireless commu-
nications and adversarial machine learning, they are briefly
covered in this review to provide some background and context
for more in-depth discussions of AML in wireless communica-
tions. However, contrary to many existing surveys and reviews,
this work primarily focuses on the review of adversarial attacks
in wireless communications and adversarial examples in RF
data and the corresponding detection and mitigation tech-
niques. Interested readers may refer to many existing surveys
and reviews on deep learning for wireless communications
and adversarial machine learning for more detailed background
information, as briefly discussed in Section I-A below.

A. Related Work

There are various surveys in related areas. For
instance, [41], [42], [43], [44], [45], [46], [47], [48], [49],
[50] surveyed attacks on wireless communications systems.
The authors in [29], [33], [51], [52], [53], [54], [55], [56],
[57], [58], [59], [60], [61], [62], [63] used various ML models
for adversarial machine learning in wireless communications
as seen in Table III while adversarial ML in other domains
such as computer vision and NLP was discussed in [23], [25],
[26], [64], [65], [66], [67], [68], [69], [70], [71], [72], [73].
To the best of our knowledge, there is no thorough survey
available for AML in wireless communication systems.

Traditional attacks on communication systems such as pri-
mary user emulation, jamming, eavesdropping attacks, and
spectrum sensing data falsification have been extensively stud-
ied in [47], [74], [75], [76], [77]. To further secure communi-
cation systems, ML/DL techniques themselves can be used to
detect and/or mitigate such traditional attacks [78], [79], [80].
On the other hand, AML has been reviewed and surveyed
for various applications such as CV [26], autonomous vehi-
cles [25], and cyber security [81]. The authors in [69], [82],
[83], [84], [85] discussed the foundations of AML and pro-
vided detailed discussion on attack and defense strategies
as well as relevant perspectives for designing more secure
ML models. Reference [86] focused on the taxonomy of
attacks to identify areas of action for researchers while [87]
focused on adversarial example generation and defense mecha-
nisms. Reference [73] provided a unified formulation for AML
on graph data and compared attacks methods and defense
strategies. Furthermore, [25], [64], [70], [71], [72], [88] pro-
vided various perspectives on AML in the CV domain. For
instance [72] focused on AML in object recognition, [71]
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Fig. 2. Overview of the arrangement of the materials in this review.

focused on AML in image classification and [25] focused on
AML in autonomous Vehicles.

These works presented a taxonomy of attacks, defense
strategies and an outlook to the future. The scope of this
review differs from previous works as it explores AML
attacks that directly target the growing ML/DL applications
in wireless communications. To the best of our knowledge,
this is the first review work that focuses on AML in wire-
less communications by discussing the unique properties of
wireless communications and its effects on AML. These
AML attacks are effective because they operate with low
spectrum footprint, and therefore, they are stealthy (hard to
detect) and energy-efficient [24], [36], [56], [62], [89]. For
instance, [52] showed that the DL-based exploratory attack
is more effective in reducing the system throughput and
more energy efficient than traditional random jamming attacks.
The random jamming attack jams the transmission channel
in some randomly selected instances while the DL-based
exploratory attack jams in carefully selected time slots, thus
using less energy. Due to the unique properties of wireless
communications, it is essential to understand and quantify
the impact of AML attacks on wireless communications and
develop defense mechanisms that are tailored for the wireless
domain.

B. Organization of Paper

An overview of the arrangement of the materials in this
review is given in Figure 2 to help the readers navigate through
this review. The symbols and notations as well as the definition
of some important terms used in this review are summarized in
Section II-A and Section I-C, respectively. Section II briefly
reviews deep learning for wireless communication systems.

Adversarial attacks and AML in wireless communications are
reviewed in Section III. Section IV explores different types of
AML attacks and provides a taxonomy of AML attacks in the
wireless domain. Section V discusses the generation of AML
attacks. Section VI reviews the application areas of AML
for various wireless communication problems. Section VII
presents the AML attack detection and mitigation methods.
Section VIII discusses the future outlook of AML in wireless
communications. Section IX concludes the paper.

C. Terms and Definitions

Terms and definitions used in this review are summarized
in Table I-C.
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Fig. 3. Communication system diagram.

II. DEEP LEARNING FOR WIRELESS

COMMUNICATION SYSTEMS

A. Symbols and Notations

X total data points
x a data point
x∗ adversarial example
Y class (label) for dataset
y class for a data point
y ′ particular target label
rx adversarial perturbation
w model parameters
J cost function
α step size
ε small positive number
C number of classes
� gradient operator
fw neural network classifier function
There is a lot of interest in developing artificial intelligence

for wireless communication systems using radio frequency
(RF) data. This is because the ability to learn and intelli-
gently respond to dynamic and complex operating conditions
will be of utmost importance in future wireless systems. It is
envisioned that the knowledge of current operating conditions
and environment leveraging on wireless big data analytics will
allow communication systems to make the best opportunistic
decisions [19], [90], [91], [92]. To achieve this, work is done to
develop efficient algorithms and methods to extract meaningful
information from complex and massive datasets from commu-
nication systems. Research in DL for wireless communications
have gained tremendous attention in recent times, particularly
the application of machine learning and deep learning to solve
wireless communication problems using RF data. In this sec-
tion, we present the foundation of wireless signal model, the
deep neural network and the application of DL in wireless
communication systems.

B. Wireless Signal Modeling and Representation

Traditional wireless communication systems are primar-
ily comprised of a transmitter, a channel and a receiver.

A block-based design principle is pursued to split the
communication systems into multiple independent blocks. The
functional blocks that are typically optimized with the aid
of mathematical model and expert knowledge include source
encoder (which compresses the input data and removes redun-
dancy), channel encoder (which ensures the system can cope
with the effects of the channel by adding redundancy to the
source encoder output) and the modulator (which provides a
mapping based on the desired received signal level and data
rate) [1], [93], [94], [95]. The sequence of source information
bits bk is transformed by coding to a binary sequence mapped
to symbols sk through modulation as shown in Figure 3. The
modulated signal is passed through a pulse filter. The result-
ing signal is reconstructed to a continuous analog time signal
sb(t) by passing it through a digital-to-analog (D/A) converter.
sb(t) is the baseband signal shifted by the carrier frequency
fc to obtain the bandpass signal s(t) = �{sb(t)e2πfct} [95]
expressed as:

s(t) = �{sb(t)} cos(2πfct)−�{sb(t)} sin(2πfct). (1)

At the channel, the transmitted signal encounters impair-
ments such as timing drift, frequency offset, noise. The
variations in the channel can be modeled as large-scale fading
and small-scale fading. The received signal r(t) is the corrupted
form of the signal transmitted due to hardware imperfec-
tions and channel impairments. The effect of the channel
is modeled as a finite impulse response (FIR) filter h(t , τ).
Therefore, the received signal r(t) is the convolution of the
signal s(t) and the channel h(t , τ) given by s(t) ∗ h(t , τ).
r(t) = �{rb(t)e2πf ′c t}, where rbt is the baseband complex
envelope described by:

rb(t) = (sb(t)hb(t , τ))
1

2
ej2π(fc−f ′c )t+ϕ(t) + n(t). (2)

The received signal r(t) is passed through an amplifier and
low-pass filter. The resulting continuous-time signal is con-
verted to its digital version by an analog to digital converter.
This is achieved by sampling it at rate fs = 1

Ts
samples

per second, giving us a discrete representation of the sig-
nal made up of the in-phase and the quadrature components
and representing the complex raw time-series signals rk . The
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Fig. 4. System model for the applications of DL in wireless communications.

signal is demodulated and passed through the decoder to obtain
the reconstructed information [95].

C. Deep Learning

Deep learning can automatically extract relevant features
from data with no need for hand-engineering, thus making it
more beneficial in most cases than traditional machine learning
algorithms. The main types of deep learning models are:

1) Deep Neural Network (DNN): a type of artificial neural
network (ANN) with multiple hidden layers that can extract
and transform features automatically [96]. It is also con-
sidered a universal function approximator that can identify
inherent patterns and discover linear and non-linear associ-
ations between features. It is computationally and memory
intensive for training due to its large number of parameters.
However, recent advances in the field, such as the development
of tensor processing units (TPUs), have reduced computation
time. A single layer of a neural network is formulated as
y = g(wT x + b) where y is the output of the layer, w are
the weights, x is the input data, b is a bias term and g is the
activation function.

2) Convolutional Neural Network (CNN): a type of feed-
forward neural network known to perform convolution opera-
tions described in Equation (3) for a multi-dimensional data X
as input and a multi-dimensional filter K. The layers identify
local patterns by using the same geometric transformations
(filters) to various spatial locations in the input data. The con-
volution operation is achieved by taking the dot product of
the filter K with dimension m by n and the input data across
the input space to get a feature map S of dimension i by j as
described in Equation (3). CNNs are well suited for a dataset
with a grid-like topology such as images and time-series data.
They leverage parameter sharing and sparse interactions to
improve efficiency and reduce the memory requirement.

S (i , j ) = (K ∗X )(i , j ) =
∑

m

∑

n

X (i −m, j − n)K (m,n)

(3)

3) Recurrent Neural Network (RNN): a type of artificial
neural network optimized for sequential input tasks, such as
speech recognition, as past observations influence its output.

This is because it can learn from long-term dependencies
and remember past observations. The dependence of the cur-
rent output on past output indicates that RNN shares the
same weights across several time steps. The dependency is
in the form of a feedback loop connected to the output from
the past, which distinguishes it from other types of neural
networks [96].

DL is primarily using a neural network with multiple lay-
ers that perform non-linear transformations on data to provide
some output. For example, supervised learning using a DNN
is expressed as a mapping f that models the mapping from the
input data to a class (label). To learn this input-output rela-
tionship, a weight matrix w is estimated. A loss function l(x,
y, w) is computed as a point-wise measure of error between
the model prediction ŷ = f (x ) and the observed ground truth
y, where x ∈ X is a sample data point in data X and y ∈ C
is a class in C. To estimate w, a cost function J(w), which
is the average loss over all (n) training data samples in X, is
computed as

J (w) ≡ J (X , y ,w) =
1

n

∑

(xi ,yi )

l(xi , yi ,w). (4)

The model is derived by minimizing the cost function
J(w) as

argmin
wεRn

J (w). (5)

Then, the DNN classifier indexed by the DNN weights w is
determined as fw : X → R

C , where C is the number of classes
in C. Interested readers may obtain details of DL in various
sources such as the book [96].

D. Wireless System Functionalities and Applications
of Deep Learning

DL has been extensively used in wireless communications
as extensively surveyed before [1], [2], [3], [90], [93], [97],
[98], [99], [100], [101], [102], [103]. These previous studies
highlight various models and applications of DL in wire-
less communication systems some of which are shown in
Figure 4. The authors in [1] gave an overview of deep learn-
ing for wireless communications focusing on physical layer
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TABLE I
DEEP LEARNING APPLIED TO WIRELESS SYSTEM FUNCTIONALITIES

communication, spectrum situation awareness and wireless
security in deep learning applications. We discuss some of the
existing works in various application areas including modula-
tion classification, spectrum sensing, resource allocation and
protocol design.

• Modulation and signal classification: DL has been
applied to identify the modulation type or signal in
received signals. The modulation classification problem is
an extensively studied problem in the wireless communi-
cation domain using DL. While modulation classification
seeks to recognize the modulation scheme of a detected
signal to aid correct demodulation of the received sig-
nal, a signal classification algorithm can help in spectrum
monitoring, spectrum management, and secure commu-
nications. Numerous approaches have been used to solve
this problem using DL. These approaches include lever-
aging the constellation density of the signal for classifica-
tion [104], [105], [106] and building DL models that use
RF data for classification [107], [108], [109]. While [1]
focused on DL for physical layer communications, [110]
provided a survey of DL-based modulation classification
with a focus on data representation and signal prepro-
cessing and [111] surveyed modulation recognition with
a focus on the various types of DL algorithms used.

• Spectrum sensing: The objective of spectrum sensing is to
detect the availability of frequency channels in dynamic
spectrum access enabling technology such as cognitive
radios. In recent times, machine learning-based sensing
has been proposed in previous works [112], [113], [114],
[115], [116], [117], [118]. The spectrum sensing appli-
cation is typically developed as a classification problem
that predicts if the channel is occupied or free. Figure 4
shows spectrum sensing in a vehicular network. Spectrum
sensing applications have been surveyed in [119], [120].

• Resource allocation and management: In wireless com-
munications, resource allocation and management such
as beamformer design and power control plays a cen-
tral role in the efficient operation of the communication
system. With the significant increase in the interaction
of different end users, communication technologies,
and network operators as indicated in Figure 4, the
use efficient resource allocation and management tech-
niques such as DL-based approaches becomes inevitable.
Before now, numerical optimization algorithms which
are often complex are used for resource allocation and
management. Numerous DL-based algorithms are being
developed to make resource allocation more efficient [11],
[121], [122], [123], [124], [125]. A large dataset is

collected to train and develop DL models for various
resource allocation and management problems. The work
by [123] assigned resources to non-real time service
in advance by learning the resource allocation pattern
in a prediction window while DL is used to solve
sub-band and power allocation problem in a multi-cell
network [126]. The works in [122], [127] first learn the
resource allocation schemes and prompt the appropriate
action policy a priori to avoid and alleviate the congestion
in an intelligent fashion. Resource allocation to enable
coexistence of transceiver pairs and Wi-Fi users in LTE-U
networks is proposed in [128].

More details on the current trends and application of
machine learning in wireless communications systems are
presented in [97], [99], [101], [129], [130], [131].

III. ADVERSARIAL MACHINE LEARNING FOR WIRELESS

COMMUNICATION SYSTEMS

In this section, we discuss the deep adversarial learn-
ing starting with a brief introduction on adversarial attacks
on deep neural networks and how adversarial attacks work.
Then a survey of deep adversarial learning in other domains
such as computer vision, graphs, and natural language pro-
cessing is presented. Also, adversarial learning in wireless
communications and how the unique properties of wire-
less communication systems affects adversarial attacks are
discussed.

A. Adversarial Attack on Deep Neural Network

As an example of AML attacks, we describe next how
the evasion or the so-called adversarial attack works. We
will discuss other types of AML attacks in Section IV. For
every x ∈ X , fw (x ) assigns a label of the form ŷ =
argmaxy∈C fw (x , y), where fw (x , y) corresponds to the out-
put of fw for class y in C. An adversarial attack on the classifier
fw aims to modify the classified input x with perturbation rx
such that fw (x + rx ) 	= fw (x ). For the stealth nature of this
attack, it is required that the perturbation rx should be small
such that the difference of x + rx from the unperturbed input
data x remains small. Typically, this requirement is relaxed to
constraint ||rx ||p ≤ ε, where ε is a small positive number and
|| · ||p represents the lp norm with p ∈ {1, 2,∞} denoting the
type of norm. The adversarial perturbation rx for x and fw is
determined by solving the following optimization problem:

min
rx

||rx ||p (6)

s .t . fw (x ) 	= fw (x + rx ).
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TABLE II
SURVEY OF DEEP ADVERSARIAL LEARNING IN DIFFERENT DOMAINS

In the context of wireless communications, the l2-norm is a
natural choice for rx as it accounts for the perturbation (signal)
power [89], [132] compared to other norms such as the l1-norm
that has been used in the CV domain to deter the variation
from human perception [89].

B. Survey of Deep Adversarial Learning

DL has found numerous applications in various areas
and has provided major advancements to solving problems
that have appeared unsolvable in the past. DL has achieved
unprecedented results at scale in solving hard scientific prob-
lems. These advancements have been described in various
surveys as detailed in Table II.

For instance in the computer vision domain, surveys have
focused on applications of DL, including object detection
[133], [134], [135], [136], 3D Data processing [163], [164],
[165], [166], Hyperspectral Image Analysis [167], [168],
[169], [170], [171], Dialogue Systems [137], [138], [139],
[140] and speech processing [141], [142], [143], [144] in
Natural Language Processing (NLP) and other areas such
as Bioinformatics and Computational Biology [149], [150],
[151], [152], Electronic Health Record (EHR) Analysis [152],
[153], [154], [155], [156] and Cancer Diagnosis [157], [158],
[159], [160], [161], [162].

Although DL has achieved remarkable success in various
areas, DL is susceptible to attacks such as small perturba-
tions which can significantly change the prediction of the
DL algorithm as described in Section I. Next, we discuss
the recent work in deep adversarial learning under computer
vision, graphs and natural language processing.

• Deep Adversarial Learning in Computer Vision:
Applications such as driver-less cars and surgical proce-
dures have experienced significant growth with the advent
of deep learning and its application. With these develop-
ments are the concerns of how such critical areas of life
are impacted by the presence of adversaries especially
due to the imperceptible nature of the attack from adver-
saries [26], [183], [184], [185], [186], [187], [188]. This
became evident from [17] where a small imperceptible
perturbation added to the input of image classification
changes the label from stop sign to speed limit sign [189].
The realization of the potential vulnerabilities has led
to the design and development of various algorithms
to mitigate the effect of such perturbations and ensure
model robustness. These include adversarial training
to augment training data with adversarial examples
in training phase [14], [17], [190], [191], [192], [193].
In building state-of-the-art models, more methods to

mitigate the effect of adversaries in computer vision are
surveyed in [26], [64], [82], [184], [194].

• Deep Adversarial Learning in Graphs: Graph-based
learning is unique because it takes into consideration
the input features and relationship of the features dur-
ing training to account for connections between data
samples. This is important because the data structures
are not independent thus changing a connection or fea-
ture will change the prediction from others [195]. This
form of learning has found applications in profiling social
network users [196], [197] and analysis of biological
interaction graphs [198]. The connection and dependence
in the graph-based neural network could amplify the
effect of perturbations when attacked. Adversarial learn-
ing is used in [145], [199], [200], [201] to investigate the
robustness of graph models to various adversarial attacks
using the ideas of graph convolution and also generate
adversarial attacks that can easily be transferred to other
models. Also, to mitigate the effect of attacks, adver-
sarial training is used in [202] to design and implement
a novel adversarial regularized framework that embeds
the topological information and node content into a vec-
tor representation, from which a graph decoder is further
built to reconstruct the input graph. A similar approach
is used in [203] to embed each vertex in a graph in a
low-dimensional vector space. Further studies on graph
models and methods to mitigate attacks can be found
in [73], [146], [204].

• Deep Adversarial Learning in Natural Language
Processing: Applications such as speech recognition and
text classification [205], [206] in the NLP domain also
benefit from the growth in DL. An attacker can perturb
the speech to fool the DL model of speech recogni-
tion systems such as Apple Siri. The work in [207]
crafted audio adversarial examples on the state-of-the-
art speech recognition system, Deep Speech [208], by
adding inaudible sound perturbation. The attack works
with 100% success. The work by [209] showed the
effect of attacks on text classification. This can be in the
form of letter, word, phrase manipulation or an attack
on the word embedding [27], [210], [211]. Also, the
adversarial sentences that have the same syntax structure
as the original sentence and are grammatically correct
were explored in [212], [213], [214]. This attack is
achieved by using synonyms, adding words with dif-
ferent meaning in different contexts or paraphrasing.
Adversarial training to mitigate the adversarial attack has
also been proposed in NLP [215], [216], [217], [218].
Other methods such as randomized smoothing [216],
supervised contrastive adversarial learning (SCAL) [218]
and adversarial debiasing [219] are used in literature.
Further surveys and reviews on adversarial learning in
NLP include [215], [220], [221], [222].

C. Adversarial Learning in Wireless Communications

The application of DL to the wireless communications
domain differs significantly from other application areas such
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TABLE III
DL MODELS FOR ADVERSARIAL MACHINE LEARNING IN WIRELESS COMMUNICATIONS

TABLE IV
SUMMARY OF PREVIOUS WORK ON AML ATTACKS IN WIRELESS COMMUNICATIONS

as CV and NLP because specialized domain knowledge of
wireless communications is needed for proper data represen-
tation, preprocessing, and result interpretation. In addition,
channel, interference, and traffic effects shape both legitimate
communications and others. These properties make the RF
data unique and possibly have a different response to the adver-
sarial attacks. Some unique properties of RF data are identified
and discussed in relation to adversarial example generation and
its effect in Section III-D.

Table III shows various areas in wireless communications
where AML occur and various DL models used. These works
establish the detrimental effect of adversarial attacks on wire-
less communication systems. The different types of attacks are
categorized as detailed in Section IV and Table IV summarize
the previous work on AML attacks in wireless communication
detailing the attack type, categorization of attack, a description
of the attack and the relevant publications.

The body of knowledge on adversarial learning in wire-
less communications is explored in subsequent sections of
this paper that include the uniqueness of wireless adversar-
ial attacks, categorization of AML attacks, attack generation
methods, some application areas and AML attack detection
and proposed mitigation schemes.

D. Unique Properties of Wireless Adversarial Attacks

DL has a strong potential to assist network decisions in
achieving optimal resource management and future networks
are envisioned to rely on DL-driven agents for functions
such as network management automation and optimization of
radio interfaces. The evaluation of the extent to which an
adversary can affect such a complex system becomes crit-
ical in designing future communication systems with DL.

This evaluation becomes critical as there are unique properties
in the wireless communication domain as discussed in this
section.

• Effect of the communication channel: The wireless com-
munication channel has a major impact on adversarial
attacks as they need to be launched over the air to reach
the target receivers that host the victim DL models. One
aspect is that the channel will impose path loss and
phase on adversarial perturbations, and could weaken
and/or change the direction of adversarial signals as they
travel through wireless channels before reaching the tar-
get receivers. For an adversarial attack to succeed over
the air, the adversary needs to account for the dynamic
nature of channels when crafting the adversarial perturba-
tions [28], [29], [30], [31], [32]. In addition, the adversary
may not have access to the DL model at the target receiver
and the process of data gathering by the adversary for
training a surrogate model is typically performed through
a channel, which implies that the training data used by
the adversary is imperfect by default and the effectiveness
of the surrogate model trained by the adversary strongly
depends on channel effects [59]. Furthermore, it has been
shown in [223] that adversarial attacks crafted to fool DL
models trained on time-domain features do not necessar-
ily transfer to DL models trained using frequency-domain
features. By leveraging differences in channels, it is also
viable to seek the objective of correct signal classifica-
tion at one receiver while fooling the signal classifier at
another receiver [28], [31], [176], [182], [224].

• Exploitation and mitigation of channel effects: The adver-
sarial perturbation may aim to fool a wireless signal
classifier at one receiver while the perturbed signal can
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be still decoded at the intended receiver with minimal
loss of reliability [176]. This paradigm can be used
to hide wireless signals (ranging from simple modu-
lated signals to complex 5G signals) from eavesdroppers
[182], [225]. While balancing the objectives of covert-
ness and communication performance, the adversary may
aim to preserve not only the bit error rate (BER) as
in [31] but also the spectral shape of the perturbed signal
as in [58]. In addition, forward error correction (FEC)
- a building block in communication systems to detect
and correct errors encountered due to noise, channel
effects, and hardware impairments - may reduce the effect
of adversarial attack while maintaining communication
performance with the intended receiver [33]. On the other
hand, the adversary may use multiple antennas to trans-
mit perturbations to increase the effect of adversarial
attacks [30].

• Indirect influence on training and test data: A wire-
less adversary cannot directly manipulate the training or
testing data input to a classifier. It also cannot directly
query a transmitter’s classifier and obtain its classification
results as opposed to the typical CV and NLP applications
that often rely on API queries. In an over-the-air attack,
the wireless adversary needs to monitor the actions in
wireless communications and indirectly try to manipu-
late/influence the outcome of the DL model or initiate
actions such as jamming the channel during sensing and
data transmissions [34].

• Heterogeneity in feature representation: The coexistence
of various communication systems introduces hetero-
geneity as a more diverse and complex feature represen-
tation in radio data [35]. This significantly affects the
effectiveness of crafted perturbations. In this context, the
adversary may also aim to fool the wireless signal clas-
sifier at multiple receivers (each possibly belonging to
a different network) by transmitting a signal perturba-
tion and relying on the broadcast nature of omnidirec-
tional transmissions to reach and jointly affect multiple
classifiers. Then, the perturbation needs to be deter-
mined by accounting for multiple channels to different
receivers [28]. In addition to dynamic channels, it is also
possible that network traffic is of stochastic nature or traf-
fic needs to be adapted to dynamic channel effects. Then,
the generation of perturbations needs to be jointly consid-
ered with queue stability with the extended goal for the
adversary to reduce the stable throughput (the maximum
achievable throughput while keeping the packet queues
stable [226]).

IV. CATEGORIZATION OF ADVERSARIAL MACHINE

LEARNING ATTACKS ON WIRELESS COMMUNICATIONS

We present a categorization of AML attacks to aid the
understanding of key concepts of AML and provide an
overview of AML attacks from various perspectives borrowed
from [29], [35], [51], [52], [53], [55], [231] for wireless
communications and [23], [65], [67], [68], [69], [85], [232]
for other domains, especially CV. In particular, we discuss

Fig. 5. Categorization of attacks based on adversarial machine learning.

adversarial attacks in wireless communications under three
main categories (see Fig. 5) that are defined according to
the influence - the type of attack, the attack phase, and the
amount of knowledge the adversary has about the victim
model. Table IV lists previous works of AML attacks on
wireless communications under these categories.

A. Categorization Based on Influence—Types of Attack

• Exploratory attacks: Also called inference attacks,
exploratory attacks seek to fathom the inner workings
of ML algorithms/models by collecting training data
and imitating the ML model functionally with similar
types of inputs and outputs, namely building a sur-
rogate (shadow) model [233], [234]. The exploratory
attack is typically the leading step prior to subse-
quent attacks as it aims to “explore” the victim model
using techniques such as active learning [235], [236]
or augment the limited information with generative
adversarial networks (GANs) [237], [238], [239], [240].
Adversarial attacks designed with the surrogate model
are known to transfer to the target model (known as
the transferability property [241]). In a wireless com-
munications scenario, the adversary can learn the trans-
mission patterns of the victim communication system
by observing the spectrum over the air. The effect
of wireless channels on surrogate models was studied
in [59].

• Evasion attack: Also called adversarial attacks, evasion
attacks aim to fool ML models into making wrong deci-
sions by manipulating the input test data [14], [17].
Evasion attacks have been applied to wireless communi-
cations in terms of fooling classifiers used for spectrum
sensing [34], modulation recognition [132], autoencoder-
based end-to-end communication systems [54], channel
state information (CSI) feedback for massive MIMO
[89], [242], channel estimation [243], [244], and initial
access in directional communications [245]. One chal-
lenge in the wireless domain is that the adversarial
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Fig. 6. Attacks in adversarial machine learning [250].

perturbations observed by the target classifier are received
subject to channel effects such that these perturbations
need to be crafted by accounting for channel effects [28],
[31], [32], [56]. These attacks are typically stealthier and
more energy-efficient than traditional jamming attacks
(such as the one that solely aim to cause interference
to data transmission, e.g., [76], [77], [246]) as they only
need to transmit low-power signals over a short period
of time to confuse the ML algorithms in their decision
making.

• Causative attack: Also called poisoning attacks, causative
attacks aim to manipulate the training process of ML
models by injecting vulnerabilities such as false training
data to the ML models [247], [248]. Causative attacks
are effective against DNNs as they are highly suscep-
tible to inaccuracies in training data. An example of a
causative attack in wireless communications is spectrum
poisoning where the adversary exploits the (re)training
process of the ML classifier so that the ML model
is poorly (re)trained. Examples of causative attacks in
wireless communications include attacks on spectrum
sensing [34], cooperative spectrum sensing [228], and IoT
systems [229], [249].

• Trojan attacks: Also called backdoor attacks are com-
binations of evasion and causative attacks, where the
adversary injects triggers (backdoors) to training data
and then activates them for some input samples in test
time [251], [252]. Trojan attack has been considered
against wireless signal classifiers in [173] by formulat-
ing controlled phase shifts as backdoors and adding them
into the transmitted and received RF data samples.

Figure 6 gives a pictorial representation of AML attack
models and shows how the different attacks work, as well
as the general procedure for attack formation.

B. Categorization Based on Attack Phase

• Training phase: The causative and trojan attacks occur
in the training phase of the model development. See
Section IV-A for discussion on these attacks.

• Testing phase: The exploratory attack, evasion attack and
trojan attack occur in the test time. See Section IV-A for
discussion on these attacks.

C. Categorization Based on the Amount of Knowledge the
Adversary Has About the Victim Model

• White-box attack: The adversary knows the training data,
architecture, algorithm and/or optimization techniques
such that it has full access to the trained model f and
knows the input at the classifier. For an over-the-air white-
box attack in wireless communications, the adversary also
needs to know the channel between the adversary and
the receiver, since the channel affects the perturbation
perceived at the receiver [28], [31], [32], [59].

• Black-box attack: The black-box attack is a more realistic
and more relaxed model for many security threats [253]
as the adversary has neither knowledge about nor access
to the training data and/or the trained model f. In that
case, the adversary tries to deduce information from the
returned results of the model. Black-box attacks typi-
cally use a surrogate (shadow) model, which is trained
to perform an identical task as the target network dur-
ing the inference attack. In wireless communications, the
surrogate model strongly depends on the channel char-
acteristics with respect to the adversary and the victim
system [59].

• Gray-box attack: In a gray-box attack, the adversary has
some knowledge of the data/algorithm as well as limited
access to the model f. One example from the wireless
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domain is not knowing the exact channel but knowing
an estimate, the distribution or some statistics of the
channel, e.g., Rayleigh vs. Rician fading, the value of
pathloss exponent or the value of signal-to-noise-ratio
(SNR), etc. [28].

D. Categorization Based on Type of Adversary’s Goals

• Targeted attack: The adversary tries to produce the per-
turbation rx that will cause specific errors in the output
of a receiver by targeting a signal x to generate errors
such that fw (x + rx ) = y ′ for a particular target class y ′.
For example, consider a 4-class modulation classification
problem with BPSK, QPSK, QAM 16 and QAM 64 as
classes and consider the adversary that seeks to fool the
modulation classifier into classifying a signal modulated
with QAM 16 as a QAM 64.

• Non-targeted attack: The adversary tries to pro-
duce the perturbation rx that will cause errors in the
output of the algorithm independent of the classes thereby
reducing the confidence in the algorithm due to decreased
accuracy. In our previous example of a 4-class modula-
tion classification problem with BPSK, QPSK, QAM 16
and QAM 64 as classes, the adversary seeks to fool the
modulation classifier into classifying a signal modulated
with QAM 16 as any other available class such as BPSK,
QPSK, or QAM 64, i.e., fw (x +rx ) 	= y for any y = f (x).

E. Other Types of Categorization

Some other types of categorization for AML attacks include
categorization based on the frequency of attack and catego-
rization based on the degree of freedom the adversary has in
accessing the system’s input.

• In the attack frequency category [35], there is a one-step
attack that computes the gradient of the loss function at
a time to create perturbations. There is also an iterative
attack that performs the same computation as a one-step
attack multiple times to create the perturbations. This is
enabled by perpetual access to the model and can be
computationally intensive and costly.

• Based on the adversary’s degree of freedom to the input
of the system, there may be physical and digital attacks.
In a physical attack, there is an indirect application of
the input to the model which is different from the dig-
ital attack where the adversary can explicitly design the
input of the model [54], [253]. We can also remove
the requirement for the adversary to know the input test
samples and craft input-agnostic adversarial attacks, also
called Universal Adversarial Perturbation (UAP) [254].
UAP attacks can be built against wireless signal classi-
fiers, where the adversary does not need to know about
the transmitted signal [28], [132]. It is also possible to
limit attacks to certain users, e.g., evasion attacks to fool
classifiers only at a subset of receivers [28] and causative
attacks launched from a selected subset of IoT devices to
manipulate the training process at a fusion center [229].

These attack types may overlap in the description of an
attack. For example, the authors in [29] studied both targeted,

white-box evasion attack and non-targeted white-box evasion
attacks for DL-based modulation classification.

V. GENERATION OF ATTACKS IN WIRELESS

COMMUNICATIONS

In this section, we describe the approaches to generate
attacks in AML, including evasion attacks, exploratory attacks
and causative attacks.

A. Generation of Evasion Attacks

Evasion attacks to generate adversarial examples are charac-
terized as subtly crafted imperceptible perturbations rx added
to the original inputs x of the ML model such that the input
to the classifier is x ′ = x + rx by solving the optimization
problem (6) for rx . In the wireless domain, the problem is
changed by setting with x ′ = ht ,rx + ht ,arx + n , where
x ′ is the received signal, x is the transmitted signal, rx is
the transmitted perturbation, ht ,r is the channel gain from the
transmitter to the receiver, ht ,a is the channel gain from the
transmitter to the adversary, and n is the receiver noise.

It is difficult to solve (6) due to the non-linearity of the DNN
mapping. Instead, we can approximate the solution. This is
achieved by maximizing the loss function L(w, x, y) used in the
training process of the classifier fw (e.g., the cross-entropy loss
function is L(w , x , y) = − log(1 + exp(−fw (x , y))) subject
to the condition that the perturbation is upper bounded. Thus,
the adversarial perturbation rx can be found by solving

max L(w , x + rx , y)

s .t . min ||rx ||p ≤ ε, (7)

where ε is the upper bound on the adversarial perturba-
tion. Various methods have been proposed to approximately
solve (7), thus generating adversarial examples. These meth-
ods include but are not limited to one-step gradient-based
method such as Fast Gradient Sign Method (FGSM) [17],
and its iterative variants such as Basic Iterative Method
(BIM) [253], Projected Gradient Descent (PGD) [190],
Momentum Iterative Method [255], Box Constrained Limited-
Memory BroydenFletcherGoldfarbShanno (L-BFGS) [14], and
Carlini & Wagner (C&W). We describe some of these methods
that have been used to generate adversarial attacks on wireless
communications.

1) Fast Gradient Sign Method (FGSM) [17]: One popular
method that has been used to generate adversarial examples
in the wireless domain is the FGSM. The FGSM is a one-
step gradient-based method developed on finding the scaled
sign of the gradient of the cost function and aims at minimiz-
ing the strength of the perturbation. It is a computationally
effective method for adversarial attack generation based on the
postulation that the DNNs are prone to linear-type adversar-
ial attacks because of their use of linear techniques for easier
optimization. The FGSM-generated perturbation is achieved
by linearizing the model’s cost function J(w, x, y) around the
current value of x. FGSM generates an adversarial example
that significantly resembles the original input x by starting
with an original input to the ML model and adjusts it in the
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direction of the gradient of the loss function with respect to
the input by an amount limited by a parameter ε stated as:

x∗ = x + ε · sign(∇xJ (x , y ,w)), (8)

where x∗ is the crafted adversarial example, x is the origi-
nal input, J(x, y, w) is the cost function of the DNN with
parameters w, y is the class associated with x, and ε is a
small number to limit the perturbation [230]. Note that the
Fast Gradient Method (FGM) is a generalization of FGSM to
meet the L2 norm bound ||x∗ − x ||2 < ε as

x∗ = x + ε · ∇xJ (x , y ,w)

||∇xJ (x , y ,w)||2
. (9)

FGSM is also used in iterative methods such as the
following.

• Basic iterative method (BIM) [253]: The BIM can be
viewed as multiple steps of FGSM with a small step size
as well as a clipping of results after each iteration to
establish that the results are in an ε-neighborhood of the
original input data. The iteration for the BIM is given by

x∗i = clipx ,ε
(
x∗i−1 + ε · sign(∇xJ

(
x∗i−1, y ,w

)))
, (10)

where clipx ,ε clips the values of the adversarial sample
to an ε-neighborhood of the original sample x.

• Projected Gradient Descent (PGD) [190]: PGD is a
multi-step variant of FGSM on the negative loss func-
tion that helps initiate adversarial attacks with the aim
of examining or analyzing the performance of a neural
network from an optimization point of view. It puts a
limit on the total perturbation in L∞-norm from x∗0 =
x + Un(−ε, ε), where Un(−ε, ε) is the uniform random
perturbation. In t iterations, x is determined as

x∗t = ΠBε(x)

(
x∗t−1 + ε · sign(∇xJ

(
x∗t−1, y ,w

)))
, (11)

where ΠBε(x) is the projection operator. The procedure
of adversarial example generation includes adding noise,
computing gradient, stepping, and projecting back.

• Momentum Iterative Method (MIM) [255]: The
MIM was developed to solve the problems related
to over-fitting and local minima. It helps speed up
the gradient descent iterations. In scenarios where the
performance of FGSM is inhibited due to the presence
of strong interference and distortion, the MIM applies
momentum to the iterative attacks so as to stabilize
and maintain the correct direction of the update with
generalization of adversarial examples.

2) L-BFGS Method [14]: Box-constrained L-BFGS is an
example of optimization-based method for generating adver-
sarial examples. For an instance of x, L-BFGS finds a different
x∗ that is very much alike to x based on the L2 distance but is
labeled differently by the classifier. This problem is laborious
and is modeled as the following constrained minimization:

min ||x − x∗||22,
s .t . fw (x + rx ) = y ′,

(x + rx ) ∈ [0, 1]n , (12)

where y ′ is the target class. To solve (12), it is transformed to

min λ · ||x − x∗||22 + J
(
x , y ′,w

)

s .t . x∗ ∈ [0, 1]n , (13)

where J (x , y ′,w) is a function mapping an instance of x to a
positive real number using the loss function. In (13), the cross-
entropy loss function is typically used as the loss function J
and line search is used to find the positive constant λ that
generates an adversarial example of minimum distance.

B. Generation of Exploratory Attack

In an exploratory attack, an adversary seeks to understand
the internal operations on an ML model and leverage on such
knowledge to attack the ML model and ultimately undermine
the effectiveness of the ML-based system. This is achieved
by developing a surrogate (or shadow) model that can mimic
the operation of the original ML model. The approach is to
steal training data and build models that have the same (or
similar) output as the original model. With the information
on how the original model functions, the attacker can make
informed decisions as to how to attack and alter the overall
performance of the ML-based system. For example, in [227],
an exploratory attack is launched on the cognitive radio as
a preliminary step to learn when and how to jam the cog-
nitive radio transmissions. The adversary senses a channel,
captures the transmitters decisions and learns the pattern of
successful transmissions by tracking acknowledgments from
the receiver, and launches an exploratory attack to build a
DL classifier (surrogate model) that is functionally equiva-
lent to the one at that transmitter. In another example [51],
an adversary observes the spectrum and develops a DNN to
infer the channel access algorithm used by an IoT transmitter
and predict the outcome of the transmissions before jamming
it. Exploratory attacks are also launched to infer reinforce-
ment learning mechanisms used in wireless channel access
and jam the underlying communications. [60], [61] designed
a DRL-based jamming attacker that employs a dynamic policy
and aims to minimize the channel access accuracy of a DRL-
based dynamic channel access user. The DRL attacker is able
to observe the victim’s interaction with its environment for a
period of time and learns the activity pattern. The attacker
has no prior information about the channel switching pat-
tern on a victim’s action policy and both DRL-based systems
can interact with each other, retrain their models and adapt
to the opponent’s policy. Also, [62], [63] introduced a rein-
forcement learning (RL) algorithm to disrupt 5G radio access
network slicing (based on another RL algorithm [256], [257])
by observing the spectrum and developing an RL-based sur-
rogate model. This model decides which resource blocks to
jam in order to attain a high number of failed network slicing
requests. Jamming a resource block causes a reduction in the
RL algorithm’s reward thus, affecting the model’s performance
as the reward is used to update the RL algorithm.

Although the exploratory attacks described above follow the
same paradigm, there are no standard attack generation meth-
ods as we have in evasion attacks. All the methods use a
common approach based on learning the internal workings of
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TABLE V
REVIEW OF PREVIOUS WORKS ON AML ATTACKS IN MODULATION CLASSIFICATION

the original model, building a surrogate model and attacking
the ML-based model using the knowledge from the surro-
gate model. Table IV shows examples of previous works on
exploratory attacks.

C. Generation of Causative Attack

The causative attack seeks to downgrade the ability of a ML
system to perform optimally by injecting vulnerabilities into
the training process. These injected vulnerabilities can be as
a result of the adversary by intentionally meddling with the
label of the data or by crafting and embedding unique learnable
features. The model learns these unique features which causes
it to deviate from its original objective, thus, causing consid-
erable degradation in the ability of the model to make good
predictions. The injection of vulnerabilities might be during
the initial model development or the model re-training process.

Since the attack occurs before model training, the contamina-
tion affects any type of ML model and efforts on parameter
tuning yields little or no improvement on the model’s abil-
ity to make good predictions [250]. As we have observed in
the exploratory attack, there are no standard attack generation
methods but the paradigm of poisoning the training data is
consistent in all forms of causative attacks. Table IV shows
some previous work on causative attack.

VI. APPLICATION AREAS OF ADVERSARIAL MACHINE

LEARNING IN WIRELESS COMMUNICATIONS

Grouped according to the type of DL problem, we discuss
and review various studies on AML in wireless communication
and present them in Tables V (for modulation classifica-
tion), Table VI (for spectrum sensing), Table VIII (for signal
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TABLE VI
REVIEW OF PREVIOUS WORKS ON AML ATTACKS IN SPECTRUM SENSING

TABLE VII
REVIEW OF PREVIOUS WORKS ON AML ATTACKS RESOURCE ALLOCATION AND MANAGEMENT

classification), and Table IX (for other areas in the wireless
communication domain).

A. Modulation Classification and Signal Classification

Modulation classification – the process between the detec-
tion and demodulation of a signal – is an important step
towards developing an intelligent radio receiver and has been
extensively studied [258]. Recently, the research in this area

has gained new attention with the use of DL. Reference [4]
showed that DL algorithms for modulation classification using
RF data outperform the use of expert features and higher
order moments. AML for modulation recognition has been
extensively using evasion and/or trojan attacks. Reference
[35], [132], [175] showed the susceptibility of DL models to
adversarial attacks on modulation classification under different
scenarios such as data with noise and variation in SNR level.
Reference [55], [132] pointed out that the adversarial examples
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TABLE VIII
REVIEW OF PREVIOUS WORKS ON AML ATTACKS ON SIGNAL CLASSIFICATION

TABLE IX
REVIEW OF OTHER PREVIOUS WORKS ON AML ATTACKS IN WIRELESS COMMUNICATIONS

for modulation classification are more effective than perturba-
tions crafted by adding Gaussian noise. Table V shows AML
studies focused on modulation classification. Similar to the
modulation classification problem, AML has also been applied
to wireless signal classification. Signal classification aims
to identify the transmitting signal in a spectrum. Table VIII
highlights relevant work on AML for signal classification.

B. Spectrum Sensing

Most of the AML studies focused on spectrum sensing and
dynamic spectrum access (DSA) use exploratory attacks in
which the attacker learns the operational pattern of the DNN
model and builds a surrogate model which gives the same or
similar output as the original classifier when given the same
input. Spectrum sensing and DSA are key components of cog-
nitive radio systems for efficient discovery and use of spectrum
to achieve situational awareness [53]. Given the broadcast and
over-the-air nature of wireless communications, there are var-
ious attacks that attempt to undermine the spectrum sensing
results. This can include causative attack to change the sensed
features as well as priority violation attacks to violate priori-
ties in channel access by pretending to have higher priority and
transmitting during the sensing phase [51]. AML attacks on
spectrum sensing typically involve an adversary that develops
a surrogate model and can correctly predict the outcome of
the original DL model. Such an adversary jams the successful

transmissions, thus reducing the success rate of the original
model [52], [60], [227]. As shown in [34], [52], [227], [228],
these attacks are more energy-efficient and more effective than
random jamming. Table VI highlight the studies on AML for
spectrum sensing and DSA applications.

C. Resource Allocation and Management

The need to satisfy the demand for faster response time,
increased reliability of wireless transmissions as well as
larger bandwidth has made the use of efficient algorithm
and approach for resource allocation and control such as
power control, and beamformer design increasingly impor-
tant. ML/DL techniques applied to achieve optimal resource
usage are also susceptible to adversarial attacks. Table VII
shows some studies on AML for resource allocation and
management.

D. Other Areas in Wireless Communications

AML attacks have been also applied to other areas in wire-
less communications. This includes attacks on IoT data fusion
process [229], IoT device authentication [268], physical-layer
signal authentication [269], [270], spectrum monitoring [271]
with federated learning [272]. A review of the AML stud-
ies on other areas in wireless communication is presented in
Table IX.
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VII. DETECTION AND MITIGATION OF AML ATTACKS IN

WIRELESS COMMUNICATIONS

Next, we present various methods that have been used
to defend against AML attacks on wireless communication
systems.

A. Train With Adversarial Perturbations

Training the DNNs with adversarial examples is a pop-
ular method of mitigating the effect of adversarial attacks
and ensuring robustness [190]. Adversarial training consists
of generating adversarial examples according to one or more
attack methods and retraining the DNNs with labeled adver-
sarial examples. The goal is to prevent an adversary from
identifying the structure of the signals transmitted so as to
prevent it from disrupting the communication system. This
defense mechanism has been applied to protect wireless sig-
nal classifiers against evasion attacks [28], where randomized
smoothing [274] used in training time increases the robust-
ness of classifiers against adversarial attacks later in test
time.

There are some challenges that pertain to adversarial train-
ing; some of these include a scenario where the adver-
sary uses a different attack from the one used in training.
In addition to that, an adversary can create new pertur-
bations using a model trained with adversarial examples.
However, training with adversarial examples typically reduces
the performance of DL models on unperturbed signals. In try-
ing to overcome these challenges, training can be performed
with multiple adversarial examples [190]. In addition, cer-
tified defense [275] can be built in train and test times to
ensure statistical significance of classification results in the
presence of adversarial attacks in test time. Certified defense
has been used in [28] to provide performance guarantees
for wireless signal classifiers in the presence of adversar-
ial examples. Another way to mitigate adversarial attacks
during training is pre-training of the DL based wireless
signal classifiers by an autoencoder such that the trained
model becomes robust to the deceiving effect of adversarial
examples [172].

B. Statistical Approaches

• Peak-to-average power ratio (PAPR) of RF samples: One
way of detecting adversarial examples it to leverage the
properties of radio frequency (RF) data and apply a statis-
tical test by taking advantage of the PAPR of digitized RF
samples of the received signals [230]. The PAPR distri-
bution is used in the wireless domain to depict a specific
class of signal’s footprint such that if the inferred output
of an input signal is categorized to a particular class and
its PAPR statistic contradicts with high level of confi-
dence, further analysis and assessment should be carried
out to reach a true conclusion. To determine if an adver-
sarial example is present in a wireless communication
environment, the Kolmogorov-Smirnov (KS) two-sample
test (performed by collecting a sample sized input and
then computing and evaluating the PAPR distributions

for the samples) can be used to ascertain if the PAPR
is similar to the statistic of an adversarial example or a
legitimate example [230].

• Use the softmax outputs of the DNN classifier: This is
also a KS statistical test for adversarial example detection.
The softmax output of the DNN classifier is used to deter-
mine if adversarial examples have brought about a change
in distribution using the statistics of the final layer of a
neural network. Typically, the statistical size of the input
data is a good determination of the quality of the statisti-
cal test. The effectiveness of the method depends on the
type of waveform and propagation channel, as discussed
in [230].

• Statistical methods to detect adversarial triggers:
Adversarial triggers such as Trojans (or backdoors)
inserted to training data can be detected by statistical
methods such as clustering and median absolute devia-
tion (MAD) algorithm. In particular, the MAD algorithm
computes the median of the absolute deviations from
the data’s median, namely median(|xi − X̂ |), where
X̂ = median(X ), to discover outliers, and is shown
in [173] to be effective against Trojan attacks on wireless
signal classifiers.

C. Randomizing the DL Algorithm by Adding Small
Variations to Classifier Outputs

This approach adds slight variations to the output of the
DNN classifier and deliberately performs some (typically a
small number of) erroneous actions so as to deceive the adver-
sary and defend against exploratory attacks. For example, the
transmitter can intentionally utilize a busy channel for trans-
mitting or skip a transmission opportunity in an idle channel
such that the adversary that observes the spectrum cannot train
a reliable surrogate model. This defense mechanism has been
applied to protect wireless signal classifiers against inference
attacks (before launching jamming attacks) in [227] as well
as against evasion and causative attacks in [34]. Note that
network uncertainty (e.g., due to dynamic channel and traf-
fic effects) and randomization or obfuscation-based defense
methods have also been leveraged before against traditional
network attacks such as jamming and traffic inference to con-
fuse the adversaries [76], [77], [246], [276]. Defense against
AML attacks on reinforcement learning follows a similar
diversification approach to protect wireless communications
[61], [179]. The defender may alternate among different chan-
nel access decisions (derived through proportional-integral-
derivative (PID) controller and imitation learning) to increase
the uncertainty at the adversary. Another defense approach
is to adopt orthogonal policies in reinforcement learning to
prevent the adversary from quickly switching between its imi-
tated policies. On top of these mitigation policies, it is also
viable to detect the adversaries by monitoring changes in
rewards and distinguishing the spectrum environment changes
from adversarial jamming attacks [61], [179]. Table X reviews
the defense strategies that have been used by previous works
in the wireless domain.
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TABLE X
SUMMARY OF DEFENSE STRATEGIES AGAINST AML ATTACKS IN

WIRELESS COMMUNICATIONS

VIII. FUTURE OUTLOOK OF ADVERSARIAL MACHINE

LEARNING IN WIRELESS COMMUNICATIONS

As ML/DL becomes the core of current and emerging
communications systems such as 5G and 6G, ML/DL itself
becomes susceptible to adversarial effects. To build on the
promise of intelligent operations and efficient resource man-
agement with the application of ML in dynamic wireless
environments, it becomes imperative to develop ML models
that are secure, resilient and robust to attacks by taking into
account the unique properties of wireless communications. An
AML attack model that is carefully characterized by consid-
ering wireless properties is expected to be the foundation of
ML driven wireless security research and development for the
existing and emerging communication systems. In this section,
we discuss some important ideas that can help in realizing
the promise of robust models that are effective even in the
presence of adversaries.

• Wireless communication dataset: The limitation of
standardized real-world datasets that adequately rep-
resent real life scenarios in the wireless communica-
tion domain is a challenge that needs to be solved.
Compared to other domains such as CV and NLP,
there are just a handful of publicly available ML/DL
datasets in the wireless domain to work with such
as [4], [108], [277], [278], [279], [280]. Typically, these
datasets do not include adversarial effects recorded. It is
important for the research community to develop more
publicly available datasets, representing different scenar-
ios including not only variations in channel, interference
type and waveform, but also AML attacks. This approach

will help with benchmarking solutions for robust devel-
opment and evaluation of the DL models for wireless ver-
sions of AML attacks. From literature reviewed, a large
ratio of the work on AML in wireless communication is
in the area of modulation classification. This is largely
because modulation classification datasets (e.g., [4],
[108]) are the seemingly standardized datasets for Ml/DL
studies in the wireless communications domain. Although
more recent datasets are available such as [277], [278],
[279], [280] as well as testbed efforts such as [281]
expand datasets, it is critical to implement the AML
attacks and corresponding defenses with embedded radio
platforms to assess the real channel and radio hardware
effects.

• Robust features: The need for robust features in devel-
oping ML/DL models in wireless communication is
also an important consideration for future systems.
Reference [282] laid the analytical foundation and
showed via experimental data that adversarial attacks are
very effective because most existing ML/DL models are
not developed using robust features. Although the discus-
sion of feature engineering and identifying robust features
are on-going especially in CV and NLP domains, new
techniques must be developed to identify the most impor-
tant features which are robust to the effect of adversarial
attacks in wireless communication systems. An important
research direction for AML in wireless communications
is to identify robust features in datasets, disentangle non-
robust features from robust features, train models that
generalize well, and are robust to adversarial attacks in
wireless communications.

• Certifiable defense: The design and development of certi-
fiable defense mechanisms for AML is another important
component of the work that needs to be achieved to
realize the full potential of ML/DL in wireless com-
munications domain. Various defense mechanisms have
been proposed, including adversarial training and use of
statistical methods but most of these defenses become
ineffective with more powerful adversaries. This has
led to the need for certifiable defense mechanisms,
where prediction on the test data can be verified to
be a constant within a small region around the input
data. Although there are some efforts that present cer-
tifiable defense using randomized smoothing [28] with
reasonable performance, more rigorous evaluation of such
approaches as well as development of other methods are
needed to provide security guarantees for ML models
used in wireless communications.

Although important areas of development to ensure good
performance from robust ML/DL models have been discussed
in this section, for the safe adoption of ML/DL-based mod-
els into future communication systems, there is also a need
to move from black-box models to interpretable models. Such
paradigm as seen today includes physics-guided ML [283],
where the fundamental laws of physics is infused into the
learning process to improve generalizability and explainability,
and ensure robustness to attacks, as needed in wireless com-
munication systems.
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IX. CONCLUSION

The recent trends observed in this survey show that the
AML attacks can effectively disrupt wireless communica-
tions. Compared to the traditional jamming attacks or the
addition of noise/interference, adversarial attacks are more
difficult to detect operating with small spectrum footprint,
more energy efficient, and overall more effective. Furthermore,
as wireless communications evolves into smarter systems as
in 5G and 6G, the AML attacks also become smarter. The
attacks have evolved from adversaries that send jamming
signals randomly to overwhelm a communication system to
those that develop surrogate models to know the internal
workings of the original model and send out small pertur-
bation signals to fool the ML/DL models and disrupt wireless
communications.

The goal of AML is to support safe adoption of ML/DL
solutions to the emerging applications in the presence of adver-
saries. Wireless communications strongly benefit from ML/DL
applications in terms of learning from spectrum data and solv-
ing complex tasks. Various studies reviewed in this paper
have established that AML attacks on the ML/DL-driven wire-
less systems are effective and pose serious threats leading
to major performance degradation. This review attempts to
present the current state of the art in the area of AML attacks
specific to the wireless communications domain and help the
research community identify the research accomplishments
as we forge ahead to investigate methods by which efficient
data driven intelligent systems can be built while taking into
account the unique nature of wireless communications, robust-
ness, resilience, and security of ML/DL based methods. We
summarized the latest research efforts by reviewing the attack
types, adversarial example generation, and defense strategies,
established a taxonomy across different attack categories, and
discussed the future outlook to AML in wireless communi-
cations. This is an emerging research area and there is an
urgent need for further investigations to quantify the impact
of AML attacks and detect and mitigate them to enable the
safe adoption of the promising ML/DL solutions for wireless
communications.
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deep reinforcement learning for dialogue systems with large action
spaces,” IEEE/ACM Trans. Audio, Speech, Lang. Process., vol. 26,
no. 11, pp. 2083–2097, Nov. 2018.

[139] M. Korpusik and J. Glass, “Deep learning for database mapping
and asking clarification questions in dialogue systems,” IEEE/ACM
Trans. Audio, Speech, Lang. Process., vol. 27, no. 8, pp. 1321–1334,
Aug. 2019.

[140] Y.-N. Chen, A. Celikyilmaz, and D. Hakkani-Tur, “Deep learning for
dialogue systems,” in Proc. 27th Int. Conf. Comput. Linguist. Tutorial
Abstracts, 2018, pp. 25–31.

[141] P. Beckmann, M. Kegler, H. Saltini, and M. Cernak, “Speech-VGG: A
deep feature extractor for speech processing,” 2019, arXiv:1910.09909.

[142] S. Watanabe et al., “ESPnet: End-to-end speech processing toolkit,”
2018, arXiv:1804.00015.

[143] H. M. Fayek, M. Lech, and L. Cavedon, “Evaluating deep learning
architectures for speech emotion recognition,” Neural Netw., vol. 92,
pp. 60–68, Aug. 2017.

[144] R. Haeb-Umbach et al., “Speech processing for digital home assis-
tants: Combining signal processing with deep-learning techniques,”
IEEE Signal Process. Mag., vol. 36, no. 6, pp. 111–124, Nov. 2019.

[145] D. Zügner, A. Akbarnejad, and S. Günnemann, “Adversarial attacks on
neural networks for graph data,” in Proc. 24th ACM SIGKDD Int. Conf.
Knowl. Disc. Data Min., 2018, pp. 2847–2856. [Online]. Available:
https://doi.org/10.1145/3219819.3220078

[146] L. Chen et al., “A survey of adversarial learning on graphs,” 2020,
arXiv:2003.05730.

[147] X. Zhang and M. Zitnik, “GNNGuard: Defending graph neural
networks against adversarial attacks,” in Proc. Neural Inf. Process.
Syst., 2020, pp. 1–13.

[148] J. Xu, J. Chen, S. You, Z. Xiao, Y. Yang, and J. Lu,
“Robustness of deep learning models on graphs: A survey,”
AI Open, vol. 2, pp. 69–78, Jun. 2021. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S2666651021000139

[149] B. Tang, Z. Pan, K. Yin, and A. Khateeb, “Recent advances
of deep learning in Bioinformatics and computational biology,”
Front. Genet., vol. 10, p. 214, Mar. 2019. [Online]. Available:
https://www.frontiersin.org/article/10.3389/fgene.2019.00214

[150] A. Yazdani, L. Lu, M. Raissi, and G. E. Karniadakis, “Systems biology
informed deep learning for inferring parameters and hidden dynamics,”
PLoS Comput. Biol., vol. 16, no. 11, 2020, Art. no. e1007575.

[151] G. Eraslan, Ž. Avsec, J. Gagneur, and F. J. Theis, “Deep learning: New
computational modelling techniques for genomics,” Nat. Rev. Genet.,
vol. 20, no. 7, pp. 389–403, 2019.

[152] L. Rampasek and A. Goldenberg, “TensorFlow: Biology’s gateway to
deep learning?” Cell Syst., vol. 2, no. 1, pp. 12–14, 2016.

[153] B. Shickel, P. J. Tighe, A. Bihorac, and P. Rashidi, “Deep EHR: A
survey of recent advances in deep learning techniques for electronic
health record (EHR) analysis,” IEEE J. Biomed. Health Inform., vol. 22,
no. 5, pp. 1589–1604, Sep. 2018.

[154] A. Rajkomar et al., “Scalable and accurate deep learning with electronic
health records,” NPJ Digit. Med., vol. 1, no. 1, pp. 1–10, 2018.

[155] B. Norgeot et al., “Assessment of a deep learning model based on
electronic health record data to forecast clinical outcomes in patients
with rheumatoid arthritis,” JAMA Netw. Open, vol. 2, no. 3, 2019,
Art. no. e190606.

[156] D. Liu, T. Miller, R. Sayeed, and K. D. Mandl, “FADL: Federated-
autonomous deep learning for distributed electronic health record,”
2018, arXiv:1811.11400.

[157] A. B. Levine, C. Schlosser, J. Grewal, R. Coope, S. J. Jones, and S. Yip,
“Rise of the machines: Advances in deep learning for cancer diagnosis,”
Trends Cancer, vol. 5, no. 3, pp. 157–169, 2019. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S2405803319300184

[158] A. G. C. Pacheco and R. A. Krohling, “Recent advances in deep
learning applied to skin cancer detection,” 2019, arXiv:1912.03280.

[159] Y. Xiao, J. Wu, and Z. Lin, “Cancer diagnosis using generative adver-
sarial networks based on deep learning from imbalanced data,” Comput.
Biol. Med., vol. 135, Aug. 2021, Art. no. 104540.

[160] U. Kose and J. Alzubi, Deep Learning for Cancer Diagnosis.
Singapore: Springer, 2021.

[161] K. Yu, L. Tan, L. Lin, X. Cheng, Z. Yi, and T. Sato, “Deep-learning-
empowered breast cancer auxiliary diagnosis for 5GB remote e-health,”
IEEE Wireless Commun., vol. 28, no. 3, pp. 54–61, Jun. 2021.

[162] W. Sun, B. Zheng, and W. Qian, “Computer aided lung cancer diagnosis
with deep learning algorithms,” in Proc. Med. Imag. Comput.-Aided
Diagnosis, 2016, Art. no. 97850Z.

[163] A. Ioannidou, E. Chatzilari, S. Nikolopoulos, and I. Kompatsiaris,
“Deep learning advances in computer vision with 3D data: A survey,”
ACM Comput. Surveys, vol. 50, no. 2, p. 20, Apr. 2017. [Online].
Available: https://doi.org/10.1145/3042064

[164] C. R. Qi, “Deep learning on 3D data,” in 3D Imaging, Analysis and
Applications. Cham, Switzerland: Springer, 2020, pp. 513–566.

[165] X. Chai, G. Tang, S. Wang, K. Lin, and R. Peng, “Deep learning for
irregularly and regularly missing 3-D data reconstruction,” IEEE Trans.
Geosci. Remote Sens., vol. 59, no. 7, pp. 6244–6265, Jul. 2021.

[166] Q.-Y. Zhou, J. Park, and V. Koltun, “Open3D: A modern library for
3D data processing,” 2018, arXiv:1801.09847.

[167] X. Zhou and S. Prasad, “Advances in deep learning for hyperspec-
tral image analysis–addressing challenges arising in practical imag-
ing scenarios,” in Proc. Adv. Comput. Vis. Pattern Recognit., 2020,
pp. 117–140.



98 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, VOL. 25, NO. 1, FIRST QUARTER 2023

[168] A. Signoroni, M. Savardi, A. Baronio, and S. Benini, “Deep learn-
ing meets hyperspectral image analysis: A multidisciplinary review,”
J. Imag., vol. 5, no. 5, p. 52, 2019.

[169] S. Li, W. Song, L. Fang, Y. Chen, P. Ghamisi, and J. A. Benediktsson,
“Deep learning for hyperspectral image classification: An overview,”
IEEE Trans. Geosci. Remote Sens., vol. 57, no. 9, pp. 6690–6709,
Sep. 2019.

[170] X. Yang, Y. Ye, X. Li, R. Y. Lau, X. Zhang, and X. Huang,
“Hyperspectral image classification with deep learning models,”
IEEE Trans. Geosci. Remote Sens., vol. 56, no. 9, pp. 5408–5423,
Sep. 2018.

[171] Z. Gong, P. Zhong, and W. Hu, “Statistical loss and analysis for deep
learning in hyperspectral image classification,” IEEE Trans. Neural
Netw. Learn. Syst., vol. 32, no. 1, pp. 322–333, Jan. 2021.

[172] S. Kokalj-Filipovic, R. Miller, N. Chang, and C. L. Lau, “Mitigation
of adversarial examples in RF deep classifiers utilizing AutoEncoder
pre-training,” in Proc. Int. Conf. Mil. Commun. Inf. Syst. (ICMCIS),
2019, pp. 1–6.

[173] K. Davaslioglu and Y. E. Sagduyu, “Trojan attacks on wireless signal
classification with adversarial machine learning,” in Proc. IEEE Int.
Symp. Dyn. Spectr. Access Netw. (DySPAN), 2019, pp. 1–6.

[174] S. Bair, M. DelVecchio, B. Flowers, A. J. Michaels, and W. C. Headley,
“On the limitations of targeted adversarial evasion attacks against deep
learning enabled modulation recognition,” in Proc. ACM Workshop
Wireless Security Mach. Learn. (WiseML), 2019, pp. 25–30.

[175] D. Ke, Z. Huang, X. Wang, and L. Sun, “Application of adversarial
examples in communication modulation classification,” in Proc. Int.
Conf. Data Mining Workshops (ICDMW), 2019, pp. 877–882.

[176] M. Z. Hameed, A. György, and D. Gündüz, “Communication with-
out interception: Defense against modulation detection,” in Proc. IEEE
Global Conf. Signal Inf. Process. (GlobalSIP), 2019, pp. 1–5.

[177] S. Kokalj-Filipovic and R. Miller, “Adversarial examples in RF learn-
ing: Detection of the attack and its physical robustness,” 2019,
arXiv:1902.06044.

[178] S. Karunaratne, E. Krijestorac, and D. Cabric, “Penetrating RF
fingerprinting-based authentication with a generative adversarial
attack,” 2020, arXiv:2011.01538.

[179] F. Wang, C. Zhong, M. C. Gursoy, and S. Velipasalar, “Defense
strategies against adversarial jamming attacks via deep reinforcement
learning,” in Proc. Conf. Inf. Sci. Syst. (CISS), 2020, pp. 1–6.

[180] Y. Shi, K. Davaslioglu, and Y. E. Sagduyu, “Over-the-air membership
inference attacks as privacy threats for deep learning-based wireless
signal classifiers,” in Proc. ACM Workshop Wireless Security Mach.
Learn. (WiseML), 2020, pp. 61–66.

[181] Y. Shi and Y. Sagduyu, “Membership inference attack and defense
for wireless signal classifiers with deep learning,” IEEE Trans. Mobile
Comput., early access, Feb. 7, 2022, doi: 10.1109/TMC.2022.3148690.

[182] B. Kim, Y. E. Sagduyu, K. Davaslioglu, T. Erpek, and S. Ulukus,
“How to make 5G communications ‘invisible’: Adversarial machine
learning for wireless privacy,” in Proc. 54th Asilomar Conf. Signals
Syst. Comput., 2020, pp. 763–767.

[183] Y.-J. Cao et al., “Recent advances of generative adversarial networks
in computer vision,” IEEE Access, vol. 7, pp. 14985–15006, 2019.

[184] N. Akhtar, A. Mian, N. Kardan, and M. Shah, “Advances in adversar-
ial attacks and defenses in computer vision: A survey,” IEEE Access,
vol. 9, pp. 155161–155196, 2021.

[185] Z. Zou, S. Lei, T. Shi, Z. Shi, and J. Ye, “Deep adversarial decom-
position: A unified framework for separating superimposed images,”
in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR),
Jun. 2020, pp. 12806–12816.

[186] N. Sarafianos, X. Xu, and I. A. Kakadiaris, “Adversarial representation
learning for text-to-image matching,” in Proc. IEEE/CVF Int. Conf.
Comput. Vis. (ICCV), Oct. 2019, pp. 5814–5824.

[187] H. Wang, D. Gong, Z. Li, and W. Liu, “Decorrelated adversarial
learning for age-invariant face recognition,” in Proc. IEEE/CVF Conf.
Comput. Vis. Pattern Recognit. (CVPR), Jun. 2019, pp. 3527–3536.

[188] Y. Zhong and W. Deng, “Adversarial learning with margin-based triplet
embedding regularization,” in Proc. IEEE/CVF Int. Conf. Comput. Vis.
(ICCV), Oct. 2019, pp. 6549–6558.

[189] K. Eykholt et al., “Robust physical-world attacks on deep learning
models,” 2018, arXiv:1707.08945.

[190] A. Madry, A. Makelov, L. Schmidt, D. Tsipras, and A. Vladu,
“Towards deep learning models resistant to adversarial attacks,” 2017,
arXiv:1706.06083.

[191] T. Bai, J. Luo, J. Zhao, B. Wen, and Q. Wang, “Recent
advances in adversarial training for adversarial robustness,” 2021,
arXiv:2102.01356.

[192] A. Kurakin, D. Boneh, F. Tramèr, I. Goodfellow, N. Papernot,
and P. McDaniel, “Ensemble adversarial training: Attacks and
defenses,” in Proc. ICLR, 2018, pp. 1–20. [Online]. Available:
https://openreview.net/pdf?id=rkZvSe-RZ

[193] T. Bai, J. Luo, J. Zhao, B. Wen, and Q. Wang, “Recent advances in
adversarial training for adversarial robustness,” in Proc. 30th Int. Joint
Conf. Artif. Intell., Aug. 2021, pp. 4312–4321. [Online]. Available:
https://doi.org/10.24963/ijcai.2021/591

[194] M. Qiu and H. Qiu, “Review on image processing based adversarial
example defenses in computer vision,” in Proc. IEEE 6th Int. Conf. Big
Data Security Cloud (BigDataSecurity), IEEE Int. Conf. High Perform.
Smart Comput. (HPSC) IEEE Int. Conf. Intell. Data Security (IDS),
2020, pp. 94–99.

[195] F. Feng, X. He, J. Tang, and T.-S. Chua, “Graph adversarial train-
ing: Dynamically regularizing based on graph structure,” IEEE Trans.
Knowl. Data Eng., vol. 33, no. 6, pp. 2493–2504, Jun. 2021.

[196] Y. Qiao, X. Luo, C. Li, H. Tian, and J. Ma, “Heterogeneous graph-based
joint representation learning for users and POIs in location-based social
network,” Inf. Process. Manage., vol. 57, Mar. 2020, Art. no. 102151.

[197] Q. Tan, N. Liu, and X. Hu, “Deep representation learning for
social network analysis,” Front. Big Data, vol. 2, p. 2, Apr. 2019.
[Online]. Available: https://www.frontiersin.org/article/10.3389/fdata.
2019.00002

[198] W. L. Hamilton, R. Ying, and J. Leskovec, “Inductive representation
learning on large graphs,” 2018, arXiv:1706.02216.

[199] A. Abusnaina, A. Khormali, H. Alasmary, J. Park, A. Anwar,
and A. Mohaisen, “Adversarial learning attacks on graph-based IoT
Malware detection systems,” in Proc. IEEE 39th Int. Conf. Distrib.
Comput. Syst. (ICDCS), 2019, pp. 1296–1305.

[200] H. Dai et al., “Adversarial attack on graph structured data,” in Proc.
Int. Conf. Mach. Learn., 2018, pp. 1115–1124.

[201] Z. Zhang, Z. Zhang, Y. Zhou, Y. Shen, R. Jin, and D. Dou, “Adversarial
attacks on deep graph matching,” in Proc. Adv. Neural Inf. Process.
Syst., vol. 33, 2020, pp. 20834–20851.

[202] S. Pan, R. Hu, S.-F. Fung, G. Long, J. Jiang, and C. Zhang, “Learning
graph embedding with adversarial training methods,” IEEE Trans.
Cybern., vol. 50, no. 6, pp. 2475–2487, Jun. 2020.

[203] H. Wang et al., “GraphGAN: Graph representation learning with gen-
erative adversarial nets,” in Proc. AAAI Conf. Artif. Intell., vol. 32,
2018, pp. 2508–2515.

[204] Y. Zhang, S. Khan, and M. Coates, “Comparing and detecting adver-
sarial attacks for graph deep learning,” in Proc. Int. Conf. Learn.
Represent., 2019, pp. 1–7.

[205] S. Minaee, N. Kalchbrenner, E. Cambria, N. Nikzad, M. Chenaghlu,
and J. Gao, “Deep learning–based text classification: A comprehen-
sive review,” ACM Comput. Surveys, vol. 54, no. 3, p. 62, Apr. 2022.
[Online]. Available: https://doi.org/10.1145/3439726

[206] J. Kim, S. Jang, E. Park, and S. Choi, “Text classification
using capsules,” Neurocomputing, vol. 376, pp. 214–221, Feb. 2020.
[Online]. Available: https://www.sciencedirect.com/science/article/pii/
S0925231219314092

[207] N. Carlini and D. Wagner, “Audio adversarial examples: Targeted
attacks on speech-to-text,” 2018, arXiv:1801.01944.

[208] A. Hannun et al., “Deep speech: Scaling up end-to-end speech
recognition,” 2014, arXiv:1412.5567.

[209] T. Miyato, A. M. Dai, and I. Goodfellow, “Adversarial training methods
for semi-supervised text classification,” 2021, arXiv:1605.07725.

[210] J. Ebrahimi, A. Rao, D. Lowd, and D. Dou, “HotFlip: White-box
adversarial examples for text classification,” 2018, arXiv:1712.06751.

[211] B. Liang, H. Li, M. Su, P. Bian, X. Li, and W. Shi, “Deep text clas-
sification can be fooled,” in Proc. 27th Int. Joint Conf. Artif. Intell.,
2018, pp. 4208–4215.

[212] M. Iyyer, J. Wieting, K. Gimpel, and L. Zettlemoyer, “Adversarial
example generation with syntactically controlled paraphrase networks,”
2018, arXiv:1804.06059.

[213] S. Samanta and S. Mehta, “Towards crafting text adversarial samples,”
2017, arXiv:1707.02812.

[214] Q. Lei, L. Wu, P.-Y. Chen, A. Dimakis, I. S. Dhillon, and
M. J. Witbrock, “Discrete adversarial attacks and submodular
optimization with applications to text classification,” in Proc. Mach.
Learn. Syst., 2019, pp. 146–165.

[215] W. E. Zhang, Q. Z. Sheng, A. Alhazmi, and C. Li, “Adversarial attacks
on deep-learning models in natural language processing: A survey,”
ACM Trans. Intell. Syst. Technol., vol. 11, no. 3, p. 24, 2020. [Online].
Available: https://doi.org/10.1145/3374217

http://dx.doi.org/10.1109/TMC.2022.3148690


ADESINA et al.: ADVERSARIAL MACHINE LEARNING IN WIRELESS COMMUNICATIONS USING RF DATA: A REVIEW 99

[216] Y. Zhou, X. Zheng, C.-J. Hsieh, K.-W. Chang, and X. Huang,
“Defense against adversarial attacks in NLP via dirichlet neighborhood
ensemble,” 2020, arXiv:2006.11627.

[217] V. Araujo, A. Carvallo, C. Aspillaga, and D. Parra, “On adversarial
examples for biomedical NLP tasks,” 2020, arXiv:2004.11157.

[218] D. Miao et al., “Simple contrastive representation adversarial learning
for NLP tasks,” 2021, arXiv:2111.13301.

[219] X. Han, T. Baldwin, and T. Cohn, “Decoupling adversarial training for
fair NLP,” in Proc. FINDINGS, 2021, pp. 471–477.

[220] B. Alshemali and J. Kalita, “Improving the reliability of deep
neural networks in NLP: A review,” Knowl.-Based Syst.,
vol. 191, Mar. 2020, Art. no. 105210, [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S0950705119305428

[221] I. Alsmadi et al., “Adversarial attacks and defenses for social network
text processing applications: Techniques, challenges and future research
directions,” 2021, arXiv:2110.13980.

[222] W. Wang, R. Wang, L. Wang, Z. Wang, and A. Ye, “Towards
a robust deep neural network against adversarial texts: A sur-
vey,” IEEE Trans. Knowl. Data Eng., early access, Oct. 4, 2021,
doi: 10.1109/TKDE.2021.3117608.

[223] R. Sahay, C. G. Brinton, and D. J. Love, “Frequency-based auto-
mated modulation classification in the presence of adversaries,” 2020,
arXiv:2011.01132.

[224] A. Berian, K. Staab, N. Teku, G. Ditzler, T. Bose, and R. Tandon,
“Adversarial filters for secure modulation classification,” 2020,
arXiv:2008.06785.

[225] B. Kim, T. Erpek, Y. E. Sagduyu, and S. Ulukus, “Covert communi-
cations via adversarial machine learning and reconfigurable intelligent
surfaces,” in Proc. IEEE Wireless Commun. Netw. Conf. (WCNC), 2022,
pp. 411–416.

[226] Y. E. Sagduyu, R. A. Berry, and D. Guo, “Throughput and stability for
relay-assisted wireless broadcast with network coding,” IEEE J. Sel.
Areas Commun., vol. 31, no. 8, pp. 1506–1516, Aug. 2013.

[227] T. Erpek, Y. E. Sagduyu, and Y. Shi, “Deep learning for launching and
mitigating wireless jamming attacks,” IEEE Trans. Cogn. Commun.
Netw., vol. 5, no. 1, pp. 2–14, Mar. 2019.

[228] Z. Luo, S. Zhao, Z. Lu, J. Xu, and Y. E. Sagduyu, “When attackers
meet AI: Learning-empowered attacks in cooperative spectrum sens-
ing,” IEEE Trans. Mobile Comput., vol. 21, no. 5, pp. 1892–1908,
May 2022.

[229] Z. Luo, S. Zhao, Z. Lu, Y. E. Sagduyu, and J. Xu, “Adversarial machine
learning based partial-model attack in IoT,” in Proc. ACM Workshop
Wireless Security Mach. Learn. (WiseML), 2020, pp. 13–18.

[230] S. Kokalj-Filipovic, R. Miller, and G. Vanhoy, “Adversarial examples
in RF deep learning: Detection and physical robustness,” in Proc. IEEE
Global Conf. Signal Inf. Process. (GlobalSIP), 2019, pp. 1–5.

[231] H. Kwon, Y. Kim, H. Yoon, and D. Choi, “Fooling a neural network
in military environments: Random untargeted adversarial example,” in
Proc. IEEE Mil. Commun. Conf. (MILCOM), 2018, pp. 456–461.

[232] N. Papernot, P. McDaniel, A. Sinha, and M. P. Wellman, “SoK: Security
and privacy in machine learning,” in Proc. IEEE Eur. Symp. Security
Privacy (EuroS P), 2018, pp. 399–414.

[233] F. Tramèr, F. Zhang, A. Juels, M. K. Reiter, and T. Ristenpart, “Stealing
machine learning models via prediction APIs,” in Proc. USENIX
Security Symp., 2016, pp. 1–18.

[234] Y. Shi, Y. E. Sagduyu, and A. Grushin, “How to steal a machine learn-
ing classifier with deep learning,” in Proc. IEEE Int. Symp. Technol.
Homeland Security (HST), 2017, pp. 1–5.

[235] Y. Shi, Y. E. Sagduyu, K. Davaslioglu, and J. H. Li, “Active deep learn-
ing attacks under strict rate limitations for online API calls,” in Proc.
IEEE Int. Symp. Technol. Homeland Security (HST), 2018, pp. 1–6.

[236] L. Pi, Z. Lu, Y. Sagduyu, and S. Chen, “Defending active learn-
ing against adversarial inputs in automated document classification,”
in Proc. IEEE Global Conf. Signal Inf. Process. (GlobalSIP), 2016,
pp. 257–261.

[237] I. Goodfellow et al., “Generative adversarial nets,” in Proc. Adv. Neural
Inf. Process. Syst., 2014, pp. 2672–2680.

[238] Y. Shi, Y. E. Sagduyu, K. Davaslioglu, and J. H. Li, “Generative adver-
sarial networks for black-box API attacks with limited training data,”
in Proc. IEEE Int. Symp. Signal Process. Inf. Technol. (ISSPIT), 2018,
pp. 453–458.

[239] K. Davaslioglu and Y. E. Sagduyu, “Generative adversarial learning
for spectrum sensing,” in Proc. IEEE Int. Conf. Commun. (ICC), 2018,
pp. 1–6.

[240] E. Ayanoglu, K. Davaslioglu, and Y. E. Sagduyu, “Machine learning
in NextG networks via generative adversarial networks,” IEEE Trans.
Cogn. Commun. Netw., vol. 8, no. 2, pp. 480–501, Jun. 2022.

[241] N. Papernot, P. McDaniel, I. Goodfellow, S. Jha, Z. B. Celik, and
A. Swami, “Practical black-box attacks against machine learning,” in
Proc. ACM Asia Conf. Comput. Commun. Security (AsiaCCS), 2017,
pp. 506–519.

[242] B. Manoj, M. Sadeghi, and E. G. Larsson, “Adversarial attacks on deep
learning based power allocation in a massive MIMO network,” 2021,
arXiv:2101.12090.

[243] T. Hou, T. Wang, Z. Lu, Y. Liu, and Y. Sagduyu, “Undermining deep
learning based channel estimation via adversarial wireless signal fab-
rication,” in Proc. ACM Workshop Wireless Security Mach. Learn.
(WiSec-WiseML), May 2022, pp. 63–68.

[244] T. Hou et al., “MUSTER: Subverting user selection in MU-MIMO
networks,” in Proc. IEEE Conf. Comput. Commun. (INFOCOM),
May 2022, pp. 140–149.

[245] B. Kim, Y. E. Sagduyu, T. Erpek, and S. Ulukus, “Adversarial
attacks on deep learning based mmWave beam prediction in 5G
and beyond,” in Proc. IEEE Stat. Signal Process. Workshop, 2021,
pp. 590–594.

[246] W. Xu, W. Trappe, Y. Zhang, and T. Wood, “The feasibility of launch-
ing and detecting jamming attacks in wireless networks,” in Proc. ACM
Int. Symp. Mobile Ad Hoc Netw. Comput., 2005, pp. 46–57.

[247] B. Biggio, B. Nelson, and P. Laskov, “Poisoning attacks against sup-
port vector machines,” in Proc. Int. Conf. Mach. Learn. (ICML), 2012,
pp. 1467–1474.

[248] Y. Shi and Y. E. Sagduyu, “Evasion and causative attacks with adver-
sarial deep learning,” in Proc. IEEE Mil. Commun. Conf. (MILCOM),
2017, pp. 243–248.

[249] Z. Luo, S. Zhao, R. Duan, Z. Lu, Y. E. Sagduyu, and J. Xu, “Low-cost
influence-limiting defense against adversarial machine learning attacks
in cooperative spectrum sensing,” in Proc. ACM Workshop Wireless
Security Mach. Learn. (WiseML), 2021, pp. 1–6.

[250] Y. He, G. Meng, K. Chen, X. Hu, and J. He, “Towards security threats
of deep learning systems: A survey,” IEEE Trans. Softw. Eng., vol. 48,
no. 5, pp. 1743–1770, May 2022.

[251] B. Wang et al., “Neural cleanse: Identifying and mitigating backdoor
attacks in neural networks,” in Proc. IEEE Symp. Security Privacy (SP),
2019, pp. 707–723.

[252] B. Chen et al., “Detecting backdoor attacks on deep neural networks
by activation clustering,” 2018, arXiv:1811.03728.

[253] A. Kurakin, I. Goodfellow, and S. Bengio, “Adversarial examples in
the physical world,” 2016, arXiv:1607.02533.

[254] S.-M. Moosavi-Dezfooli, A. Fawzi, O. Fawzi, and P. Frossard,
“Universal adversarial perturbations,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recognit. (CVPR), 2017, pp. 1765–1773.

[255] Y. Dong et al., “Boosting adversarial attacks with momentum,” in Proc.
IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2018, pp. 9185–9193.

[256] Y. Shi, Y. E. Sagduyu, and T. Erpek, “Reinforcement learning for
dynamic resource optimization in 5G radio access network slicing,”
in Proc. IEEE Int. Workshop Comput. Aided Model. Design Commun.
Links Netw. (CAMAD), 2020, pp. 1–6.

[257] Y. Shi, P. Rahimzadeh, M. Costa, T. Erpek, and Y. E. Sagduyu,
“Deep reinforcement learning for 5G radio access network slicing with
spectrum coexistence,” TechRxiv, 2021.

[258] O. A. Dobre, A. Abdi, Y. Bar-Ness, and W. Su, “Survey of
automatic modulation classification techniques: Classical approaches
and new trends,” IET Commun., vol. 1, no. 2, pp. 137–156,
Apr. 2007.

[259] T. J. O’Shea and N. West, “Radio machine learning dataset gen-
eration with GNU radio,” in Proc. GNU Radio Conf., 2016,
pp. 1–6.

[260] M. Z. Hameed. “New quality measures for adversarial attacks with
applications to secure communication.” Jul. 2020. [Online]. Available:
https://spiral.imperial.ac.uk:8443/handle/10044/1/82214

[261] J. Yi and A. E. Gamal, “Gradient-based adversarial deep modulation
classification with data-driven subsampling,” 2021, arXiv:2104.06375.

[262] A. Bahramali, M. Nasr, A. Houmansadr, D. Goeckel, and D. Towsley,
“Robust adversarial attacks against DNN-based wireless communica-
tion systems,” 2021, arXiv:2102.00918.

[263] A. Saeed, K. A. Harras, E. Zegura, and M. Ammar, “Local and low-
cost white space detection,” in Proc. IEEE Int. Conf. Distrib. Comput.
Syst. (ICDCS), 2017, pp. 503–516.

[264] Y. E. Sagduyu, T. Erpek, and Y. Shi, “Adversarial machine learning
for 5G communications security,” in Proc. IEEE Game Theory Mach.
Learn. Cyber Security, 2021, pp. 270–288.

[265] F. Wang, M. C. Gursoy, and S. Velipasalar, “Adversarial reinforcement
learning in dynamic channel access and power control,” in Proc. IEEE
Wireless Commun. Netw. Conf. (WCNC), 2021, pp. 1–6.

http://dx.doi.org/10.1109/TKDE.2021.3117608


100 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, VOL. 25, NO. 1, FIRST QUARTER 2023

[266] L. Sanguinetti, A. Zappone, and M. Debbah, “Deep learning power
allocation in massive MIMO,” 2019, arXiv:1812.03640.

[267] B. Kim, Y. Shi, Y. E. Sagduyu, T. Erpek, and S. Ulukus, “Adversarial
attacks against deep learning based power control in wireless com-
munications,” in Proc. IEEE Global Commun. Conf. (GLOBECOM)
Workshops, 2021, pp. 1–6.

[268] T. Hou, T. Wang, Z. Lu, Y. Liu, and Y. Sagduyu, “IoTGAN: GAN
powered camouflage against machine learning based IoT device iden-
tification,” in Proc. IEEE Int. Symp. Dynamic Spectr. Access Netw.
(DySPAN), 2021, pp. 280–287.

[269] Y. Shi, K. Davaslioglu, and Y. E. Sagduyu, “Generative adver-
sarial network for wireless signal spoofing,” in Proc. ACM
Workshop Wireless Security Mach. Learn. (WiseML), 2019,
pp. 55–60.

[270] Y. Shi, K. Davaslioglu, and Y. E. Sagduyu, “Generative adversarial
network in the air: Deep adversarial learning for wireless signal spoof-
ing,” IEEE Trans. Cogn. Commun. Netw., vol. 7, no. 1, pp. 294–303,
Mar. 2021.

[271] Y. Shi and Y. E. Sagduyu, “Jamming attacks on federated learning in
wireless networks,” 2022, arxiv:2201.05172.

[272] Y. Shi, Y. E. Sagduyu, and T. Erpek, “Federated learning for dis-
tributed spectrum sensing in NextG communication networks,” in
Proc. Artif. Intell. Mach. Learn. Multi-Domain Oper. Appl. IV, 2022,
pp. 472–478.

[273] L. Liu et al., “The COST 2100 MIMO channel model,” IEEE Wireless
Commun., vol. 19, no. 6, pp. 92–99, Dec. 2012.

[274] J. M. Cohen, E. Rosenfeld, and J. Z. Kolter, “Certified adversarial
robustness via randomized smoothing,” 2019, arXiv:1902.02918.

[275] A. Raghunathan, J. Steinhardt, and P. Liang, “Certified defenses against
adversarial examples,” in Proc. Int. Conf. Learn. Represent. (ICLR),
2018, pp. 1–15.

[276] T. Hou, Z. Qu, T. Wang, Z. Lu, and Y. Liu, “ProTO: Proactive topology
obfuscation against adversarial network topology inference,” in Proc.
IEEE Conf. Comput. Commun., 2020, pp. 1598–1607.

[277] “Genesys lab ML datasets.” Genesys Lab. 2020. [Online]. Available:
https://genesys-lab.org/mldatasets

[278] A. Al-shawabka, F. Restuccia, S. D’Oro, and T. Melodia, “Massive-
scale I/Q datasets for WiFi radio fingerprinting,” Comput. Netw.,
vol. 182, Dec. 2020, Art. no. 107566.

[279] A. Alkhateeb, “DeepMIMO: A generic deep learning dataset for mil-
limeter wave and massive MIMO applications,” in Proc. Inf. Theory
Appl. Workshop (ITA), 2019, pp. 1–8.

[280] M. Ezuma, F. Erden, C. K. Anjinappa, O. Ozdemir, and I. Guvenc.
“Drone remote controller RF signal dataset.” 2020. [Online]. Available:
https://dx.doi.org/10.21227/ss99-8d56

[281] J. Breen et al., “POWDER: Platform for open wireless data-
driven experimental research,” in Proc. 14th Int. Workshop Wireless
Netw. Testbeds, Exp. Eval. Characterization (WiNTECH), Sep. 2020,
pp. 17–24.

[282] A. Ilyas, S. Santurkar, D. Tsipras, L. Engstrom, B. Tran, and
A. Madry, “Adversarial examples are not bugs, they are features,” 2019,
arXiv:1905.02175.

[283] R. Rai and C. K. Sahu, “Driven by data or derived through physics?
A review of hybrid physics guided machine learning techniques
with cyber-physical system (CPS) focus,” IEEE Access, vol. 8,
pp. 71050–71073, 2020.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Helvetica-Condensed-Bold
    /Helvetica-LightOblique
    /HelveticaNeue-Bold
    /HelveticaNeue-BoldItalic
    /HelveticaNeue-Condensed
    /HelveticaNeue-CondensedObl
    /HelveticaNeue-Italic
    /HelveticaNeueLightcon-LightCond
    /HelveticaNeue-MediumCond
    /HelveticaNeue-MediumCondObl
    /HelveticaNeue-Roman
    /HelveticaNeue-ThinCond
    /Helvetica-Oblique
    /HelvetisADF-Bold
    /HelvetisADF-BoldItalic
    /HelvetisADFCd-Bold
    /HelvetisADFCd-BoldItalic
    /HelvetisADFCd-Italic
    /HelvetisADFCd-Regular
    /HelvetisADFEx-Bold
    /HelvetisADFEx-BoldItalic
    /HelvetisADFEx-Italic
    /HelvetisADFEx-Regular
    /HelvetisADF-Italic
    /HelvetisADF-Regular
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


