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ABSTRACT
In this paper, the Crowd Intelligence Network Model is applied to the simulation of epidemic spread. This model combines the multi-
layer  coupling  network  model  and  the  two-stage  feedback  member  model  to  study  the  epidemic  spread  mechanisms  under
multiple-scene  intervention.  First,  this  paper  establishes  a  multi-layer  coupled  network  structure  based  on  the  characteristic  of
Social Network, Information Network, and Monitor Network, namely, the Crowd Intelligence Network structure. Then, based on this
structure,  the  digital-self  model,  which  has  a  multiple-scene  effect  and  two-stage  feedback  structure,  is  designed.  It  has  an
emotional state and infection state quantified by using attitude and self-protection levels. This paper uses the attitude level and self-
protection level to quantify individual emotions and immune levels, and discusses the impact of individual emotions on epidemic
prevention  and  control.  Finally,  the  availability  of  the  Crowd  Intelligence  Network  Model  on  the  epidemic  spread  is  verified  by
comparing the simulation trend with the actual spread trend of COVID-19.
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T he  world  is  still  shrouded  in  the  haze  of  the  COVID-19
pandemic[1].  In  suppressing  the  epidemic,  research  on  the
transmission  mechanisms  of  epidemics  has  been

increasing. Among them, simulation, as an important supplement
to the two traditional verification methods of theoretical reasoning
and  experimental  observation,  has  attracted  considerable
attention[2].

The  international  community  has  never  stopped  studying  the
transmission  mechanisms  of  epidemics.  The  cost  of  repeated
experiments  is  unacceptable  for  the study of  epidemics;  thus,  the
use  of  models  is  important  for  the  study  of  the  epidemic.
Researchers  have  built  epidemic  models  and  studied  the
transmission mechanism of viruses through computer simulation.
Based  on  the  granularity  of  the  simulation  model,  the  epidemic
model  can  be  roughly  divided  into  two  levels:  coarse-grained
model and fine-grained model.

The  coarse-grained  model  is  often  used  to  analyze  disease
development  quantitatively  through  dynamic  methods  such  as
ordinary and partial differential equations. The most classic model
is  SIR  (S-susceptible,  I-infected,  R-recovered),  which  was
proposed  by  Kermack  and  McKendrick[3] in  1932.  Subsequently,
researchers  have  established  various  models  by  using  different
transmission  characteristics  of  viruses,  such  as  Susceptible-
Infectious  model  (SI),  Susceptible-Infectious-Recovered  model
(SIR),  and  Susceptible-Exposed-Infectious-Recovered  model
(SEIR).  Coarse-grained models focus on the population infection
status.  Considering  that  the  parameters  in  these  models  are
determined, actual data can be easily fitted.

The  compartment  model  can  approximate  the  epidemic
development  actual  statistical  trend  to  a  certain  extent.  On  the
contrary,  the  mathematical  model  can  hardly  consider  social
relations  and  spatial  movement  of  people.  In  addressing  this
problem, the multi-population model is developed on the basis of
the  compartment  model.  However,  it  remains  a  macro  model
based on the evolutionary derivation of differential equations. 

1    Related Work
Complex individual behavior often plays an important role in the
spread of epidemics. Researchers have begun to build fine-grained
models  of  simulation  to  describe  such  complex  individual
behavior.

The fine-grained model regards individuals as finite states and
behavior sets.  Individuals have heterogeneous characteristics,  and
the  final  simulation  results  are  affected  by  dynamic  interactions
among  individuals.  Most  of  the  models,  which  are  built  on  the
basis  of  the  Cellular  Automata  Model  and  Multi-agent  Model,
belong to fine-grained models[4, 5].

The  Cellular  Automata  Model  is  a  dynamic  system  with  time
and space discrete, and the system is constructed using a “bottom-
up” method.  It  is  a  computational  mathematical  model  that
simulates  complex  structures  and  processes.  This  model  consists
of  four  parts,  namely, “Cell”, “Cell  space”, “Cell  neighbor”,  and
“Cell rule”, where “Cell” is a certain set of states. The relationship
among the constituent elements of Cellular Automata is shown in
Fig. 1.

With regard to model principles, Cellular Automata is suitable
for individual-based research, for example,  the study of epidemic
spread.  During  the  epidemic,  the  virus  is  spread  by  the  Social
Network,  which is  formed by human contact.  It  is  similar  to  the
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Fig. 1    Schematic of the Cellular Automata Model.
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concept of “Cell”, that is, each grid point in the Cellular Automata
Model can only have a specific state. However, the grid is based on
“Cell  space”,  which  is  not  enough  to  describe  complex  social
relationships  formed  by  the  community  structure,  such  as
individual occupations, interests, and social relationships[6−8].

The  agent-based  simulation  model  is  also  a “bottom-up”
building  method.  It  focuses  on  describing  the  behavior  and
interaction of each agent[9]. The term agent is used to represent an
entity  or  individual  with  intelligence  in  the  real  world,  such  as  a
person  in  a  society.  Each  agent  is  in  the  same  environment  and
has  individual  goals,  behavior,  and skills[10].  A multi-agent  system
aims  to  decompose  large-scale  complex  systems  into  simple  and
small-scale systems, which can directly coordinate and interact[11].
The principle of the Multi-agent Model is shown in Fig. 2.

Agents  provide their  behavioral  reflection of  the  environment,
which  will  cause  changes  in  the  environment.  During  epidemic
simulation,  the Transmission Evolution System, consisting of  the
virus,  susceptible  persons,  and  the  environment,  can  be
constructed  by  defining  the  agent  response  behavior  to  the  virus
and spatial movement rules. Researchers can analyze the spread of
epidemics in individual granularity through this system. However,
the  Multi-agent  Model  can  only  describe  simple  social
relationships,  and  the  agent  is  only  affected  by  a  single
environment. Furthermore, simulating complex relationships and
interaction rules in multiple scenes is difficult.

In using the network to describe complex relationships, several
researchers focus on the influence of epidemic spread in different
network  topologies,  for  example,  Small-world  networks[12],  Scale-
free  networks[13, 14],  Local-world  Evolving  networks[15, 16],  Clustered
networks[17, 18],  and  other  special  network  topologies.  Some
researchers  focus  on  the  threshold  of  the  influence  of  disease
transmission  by  different  network  degree  distributions  and
correlation  coefficients[19, 20].  These  studies  provide  a  theoretical
basis to use complex networks and construct epidemic models.

Network  dynamics  have  complex  characteristics,  and  it  is  a
kind  of  nonlinear  scientific  research[21].  In  the  network  dynamics
model,  the  network  structure  can  be  described  by  the  graph
defined in  mathematics  and the  node  state  transitions  by  certain
local  rules  in  the  network.  The  network  dynamics  model  has  a
fixed structure and rule characteristics. However, each member in
a large-scale system presents different behaviors because of various
uncertain  external  factor  combined  effects,  but  it  conforms  to
certain  rules.  This  finding  is  consistent  with  the  real  spread  of
epidemics in Social Network. Thus, the simulation model is built
by network dynamics.

In  recent  years,  the  network  model  has  attracted  considerable
attention from researchers because it makes up for the deficiency
of the fine-grained model. Researchers build appropriate epidemic
dynamics models to explain the transmission phenomenon of the
virus.  For  example,  Colizza  and  Vespignani[22] used  a
metapopulation  model  to  study  the  impact  of  different  travel
modes  on  the  epidemic  spread  in  a  heterogeneous  connected
network environment. Funk and Jansen[23] analyzed the spreading

behavior  of  strains  under  overlay  networks.  Chen  and  Li[24] and
Gómez-Gardeñes et al.[25] studied the dynamic behavior of sexually
transmitted  diseases  in  the  complex  network.  Jin  et  al.[26] studied
the dynamic behavior of the H1N1 influenza network model.

Researchers  have  conducted  in-depth  studies  on  the  spread
mechanism of COVID-19. Kucharski et al.[27] analyzed all positive
cases  of  Wuhan  using  mathematical  models.  Gatto  et  al.[28] used
the  extended  SEIR  model  to  prove  the  critical  role  of
asymptomatic  and  symptomatic  infected  persons  during  the
COVID-19  outbreak.  Ndaïrou  et  al.[29] presented  an  autonomous
model  to  study  the  spread  of  COVID-19.  With  regard  to
prevention  and  control  of  epidemic,  Prem  et  al.[30] analyzed  the
controlling  status  of  COVID-19.  Hellewell  et  al.[31] studied  the
effectiveness  of  the  isolation  procedure  for  COVID-19.  Mandal
et  al.[32] proposed  a  mathematical  model  to  mitigate  disease
transmission by introducing a quarantine class and governmental
intervention  measures,  such  as  lockdown,  media  coverage  on
social distancing, and improvement of public hygiene.

The  complex  network  model  can  describe  the  complex  social
relationships  of  individuals.  However,  it  hardly  considers
individuals’ feedback and multiple influences.  Human beings are
social  creatures,  and  they  cannot  simply  be  regarded  as
independent  individuals.  The  essence  of  man  is  the  real  social
connection of man[33]. Man plays different roles in different scenes
simultaneously and maintains a complex network of relationships
in the real world. Thus, the Crowd Intelligence Network Model is
built  to  quantify  individual  attitudes  and  behavior.  Moreover,  it
describes  human  social  characteristics  through  a  multi-layer
coupled network.

Studies on the Crowd Intelligence Network Model are obtained
from  Crowd  Science  and  Engineering,  which  explores  the  basic
principles  and  laws  of  the  collective  intelligence  system[34, 35].
Researchers have mapped individuals in the real world into digital
space,  discussed  the  mechanisms  of  information  diffusion,  and
analyzed  the  multi-information  disseminations  in  the  Crowd
Network[36, 37].

This  paper  constructs  an  epidemic  model  with  multiple-scene
intervention and analyzes factors influencing the spread of viruses
through  simulation.  The  fine-grained  model  uses  algorithm
optimizations  and  multimachine  technology  distribution  to
address  challenges  such  as  many  parameters  and  complex
calculations in simulation[38]. 

2    Crowd Intelligence Network Model
This paper proposes an epidemic spread model with a multi-layer
coupled  network  structure,  namely,  Crowd  Intelligence  Network
structure.  In  addition,  the  member  in  this  model  is  called  the
digital-self  unit.  This  unit  simultaneously  exists  in  multiple
networks  as  the  minimum  granularity  unit  of  simulation.  Three
network layers correspond to three devices in the unit model. One
specific  layer  interacts  with  other  layers  through  the  unit  model.
Moreover,  the  infection  state  of  every  unit  in  this  generation  is
generated by the joint process of all devices of the unit model. The
multi-layer  coupled network model  nested the  digital-self  model,
which  has  a  two-stage  feedback  structure  to  simulate  epidemic
spread. 

2.1    Crowd Intelligence Network structure
In  real  life,  people  can  interact  with  others  in  multiple  scenes.
They  can  carry  out  actual  physical  contact  or  a  series  of
information exchanges. Based on different interaction factors, this
paper  divides  the  spreading  process  of  the  epidemic  into  three
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Fig. 2    Schematic of the Multi-agent Model.
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basic scenes. It uses three different network structures to describe
the  interaction  relationship  between  individuals  in  different
scenes. Figure 3 shows the relationship of individuals in multiple
scenes.

The Social Network layer describes the physical contact among
the  members,  showing  the  community  characteristics.  In  the
epidemic  spread  scene,  a  virus  spreads  through  physical  contact
among  individual  members.  Individuals  in  the  Social  Network
have  four  states:  susceptible,  infectious,  diagnosed,  and
recovered[39].  Moreover,  the  virus  is  affected  by  individual  self-
protection levels.

The  Information  Network  layer  describes  the  information
connection among individuals.  It  also presents  the characteristics
of  the  small  world.  In  the  information  dissemination  scene,  the
epidemic  message  is  disseminated  through  information  among
individuals.  Individuals  in  the  Information  Network  layer  have
four  emotional  states:  indifference,  worried,  afraid,  and  numb[40].
These  states  represent  four  different  stages  of  attitude  level.
Individual infection probability at the Social Network will decrease
with the increase of attitude level.

In  the  epidemic  monitoring  scene,  the  epidemic  inspection
system  presents  a  hierarchical  structure.  Each  inspection
department  monitors  the  epidemic  situation  and  reports  the
epidemic development situation level by level. The root inspection
department  makes  appropriate  decisions  based  on  the  situation
from  the  lower  inspection  department  and  orders  the  leaf-level
inspection  departments  to  implement  such  decisions.  All  the
inspection  departments  form  a  hierarchical  network  with
monitored individuals. 

2.2    Digital-self model
The  individual  member  of  the  Crowd  Intelligence  Network  is
called  the  digital-self  unit.  It  has  a  two-stage  feedback  structure,
which  can  simulate  member  self-regulation  and  the  influence

from other members in the Crowd Intelligence Network structure.
In  this  paper,  the  digital-self  unit  has  different  attributes  and
behavioral  tendencies,  namely,  self-endowments.  The  actual
behavior  of  the  digital-self  unit  is  determined  by  the  individual
behavior tendency and is affected by the behavior of other units in
the multi-layer network. Figure 4 describes the model structure of
the  digital-self  unit.  Each  unit  comprises  pattern,  connector,
influencer, decider, monitor, and executor. The actual behavior of
the digital-self unit is jointly produced by five devices and reserved
as  a  step  in  the  unit.  One  simulation  step  in  the  Crowd
Intelligence Network Model is called a generation. The state set of
one digital-self in the generation series is described as a path in the
pattern.

A pattern is  an abstract  representation of  all  possible states set
in all  generations.  It  is  described by the directed acyclic  graph in
generation  series;  the  arc  indicates  the  behavior,  and  the  node
indicates the individual state in the scene. The simulation pattern
is  confirmed  when  the  generation  size  and  state  transition
relationship  are  defined,  indicating  that  the  pattern  is  already
confirmed before the simulation starts. Simulation execution aims
to search for a path that conforms to individual intelligence in the
simulation  pattern  based  on  the  time  sequence.  Individual
intelligence  is  engendered  by  digital  self-endowments  and
dynamic influences from others.

A  connector  connects  the  digital-self  units  in  the  Social
Network and reflects the physical  contact in the epidemic spread
scene. In addition, the closeness with neighbors is described by the
connecting  weights  in  the  Social  Network.  The  virus  spreads
through  physical  contact,  and  the  digital-self  unit  performs  state
transitions  based  on  the  self  and  neighbor’s  infection  status.
Simultaneously,  the  digital-self  unit  achieves  active  observation.
The unit influences the self-protection level by observing the self-
protection  level  of  neighbors.  Furthermore,  the  new  self-
protection level will be feedback to the next generation.
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The influencer connects the digital-self units of the Information
Network  and  reflects  the  unit  information  interaction  in  the
information  dissemination  scene.  The  strength  of  neighbors  is
described by the connecting weights in the Information Network.
The spread of emotion depends on the information exchange. In
addition,  the  unit  converts  the  new  state  based  on  its  own  and
neighbors’ emotional state. The adviser is the neighbors who give
suggestions  to  the  digital-self  unit.  The  digital-self  unit  achieves
passive influence through the influencer and updates the attitude
level  based  on  the  adviser  influence.  Moreover,  the  new  attitude
level will continuously feedback to the next generation.

The decider is used to provide an ideal attitude tendency of the
digital-self  unit.  Given  the  self-regress  level  of  an  individual,  the
attitude  of  an  individual  will  tend  to  be  uniform  with  the
population. The decider considers the individual endowments and
adviser  suggestions  to  provide  the  individual  ideal  attitude  level
tendency.

The monitor is used to describe the external corrected forces of
the  digital-self  unit.  In  the  epidemic  monitoring  scene,  the
inspection  department  supervises  the  members  through  the
Monitor  Network,  and  the  weight  of  the  Monitor  Network
determines  the  intensity  of  external  monitoring.  In  addition,  the
monitor  has  a  self-discipline  level,  which  represents  the  unit’s
ability to maintain its original attitude level.

The  executor  summarizes  the  results  of  other  devices  and
provides the actual infection state of the digital-self unit. Based on
the  ideal  attitude  tendency  of  the  decider  and  the  monitoring  of
the  monitor,  the  executor  uses  the  self-protection  level  based  on
the  connector  observation  to  calculate  the  self-protection  level.
The impact ratio is affected by the self-confidence level. Moreover,
the  self-protection  level  affects  the  infection  state  transition
probability  of  the  digital-self  unit  in  the  epidemic  spread  scene.
The  digital-self  unit  will  mutate  to  another  state  in  a  small
probability to consider the uncertain influence. 

3    Member State Transition
The  digital-self  unit  has  different  state  transition  relationships  in
different  scenes.  Adjacent  units  influence  one  another,  and  state
transition  is  propagated  in  their  respective  network  layers.  The

information  dissemination  scene  describes  the  sensitive  state  of
the  digital-self  unit  to  specific  information  in  the  Information
Network. The epidemic spread scene describes the virus infection
state in the Social Network. In addition, the epidemic monitoring
scene  describes  the  external  corrected  forces  in  the  Monitor
Network. 

3.1    Epidemic spread scene
In the epidemic spread scene, the unit state transition reflects the
spread  of  the  virus.  The  Social  Network  layer  borrows  the
Susceptible-Infectious-Diagnosed-Recovered  (SIJR)  model  to
describe the changes in the infectious status and the spread of the
virus.  Among  them,  the  S-state  unit  is  easily  infected  by  the
infected neighbor. The I-state unit belongs to the infected unit, but
it  has  not  been  detected.  The  J-state  unit  belongs  to  the  infected
unit  that  has  been  detected.  The  recovered  and  dead  people  are
included  in  the  R-state.  Therefore,  these  units  will  no  longer
participate in the epidemic spread.

The  transformation  of  the  unit’s  infection  state  in  the  Social
Network is shown in Fig. 5. The left diagram is the state transition
of the digital-self unit. Considering that the state transition of the
digital-self unit is a probabilistic event, each state can maintain its
past  state.  It  is  used  as  a  self-loop  representation  in  the  state
diagram.  In  addition,  the  right  matrix  is  the  state  transition
matrix. “1” indicates that the state can convert; otherwise, “0”. The
infection state has two states: I and J. The S-state unit may change
to I-state when it meets an I-state neighbor. The I-state unit may
change  to  J-state  after  detection.  The  infected  state  unit  will
change  to  R-state  with  a  certain  probability.  The  reaction
equations  of  the  infection state  transition in  the  epidemic  spread
scene are as follows:
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S(i)+ I(j) μTgi→ I(i)+ I(j) ,
S(i)+ J(j) Tgi→ J(i)+ J(j) ,

I(i) α→ J(i) ,
I(i) β1→ R(i) ,
J(i) β2→ R(i)

(1)

i j
S(i) i

Tg
i

μ

α β1

β2

As  shown  in  reaction  Formula  (1),  and  describe  two
contacted units,  and  indicates  that  is  an S-state  unit  in the
Social Network. It is the same for the other three states. The digital-
self  unit  in  the  S-state  will  change  by  probability  to  the
corresponding  state  after  contacting  the  J-state  unit.  In  addition,
the converted probability  of  S-state  to  I-state  is  the  times of  S-
state  to  J-state.  The I-state  unit  is  converted to J-state  after  being
detected,  and  the  conversion  probability  is  represented  by  the
detection rate .  represents the removal rate of the I-state unit,
and  represents  the J-state  removal  rate.  These two parameters
affect the unit’s removal probability in spread simulation. 

3.2    Information dissemination scene
In the information dissemination scene, the state transition of the
digital-self  unit  reflects  the  dissemination  of  emotions.  The
emotion of  the  current  unit  is  affected by  the  emotion spread in
the  Information  Network.  The  emotional  state  transition  of  the
unit  conforms  with  the  Indifference-Worried-Afraid-Numb
model (IWAN). The digital self in the In-state shows indifference
after receiving the messages of the epidemic. If the digital-self unit
is  in  the  W-state,  then  it  is  worried  about  the  epidemic  spread.
The  A-state  unit  shows  that  the  digital-self  unit  is  afraid  after
receiving  messages  of  the  epidemic.  However,  when  several
messages  of  the  epidemic  are  received,  the  digital-self  unit  will
change to N-state that is numb to the message.

The  emotional  state  transition  of  the  digital-self  unit  in  the
Information  Network  is  shown  in Fig. 6.  The  digital-self  unit  in
the  In-state  has  an  indifferent  attitude  toward  the  epidemic
messages,  and  their  attitude  level  is  relatively  low.  When  several
units receive the epidemic message, emotions rapidly spread in the
Information  Network.  When  the  digital-self  unit  in  In-state
receives  a  message  from  the  unit  in  W-state,  the  digital-self  will
change to W-state with a certain probability. The W-state unit will
regress  when  not  enough  irritating  messages  are  received  for  a
long time. The W-state unit will  change to A-state with a certain
probability  after  receiving  the  message  from  the  A-state  unit.
Digital-self units in A-state will also degrade to W-state when they
do  not  receive  messages  from  higher  emotional  state  units  for  a
long  time.  In  addition,  digital-self  units  in  A-state  continue  to
receive the epidemic information, and then they will change to N-
state and become numb to all  epidemic information. The unit in
the N-state will degrade to the In-state if no epidemic information
stimulus is received for a long time.

In(i)+W(j) ωugi→W(i)+W(j) ,
W(i) ri→ In(i) ,

In(i)+A(j) ωugi→ A(i)+A(j) ,
A(i) ri→W(i) ,

W(i)+A(j) ωugi→ A(i)+A(j) ,
A(i)+A(j) ωugi→ N(i)+A(j) ,

N(i) ri→ In(i)

(2)

i j
In(i) i

The  transition  of  the  emotional  state  in  the  information
dissemination scene is shown in the reaction Formula (2). Similar
to  the  epidemic  spread  scene,  the  variables  and  describe  two
contact units, and  indicates that unit  is in the In-state. It is
the  same  for  the  other  three  states.  The  W-state  or  A-state

ωug
i ug

i

ω

ωug
i

ri

ωug
i

ri

neighbors  easily  infect  the  digital-self  unit  in  In-state,  and  the
infection probability is .  represents the attitude level, which
is a transformation probability adjusted by variable . The specific
expression of the attitude level  is  described in Section 6,  and it  is
associated  with  an  individual’s  characteristics  and  changes  with
the  current  emotional  state.  The  W-state  unit  exchanges
information  with  the  A-state  neighbor  and  the  transformation
probability  is  based  on .  The  W-state  unit  will  regress  to  In-
state when it  does not receive enough information stimulus.  The
regression probability  is  affected by  the  self-regress  level  of  the
digital-self  unit.  Similarly,  the  A-state  unit  will  regress  into  W-
state. A-state unit will become N-state with  probability when
it  continuously  receives  the  information  stimulus.  The  N-state
unit numb with epidemic information will return to In-state with

 probability when no enough information stimulation is received
for a long period.

Furthermore, subtle osmosis effects will  occur between digital-
self units through the attitude level. Unit’s state change will cause
the attitude level to increase. The unit attitude level will gradually
convert  to  a  higher  emotional  state  after  being  continuously
strengthened.  In  addition,  the  degradation  of  the  attitude  level
primarily causes the reverse transformation of the state. 

3.3    Epidemic monitoring scene
The epidemic monitoring scene achieves the global adjustment of
the  attitude  level  and  self-protection  level  through  a  hierarchical
network.  It  does  not  have  the  state  transition  similar  to  other
network  layers.  In  the  epidemic  monitoring  scene,  the  unit  is
detected  after  having  evident  symptoms.  Compared  with  the  R-
state,  the  isolated  unit  in  the  I-state  still  participates  in  the  state
transition  of  the  information  dissemination  scene.  The  units
cannot  predict  their  own infection  state;  thus,  their  attitude  level
will  follow  up  when  a  unit  is  infected.  It  is  used  to  simulate  the
phenomenon  that  people’s  attention  to  the  epidemic  suddenly
increases  after  getting  sick.  The  current  epidemic  inspection
system is carried out by provinces and cities in China, and it can
regard  the  inspection  system  as  a  tree  structure.  However,  the
monitored units have a huge population base. This paper abstracts
the monitoring department as the root node of a tree to simplify
the  simulation  calculation.  All  digital-self  units  are  subject  to
unified monitoring by the monitoring department with the same
monitoring intensity. 

4    Simulation Advancement Algorithm
Simulation  advancement  is  based  on  the  Crowd  Intelligence
Network structure and digital-self model, which is used to achieve
the interaction of the digital-self unit in the network and advance
the simulation to the next generation. 

4.1    Model assumption
In ensuring the model, we make some assumptions to reduce the
complexity  of  the  model.  First,  the  simulation  of  COVID-19
infection in this paper only considers the impact of COVID-19 on
population  changes.  It  does  not  consider  the  impact  of  other
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Fig. 6    State transition in the information dissemination scene.
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factors on the population, such as other epidemic diseases spread
and natural birth or death. Usually, the natural growth rate of the
population  is  stable.  Within  the  time span of  the  simulation,  the
natural  birth  rate  and  death  rate  have  little  effect  on  the
population.
● In the epidemic spread scene, this paper obtains the following

assumptions:
(1)  This  paper  assumes  that  the  Social  Network  can  fully

describe  the  contact  relationship  of  virus  spreading.  In  addition,
the SIJR model ignores the increase of contagion risk in the same
environment (such as in the same hospital and restaurant).

(2) This model simplifies the infection state of people into four
types: S, I, J, and R. It also assumes that these four states can reflect
the  COVID-19  spread  in  the  Social  Network.  The  patients  who
die of COVID-19 are found in R-state.

(3)  The  Social  Network  weight  is  stable,  and  it  does  not
consider the dynamic changes of the network structure. The total
number  of  people  in  the  surveyed  provinces  is  constant.  The
number of inflow and outflow populations is equal.
● In  the  information  dissemination  scene,  this  paper  obtains

the following assumptions:
(1) This paper assumes that the Information Network can fully

describe  the  communication  relationship  under  social  platforms
in the real world. The Information Network weight is stable, and it
does not consider the dynamic changes of the network structure.

(2) This paper simplifies the emotional state of people into four
types:  In,  W, A, and N. It  also assumes that these four states can
reflect the spread of emotions in simulation.

(3) In the IWAN model, the adviser gives advice based on their
own  experience  and  endowments.  This  paper  assumes  that  the
message  transmission  in  the  digital-self  unit  is  credible,  and  no
false  component  is  found.  The  impact  of  false  information  is
handled by introducing random factors.
● In  the  epidemic  monitoring  scene,  this  paper  obtains  the

following assumptions:
(1) The digital-self unit in the Monitor Network is affected by a

single  monitor.  Given  the  large  population  base,  the  size  of
inspection  departments  is  negligibly  relative  to  the  total  size  of
people.  The  monitor  unit  as  the  root  node  and  other  digital-self
units  as  leaf  nodes  present  a  tree  structure  of  height  two.  The
influence level to the digital-self unit is reflected by the connection
weight between the root node and leaf nodes.

(2)  The  Monitor  Network  weight  is  stable,  similar  to  the
Information  Network  and  Social  Network,  and  it  does  not
consider the dynamic changes of the network structure.

(3)  The  quarantined  people  are  completely  isolated  from  the
outside  world,  and they are  no longer  contagious.  Therefore,  the
quarantined people do not affect the spread of disease (infected or
be infected). For some special spread circumstances, this paper is
reflected by the random factors of the model.
● In  addition,  this  article  makes  the  following  regulation  to

ensure the execution of the simulation:
(1)  The  simulation  is  used  to  advance  generation,  and  one

generation means one day of the actual epidemic.
(2) Except for the initial source of infection, the infection mode

of COVID-19 is regarded as contact with patients.
(3)  The  infection  probability  is  affected  by  the  unit’s

endowments  and  neighbor  interaction  in  the  Crowd Intelligence
Network.  It  is  different  from traditional  models,  i.e.,  each patient
infection probability is a variable value. 

4.2    Simulation advancement method
Simulation execution is  the  simulated  algorithm executed on the

basis  of  generation.  The  simulation  result  depends  on  the  initial
infection source. After statistics, the statistical data will be recorded
in  an  associative  array  and  displayed  as  the  final  result  of
simulation execution. 

4.2.1    Simulation execution

Lm

G= (V,E)

Gs ⊆ G
Gi ⊆ G Ts

Ti

Algorithm 1 describes the simulation framework. The simulation
goes  through M times  generation.  In  addition,  the  initial
generation  0  is  added  in ,  which  is  a  set  of  simulation
generation.  The  multi-layer  coupled  network  structures,  namely,
Crowd Intelligence Network, use . The Social Network
and  Information  Network  are  subnets  of  the  Crowd  Intelligence
Network,  and  they  are  separately  expressed  by  and

, respectively.  is  used to store the number of individual
infected  states  in  each  generation  of  the  epidemic  spread  scene,
and  is used to store the number of individual emotional states
in each generation of the information dissemination scene. 

4.2.2    Network expansion algorithm
Algorithm 2 describes the expansion mechanism of intelligence in
the network.  Each generation of  simulation can be regarded as  a
traversal  of  an  expanded  network  and  the  infection  state
calculation  of  individuals.  However,  the  infection  spread  is  a
dynamically  interacting  process.  Individuals  expand  the
simulation  network  by  active  contact.  The  expanded  individual
calculates the infection states based on the source state.

sv iv
In the epidemic spread scene, the infection state is described by

.  describes  the  emotional  state  in  the  information
dissemination scene. These variables are the final statistics data of
each  generation.  In  Algorithm  2, Change_Social_State and
Change_Information_State methods are converted on the basis of
reaction  Formulas  (1)  and  (2)  from  member  state  transition.
Furthermore, Change_Social_State method  requires  the  actual
 

Algorithm 1　Simulation execution method

Lm,GSimulation_Execute ( )
Input： Lm {0, 1,2,3, . . . ,M} : the simulation number set of ,

including the initial generation
G : the initial graph of simulation

Output: ⟨Ts,Ti⟩ Ts Ti:  and  used to store the count number of
every state which are organized by generation

Gs←1　 G //initialize Social Network graph which is waiting for extends
Gi←2　 G //initialize Information Network graph which is waiting for

extends
ns← ns3　 4 //  means the infected state number

nl← nl4　 4 //  means the emotional state number

Ts (m+ 1)×ns5　let  be a new  array and make all 0

Ti (m+ 1)×nl6　let  be a new  array and make all 0

Lm7　foreach t in  do

G.V8　　　foreach v in  do

Sm←v Gs9　　　　   ’s neighbor in 

In← v Gi10　　　　  ’s neighbor in 

⟨sv, iv⟩ ← v Sm In11　　　　  Expansion_Network ( , , )

Ts [t] [sv]12　　　　 +=1

Ti [t] [iv]13　　　　  +=1

14　　　end

15　end

⟨Ts,Ti⟩16　return 
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transformation probability , which is obtained by  Notably, 
only describes a statistically probabilistic event, and two cases are
found  in  actual  state  transitions:  probable  transformation  or
maintained  current  state.  However,  is  calculated  using  the
Information_Network_Influence and Social_Network_Influence
methods.  The  next  section  will  use  the  recursive  formula  to
elaborate  the  calculated  method  of  and  clearly  describe  the
relationship among , , and . 

5    Calculation of Transformation Probability
pThe  self-protection  level  is  jointly  affected  by  the  information

dissemination  scene,  epidemic  spread  scene,  and  epidemic
monitoring scene. The information dissemination scene simulates
the  emotional  states  of  the  epidemic  information,  which  are
quantized  by  the  attitude  level,  and  the  higher  the  attitude  level,
the  stronger  the  self-protection  awareness.  The  epidemic  spread
scene  simulates  the  spread  of  the  epidemic,  and  individuals’
protection  capabilities  to  the  virus  are  quantized  by  the  self-
protection  level.  Similar  to  the  information  dissemination  scene,
the higher the self-protection level of the digital-self unit, the lower
the  probability  of  the  infecting  virus.  The  epidemic  monitoring
scene  simulates  the  external  monitoring  force  of  the  real  world,
which  can  be  macro-regulated  on  the  development  of  the
epidemic.  The  researchers  can  directly  affect  the  self-protection
level  of  the  digital-self  unit  by  changing  the  monitoring  strength

and  indirectly  affect  the  infection  probability  by  adjusting  the
attitude level of the digital-self unit in a particular generation.

N
i ∈ ID

ID= {0, 1,2,3, . . . ,N− 1}

Here, this simulation defines the number of units as  and the
simulation generation as M.  represents an individual in the
simulation,  where  is  the  unit’s  identity
set.

pg′
i pg′′

i pg
i

Unit’s  attitude  to  the  epidemic  determines  the  self-protection
level.  During  simulation  execution,  the  self-protection  level  is
jointly  affected  by  many  factors.  Therefore,  based  on  different
influencing factors of the self-protection level, we divided the self-
protection  level  into  three  stages,  namely,  ideal  stage,  self-regress
stage,  and  final  stage,  which  are  represented  by , ,  and ,
respectively. The final self-protection level of the digital-self unit is
generated  through  the  process  of  the  ideal  stage  and  self-regress
stage.

u0
i

p0
i u0

i

u0
i p0

i

Every  unit  has  an  initial  attitude  level  before  the  simulation
start,  which is defined as .  It  follows normal distribution at the
beginning. The digital-self unit must generate  based on  when
initializing.  The  conversion  relationship  between  the  initial
attitude  level  and  actual  self-protection  level  is  shown  in
Eq. (3).

p0
i = log(u0

i ) (3)

u0
iExcept for the initial attitude level , the attitude level of a new

generation  is  calculated  by  aggregating  advisers’ attitude  level  of
the  previous  generation.  It  reflects  the  passive  learning  ability  of
the  digital-self  unit,  and  the  self-confidence  level  regulates  the
impact proportion of advisers.

ug
i = fiug−1

i +

(1− fi)∑
j∈RIi

(Iiju
g−1
j )

∑
j∈RIi

Iij
(4)

ug
i i

g ∈ {1,2,3, . . . ,M} fi

fi

RI
i i

i j j ∈ RI
i i

j Iij

Equation (4) describes the calculation of the individual attitude
level by the influencer.  represents the attitude level of the  unit
in  generation.  is known as the self-confidence
level,  which  is  one  of  the  unit’s  endowments.  It  describes  the
unit’s persistence degree of its own opinions. The digital-self unit
adjusts the attitude level through . The higher the self-confidence
level unit, the higher the proportion of the past generation in the
current  generation attitude level.  is  the adviser  set  of  unit  in
the  Information  Network.  The  neighbor  whose  attitude  level  is
higher  than  used  to  express .  The  weight  of  unit  and
unit  in  the  Information  Network  is  recorded  as ,  and  it
identifies  the  credibility  of  the  suggestion.  High  weight  indicates
more recognition of the digital-self unit to the adviser suggestion.
After  receiving  advisers’ suggestions,  the  digital-self  unit  will
change  to  the  corresponding  emotional  state  based  on  the
transition rules of the emotional state.

i g
pg′
i g ∈ {1,2,3, . . . ,M}

ug
i

pg′
i

The  ideal  self-protection  level  of  unit  in  the  generation  is
defined  as , .  Equation  (5)  describes  the
Logarithmic transformation relationship between attitude level 
and the ideal self-protection level . The ideal self-protection level
will increase with the growth of the attitude level. The growth rate
of the self-protection level will  slow down with the improvement
of attitude level.

pg′
i = log(ug

i ) (5)

pg′′
iThe self-protection level after regression is represented by . It

will regress to ideal self-protection, and the regressed proportion is
adjusted by the self-regress level.

 

Algorithm 2　Network expansion method

v,Sm, InExpansion_Network ( )
Input： v

Sm

In

: a digital-self object
: the node’s neighbors object list in Social Network and

length is m
: the node’s neighbors object list in Information Network

and length is n
Output: sv

iv
 : the state code of digital-self in Social Network
: the state code of digital-self in Information Network

iv← v.io1　  Change_Information_State( ) //the original state code of v in
Information Network

← In2　u  Information_Network_Influence( ) //attitude level of digital-self
to spread information

← Sm3　p  Social_Network_Influence (u, ) //protective level of digital-self
to viral infection

sv← v.so so4　  Change_Social_State(p, ) //  the original state code of v in
Social Network

oj Sm 1⩽ j⩽m5　foreach  in  do //

oj Gs6　　Add  into  //extend Social Network graph

oj so sv oj.so7　　if .  is Null or  is the higher state of  then

oj.so←sv8　　　

9　　end if

10　end

oj In ⩽ j⩽ n11　foreach  in  do // 1

oj Gi12　　Add  into  //extend information network graph
oj ⩾13　　if .u  u then // v is only affected by neighbors whose attitude

level is higher than himself
oj io iv oj.io14　　　if .  is Null or  is the higher state of  then

oj io←iv15　　　　 .

16　　　end if

17　　end if

18　end

sv iv19　return , 
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pg′′
i = (1− ri)pg′

i + rip
g−1
i (6)

ri i
Equation  (6)  describes  the  regression  mechanism  of  the  self-

protection level.  indicates the self-regress level of unit , and it is
an  endowment  of  the  digital-self  unit.  It  describes  that  the  unit
deviates degree from the past self-protection level. The higher the
self-regress  level  unit,  the  lower  the  proportion  of  the  past  self-
protection level that influences the current generation.

pg
i i g represents  the  final  self-protection  level  of  unit  in  the 

generation and reflects the active observation ability of the digital-
self  unit.  The  self-protection  level  of  the  new  generation  is
generated  by  aggregating  the  protective  behavior  of  neighbors,
and  the  influence  ratio  of  neighbors  is  regulated  by  the  self-
discipline level.

pg
i = dipg′′

i +

(1−di)∑
j∈RSi

(
Sijpg−1

j

)
∑
j∈RSi

Sij
(7)

di
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i

i j ∈ RS
i

i j Sij

Equation (7) describes the calculation method of the final self-
protection level.  indicates the self-discipline level of the digital-
self unit, and it is one of the endowments of the digital-self unit. It
describes the ability to maintain own behavior, and the higher the
self-discipline  level  of  the  unit,  the  lesser  the  proportion  of
neighbors  that  affects  the  unit’s  behavior.  is  the  observed
neighbor  set  of  unit  in  the  Social  Network,  and .  The
weight  of  units  to  at  the  Social  Network  is  described  as .  It
identifies  the  closeness  between  the  digital-self  unit  and  the
observed  neighbor.  The  closer  the  relationship,  the  higher
proportion of unit acknowledges to observe neighbor behavior.

Pi

After  calculating  the  real  self-protection  level,  the  executor
normalizes  the  result  to  obtain  the  protection  rate  based  on
Eq. (8).

Pi =
pg
i −pmin

pmax−pmin
(8)

m ∈ (0, 1)
ϕ

Tg
i
′

Tg
i
′

Tg
i ∈ [0, 1]

In  the  epidemic  monitoring  scene,  the  digital-self  unit  is
supervised by a  monitor.  The monitor uses  a  unified influencing
factor, , to control the unit’s state transition probability.
In  addition,  is  proportional  coefficients  used  to  control  the
transition  probability  within  a  reasonable  value  range.  The
calculation  of  the  temporary  state  transition  probability  is
shown in Eq. (9). As shown in Eq. (10), if the range of  exceeds
the limit, then  will take the boundary value.

Tg
i
′
= ϕ(1−mPi) (9)

Tg
i =


0, Tg′

i < 0;

1, T′i > 1;
Tg′

i , 0⩽ Tg′
i ⩽ 1

(10)

The  monitor  can  influence  the  state  transition  probability  not
only by using m but also by changing the unit self-protection level.
The influencing mechanism is shown as follows:

ug′
i =

{
ug
i + γ (umax−ug

i ) , 0⩽ γ ⩽ 1;
(1+ γ)ug

i , −1⩽ γ < 0
(11)

γ ∈ [−1, 1]
−1⩽ γ < 0

1+ γ γ

Equation  (11)  indirectly  affects  the  state  transition  probability
by  changing  the  unit’s  attitude  level  in  the  specified  generation.

 is  the  factor  influencing  attitude.  It  inhibits  the  unit’s
self-protection level when . In addition, unit’s attitude
level is reduced by  times of the original attitude level.  will

0⩽ γ ⩽ 1
γ

promote  unit’s  self-protection  level  when .  Moreover,
unit’s attitude level is increased  times of the difference between
the  max  limit  of  the  attitude  level  and  the  current  attitude  level.
However,  the  growth  is  limited  by  the  maximum  value  of  the
attitude  level,  and  the  growth  gradually  slows  down,  which  is
consistent  with actual  life  experience.  The modified attitude level
directly affects the self-protection level of the next generation and
indirectly affects the transfer probability of the digital-self unit. 

6    Simulation Analysis
This section simulates the outbreak of COVID-19 epidemic.  The
COVID-19 epidemic data are counted by King[41]. In addition, it is
the  news  published  by  the  National  Health  Commission  of  the
People’s  Republic  of  China[42].  The  construction  of  the  Social
Network  is  based  on  the  Friendster  dataset,  which  has  ground-
truth  communities[43].  Moreover,  the  Information  Network  is  a
Small-world Network,  which has five nearest  neighbors in a  ring
topology  and  a  0.1  probability  of  rewiring  each  edge[44].  The
parameters  of  the  epidemic  spread  simulation  in  the  free
simulation are shown in Table 1.

Based on the parameter setting shown in Table 1, the infection
trend under  the  free  simulation is  shown in Fig. 7.  However,  the
deviation between the existing confirmed cases and the simulation
data began on January 23, 2020.

At  the  inflection  point,  the  number  of  confirmed  cases  under
free  simulation  is  larger  than the  statistical  cases.  The  simulation
curve still declines even without monitoring. The simulation curve
of the Information Network layer is shown in Fig. 8. Considering
the number of digital-self units changing to W- or A-state, the self-
protection  level  of  the  digital-self  unit  increases  simultaneously.
Thus,  it  reduces  the  state  transition  probability  at  the  Social
Network  layer,  and  curbs  the  proliferate  trend  of  the  epidemic
spread.  However,  with  the  information  spread  of  the  epidemic,
several  digital-self  units  are  gradually  changing  from  W-  or  A-
state  to  N-state.  The  virus  spreads  at  a  relatively  high  level  of
protection and reduces infection rates.

According  to  the  Notice  of  the  Hubei  People’s  Government,
Wuhan  City  was  locked  down  at  10  o’clock  on  January  23,
2020[48],  and  the  overall  trend  of  the  epidemic  was  intervened  by
external monitoring. Therefore, in simulating the intervention, m
is set higher to adjust the infection trend on January 23, 2020.

The  comparison  between  the  adjusted  simulation  and  the
actual  statistical  result  is  shown  in Fig. 9.  However,  after  the
impact  of  the  monitoring  level,  the  inflection  point  of  the
simulation has a 2 to 3 days deviation from the inflection point of
the statistics,  but  the simulation trend is  fitted with the historical
statistics  of  Wuhan.  Notably,  the monitoring level  directly  affects
the infection probability of the digital-self unit.  With the increase
of  the  monitoring  level,  the  infection  probability  is  decreased.
 

Table 1    Parameter values for the model.

Simulation scene Parameter Value/range

Epidemic spread scene

μ 0.55[45]

α 0.321[46]

β1 0.04–0.1[47]

β2 0.04–0.1[47]

Information dissemination scene ω 1–2

Epidemic monitoring scene
ϕ 0–1

m 1–2
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Therefore,  the isolation strategy (curb population flow and travel
restrictions) has an important effect on the overall development of
the epidemic.

In  the  beginning,  with  the  changes  of  emotional  state,  several
digital-self  units  are  in  A-state.  The  level  of  protection  of  an
infected person is increasing, thereby reducing the virus’ infection
rate.  However,  several  units  are  converted  to  N-state;  thus,  the
protection level of digital-self tends to be stable, and the degree of
impact decreases. 

7    Conclusion
This  paper  applies  the  Crowd  Intelligence  Network  Model  to
study  the  epidemic  spread  mechanism  and  discuss  the  epidemic
spread  in  the  multiple-scene  intervention.  Compared  with  the
macro  model,  the  Crowd  Intelligence  Network  Model  can  add
individual characteristics with different distributions, which easily

reflects  personal  individuality.  Compared  with  the  Cellular
Automata Model, the Crowd Intelligence Network Model uses the
complex network to describe the relationship between simulation
members,  which  flexibly  describes  the  real  world  complex
relationship.  In  addition,  compared  with  the  Multi-agent  Model,
the  Crowd  Intelligence  Network  Model  achieves  the  joint
interaction  of  multiple  scenes,  which  discusses  the  crossover
impact  of  different  factors  under  multiple  scenes,  such  as  an
environmental factor. Therefore, the Crowd Intelligence Network
Model has advantages in simulation research that needs individual
characteristics,  complex  relationships,  and  multi-scene
interactions. 

Acknowledgment
This  work  was  partially  supported  by  the  National  Key  R&D
Program of China (No. 2017YFB1400105).

 

Date

Ex
ist

in
g 

co
n�

rm
ed

 c
as

es

120 000

100 000

80 000

60 000

40 000

20 000

0

20
19

-12
-01

20
19

-12
-11

20
19

-12
-21

20
19

-12
-31

20
20

-01
-10

20
20

-01
-23

20
20

-02
-02

20
20

-02
-12

20
20

-02
-22

20
20

-03
-03

20
20

-03
-13

20
20

-03
-23

20
20

-04
-02

20
20

-04
-12

20
20

-04
-22

20
20

-05
-02

20
20

-05
-12

20
20

-05
-22

Wuhan historical statistics
Simulation data
Wuhan city was locked down on January 23, 2020

Fig. 7    Comparison between free simulation and historical statistics of Wuhan.

 

Date

Ex
ist

in
g 

co
n�

rm
ed

 c
as

es

120 000

100 000

80 000

60 000

40 000

20 000

0

20
19

-12
-01

20
19

-12
-11

20
19

-12
-21

20
19

-12
-31

20
20

-01
-10

20
20

-01
-23

20
20

-02
-02

20
20

-02
-12

20
20

-02
-22

20
20

-03
-03

20
20

-03
-13

20
20

-03
-23

20
20

-04
-02

20
20

-04
-12

20
20

-04
-22

20
20

-05
-02

20
20

-05
-12

20
20

-05
-22

W
A
N

Fig. 8    Simulation trend of emotional state.

 

Date

Ex
ist

in
g 

co
n�

rm
ed

 c
as

es

Wuhan historical statistics
Simulation data
Wuhan city was locked down on January 23, 202030 000

35 000

25 000
20 000
15 000
10 000

5 000
0

20
19

-12
-01

20
19

-12
-11

20
19

-12
-21

20
19

-12
-31

20
20

-01
-10

20
20

-01
-23

20
20

-02
-02

20
20

-02
-12

20
20

-02
-22

20
20

-03
-03

20
20

-03
-13

20
20

-03
-23

20
20

-04
-02

20
20

-04
-12

20
20

-04
-22

20
20

-05
-02

20
20

-05
-12

20
20

-05
-22

Fig. 9    Simulation trend after adjustment.

COVID-19 Spread Simulation in a Crowd Intelligence Network

 

International Journal of Crowd Science | VOL. 6 NO.3 | 2022 | 117–127 125



Dates
Received: 29 December 2021; Revised: 24 January 2022; Accepted:
25 January 2022

References
 World  Health  Organization,  Coronavirus  disease  (COVID-19)
weekly epidemiological update and weekly operational update, https://
www.who.int/emergencies/diseases/novel-coronavirus-2019/situation-
reports, 2021.

[1]

 S.  C.  Glotzer,  S.  Kim,  P.  T.  Cummings,  A.  Deshmukh,  M.
HeadGordon,  G.  Karniadakis,  L.  Petzold,  C.  Sagui,  and  M.
Shinozuka, International assessment of research and development in
simulation-based engineering and science, Tech. Rep. ADA506976,
World Technology Evaluation Center, Baltimore, MD, USA, 2009.

[2]

 W.  O.  Kermack  and  A.  G.  McKendrick,  Contributions  to  the
mathematical  theory  of  epidemics.  II,  The  problem  of  endemicity,
Proceedings  of  Royal  Society  of  London.  Series  A,  Containing
Papers  of  a  Mathematical  and  Physical  Character,  vol.  138,  no.
834, pp. 55–83, 1932.

[3]

 J.  M.  De  Almeida  Simones,  An  agent-based  approach  to  spatial
epidemics  through  GIS,  PhD  dissertation,  Centre  for  Advanced
Spatial  Analysis  & Department  of  Geography,  Univ.  Coll.  London,
London, UK, 2007.

[4]

 A. James, J. W. Pitchford, and M. J. Plank, An event-based model of
superspreading in epidemics, Proc. R. Soc. B Biol. Sci., vol. 274, no.
1610, pp. 741–747, 2007.

[5]

 M. C.  González and H.  J.  Herrmann,  Scaling of  the  propagation of
epidemics in a system of mobile agents, Phys. A: Stat. Mech. Appl.,
vol. 340, no. 4, pp. 741−748, 2004.

[6]

 M.  Frasca,  A.  Buscarino,  A.  Rizzo,  L.  Fortuna,  and  S.  Boccaletti,
Dynamical network model of infective mobile agents, Phys. Rev. E,
vol. 74, no. 3, p. 036110, 2006.

[7]

 O. Miramontes and B. Luque, Dynamical small-world behavior in an
epidemical  model  of  mobile  individuals,  Phys.  D:  Nonlinear
Phenom., vols. 168&169, pp. 379–385, 2002.

[8]

 M.  L.  Averill,  Simulation  Modeling  and  Analysis  5th  ed.  (in
Chinese). Beijing, China: China Machine Press, 2017.

[9]

 M. Hajduk, M. Sukop, and M. Haun, Cognitive multi-agent systems:
Structures,  strategies  and  applications  to  mobile  robotics  and
robosoccer. Berlin, Germany: Springer, 2019.

[10]

 X.  L.  Tang,  Combination  of  Swarm  Intelligence  and  Multi-Agent
System:  Theory,  Method  and  Application  (in  Chinese).  Beijing,
China: Science Press, 2014.

[11]

 C. Moore and M. E. Newman, Epidemics and percolation in small-
world networks, Phys. Rev. E, vol. 61, no. 5, pp. 5678–5682, 2000.

[12]

 R. Pastor-Satorras and A. Vespignani, Epidemic spreading in scale-
free  networks,  Phys.  Rev.  Lett.,  vol.  86,  no.  14,  pp.  3200–3203,
2001.

[13]

 X.  W.  Chu,  Z.  Z.  Zhang,  J.  H.  Guan,  and  S.  G.  Zhou,  Epidemic
spreading with nonlinear infectivity in weighted scale-free networks,
Phys. A: Stat. Mech. Appl., vol. 390, no. 3, pp. 471–481, 2011.

[14]

 X. Li and G. R. Chen, A local-world evolving network model, Phys.
A: Stat. Mech. Appl., vol. 328, nos. 1&2, pp. 274–286, 2003.

[15]

 H.  J.  Li  and  Y.  H.  Ma,  Study  of  epidemic  spreading  in  weighted
local-world complex networks, Comput. Eng. Appl., vol. 45, no. 35,
pp. 80–83, 2009.

[16]

 J.  X.  Li,  W.  Q.  Li,  and  Z.  Jin,  The  epidemic  model  based  on  the
approximation  for  third-order  motifs  on  networks,  Math.  Biosci.,
vol. 297, pp. 12–26, 2018.

[17]

 R. C. Barnard, L. Berthouze, P. L. Simon, and I. Z. Kiss, Epidemic
threshold  in  pairwise  models  for  clustered  networks:  Closures  and
fast correlations, J. Math. Biol., vol. 79, no. 3, pp. 823–860, 2019.

[18]

 Y.  Wang,  J.  L.  Ma,  J.  D.  Cao,  and  L.  Li,  Edge-based  epidemic
spreading  in  degree-correlated  complex  networks,  J.  Theor.  Biol.,
vol. 454, pp. 164–181, 2018.

[19]

 J.  P.  Zhang,  C.  Yang,  Z.  Jin,  and  J.  Li,  Dynamics  analysis  of  SIR
epidemic  model  with  correlation  coefficients  and  clustering
coefficient in networks, J. Theor. Biol., vol. 449, pp. 1–13, 2018.

[20]

 J.  Q.  Fang,  X.  F.  Wang,  and  Z.  G.  Zheng,  Research  of  dynamical
complexity  of  nonlinear  networks, Complex  Syst.  Complexity  Sci.,
vol. 7, nos. 2&3, pp. 5–9, 2010.

[21]

 V.  Colizza  and  A.  Vespignani,  Epidemic  modeling  in
metapopulation  systems  with  heterogeneous  coupling  pattern:
Theory  and  simulations,  J.  Theor.  Biol.,  vol.  251,  no.  3,  pp.
450–467, 2008.

[22]

 S.  Funk  and  V.  A.  A.  Jansen,  Interacting  epidemics  on  overlay
networks, Phys. Rev. E, vol. 81, no. 3, p. 036118, 2010.

[23]

 F. Chen and C. G. Li,  Transmission of sexually transmitted disease
in complex network of the Penna model, J. Stat. Mech. Theory Exp.,
vol. 2007, p. P04006, 2007.

[24]

 J.  Gómez-Gardeñes,  V.  Latora,  Y.  Moreno,  and  E.  Profumo,
Spreading  of  sexually  transmitted  diseases  in  heterosexual
populations,  Proc.  Natl.  Acad.  Sci.  USA,  vol.  105,  no.  5,  pp.
1399–1404, 2008.

[25]

 Z. Jin, J. P. Zhang, L. P. Song, G. Q. Sun, J. L. Kan, and H. P. Zhu,
Modelling  and  analysis  of  influenza  A  (H1N1)  on  networks, BMC
Public Health, vol. 11, no. 1, p. S9, 2011.

[26]

 A. J. Kucharski, T. W. Russell, C. Diamond, Y. Liu, J. Edmunds, S.
Funk, and R. M. Eggo, Early dynamics of transmission and control
of COVID-19: A mathematical modelling study, Lancet Infect. Dis.,
vol. 20, no. 5, pp. 553–558, 2020.

[27]

 M.  Gatto,  E.  Bertuzzo,  L.  Mari,  S.  Miccoli,  L.  Carraro,  R.
Casagrandi, and A. Rinaldo, Spread and dynamics of the COVID-19
epidemic  in  Italy:  Effects  of  emergency  containment  measures,
Proc.  Natl.  Acad.  Sci.  USA,  vol.  117,  no.  19,  pp.  10484–10491,
2020.

[28]

 F. Ndaïrou,  I.  Area,  J.  J.  Nieto,  and D. F.  M. Torres,  Mathematical
modeling of COVID-19 transmission dynamics with a case study of
Wuhan, Chaos Solitons Fractals, vol. 135, p. 109846, 2020.

[29]

 K.  Prem,  Y.  Liu,  T.  W.  Russell,  A.  J.  Kucharski,  R.  M.  Eggo,  N.
Davies,  Centre  for  the  Mathematical  Modelling  of  Infectious
Diseases COVID-19 Working Group, P. M. Jit,  and P. Klepac, The
effect  of  control  strategies  to  reduce  social  mixing  on  outcomes  of
the  COVID-19  epidemic  in  Wuhan,  China:  A  modelling  study,
Lancet Public Health, vol. 5, no. 5, pp. E261–E270, 2020.

[30]

 J.  Hellewell,  S.  Abbott,  A.  Gimma,  N.  I.  Bosse,  C.  I.  Jarvis,  T.  W.
Russell,  J.  D.  Munday,  A.  J.  Kucharski,  P.  W.  J.  Edmunds,  Centre
for  the  Mathematical  Modelling  of  Infectious  Diseases  COVID-19
Working  Group,  et  al.,  Feasibility  of  controlling  COVID-19
outbreaks by isolation of cases and contacts, Lancet Global Health,
vol. 8, no. 4, pp. E488–E496, 2020.

[31]

 M. Mandal, S. Jana, S. K. Nandi, A. Khatua, S. Adak, and T. K. Kar,
A model based study on the dynamics of COVID-19: Prediction and
control, Chaos, Solitons & Fractals, vol. 136, p. 109889, 2020.

[32]

 Central Compilation and Translation Bureau, Marx/Engels Collected
Works. Beijing, China: People’s Publishing House, 2009.

[33]

 Y.  T.  Chai,  C.  Y.  Miao,  B.  W.  Sun,  Y.  Q.  Zheng,  and  Q.  Z.  Li,
Crowd  science  and  engineering:  Concept  and  research  framework,
International Journal of Crowd Science, vol. 1, no. 1, pp. 2−8, 2017.

[34]

 C.  Yu,  Y.  T.  Chai,  and  Y.  Liu,  Literature  review  on  collective
intelligence:  A  crowd  science  perspective,  International  Journal  of
Crowd Science, vol. 2, no. 1, pp. 64−73, 2018.

[35]

 S. P. Wang, L. Z. Cui, L. Liu, X. D. Lu, and Q. Z. Li, Projecting real
world  into  CrowdIntell  network:  A  methodology,  International
Journal of Crowd Science, vol. 3, no. 2, pp. 138−154, 2019.

[36]

 Z.  Wang,  H.  B.  Sun,  and  B.  D.  Fan,  A  novel  steady-state
maintenance  simulation  framework  for  multi-information
disseminations  in  crowd  network,  International  Journal  of  Crowd
Science, vol. 4, no. 3, pp. 273–282, 2020.

[37]

 L.  Z.  Shan  and  H.  B.  Sun,  Distributed  collaborative  simulation
middleware based on reflective memory network, in Proc. IEEE 24th

[38]

International Journal of Crowd Science

 

126 International Journal of Crowd Science | VOL. 6 NO.3 | 2022 | 117–127



Int.  Conf.  on  Computer  Supported  Cooperative  Work  in  Design
(CSCWD), Dalian, China, 2021, pp. 274−279.
 C. Liu, G. H. Ding, J. Q. Gong, L. C. Wang, and Z. D. Ke, Study on
mathematical  model  of  SARS  outbreak  prediction  and  early
warning,  (in  Chinese),  Chin.  Sci.  Bull.,  vol.  49,  no.  21,  pp.
2245–2251, 2004.

[39]

 X. Xiong, Y. Y. Li, S. J. Qiao, N. Han, Y. Wu, J. Peng, and B. Y. Li,
An emotional contagion model for heterogeneous social media with
multiple  behaviors,  Phys.  A: Stat.  Mech.  Appl.,  vol.  490,  pp.
185–202, 2018.

[40]

 A.  King,  AKShare,  GitHub,  GitHub  repository,  https://github.com/
akfamily/akshare, 2019.

[41]

 National  Health  Commission  of  the  People’s  Republic  of  China,
Epidemic notification (in Chinese), http://www.nhc.gov.cn/xcs/yqtb/
list_gzbd.shtml, 2021.

[42]

 J.  Yang  and  J.  Leskovec,  Defining  and  evaluating  network
communities based on ground-truth, Knowl. Inf. Syst., vol. 42, no. 1,
pp. 181−213, 2015.

[43]

 D. J. Watts and S. H. Strogatz, Collective dynamics of ‘small-world’
networks, Nature, vol. 393, no. 6684, pp. 440–442, 1998.

[44]

 R. Y.  Li,  S.  Pei,  B.  Chen,  Y.  M.  Song,  T.  Zhang,  W. Yang,  and J.
Shaman,  Substantial  undocumented  infection  facilitates  the  rapid
dissemination  of  novel  coronavirus  (SARS-CoV-2),  Science,  vol.
368, no. 6490, pp. 489–493, 2020.

[45]

 S. Y. Cao, Y. Gan, C. Wang, M. Bachmann, S. B. Wei, J. Gong, Y.
C. Huang, T. T. Wang, L. Q. Li, K. Lu, et al., Post-lockdown SARS-
CoV-2  nucleic  acid  screening  in  nearly  ten  million  residents  of
Wuhan, China, Nat. Commun., vol. 11, no. 1, p. 5917, 2020.

[46]

 H. W.  Wang,  Z.  Z.  Wang,  Y.  Q.  Dong,  R.  J.  Chang,  C.  Xu,  X.  Y.
Yu, S. X. Zhang, L. Tsamlag, M. Shang, J. Y. Huang, et al., Phase-
adjusted estimation of the number of coronavirus disease 2019 cases
in Wuhan, China, Cell Discov., vol. 6, no. 1, p. 10, 2020.

[47]

 People’s  Government  of  Hubei  Province,  Notification  of  Wuhan
novel  coronavirus  pneumonia  prevention  and  control  headquarters
No. 1, (in Chinese), http://www.gov.cn/xinwen/2020-01/23/content_
5471751.htm, 2020.

[48]

COVID-19 Spread Simulation in a Crowd Intelligence Network

 

International Journal of Crowd Science | VOL. 6 NO.3 | 2022 | 117–127 127


