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Joint Separation and Localization of Moving
Sound Sources Based on Neural Full-Rank

Spatial Covariance Analysis
Hokuto Munakata , Yoshiaki Bando , Member, IEEE, Ryu Takeda , Kazunori Komatani , and Masaki Onishi

Abstract—This paper presents an unsupervised multichannel
method that can separate moving sound sources based on an
amortized variational inference (AVI) of joint separation and local-
ization. A recently proposed blind source separation (BSS) method
called neural full-rank spatial covariance analysis (FCA) trains a
neural separation model based on a nonlinear generative model of
multichannel mixtures and can precisely separate unseen mixture
signals. This method, however, assumes that the sound sources
hardly move, and thus its performance is easily degraded by the
source movements. In this paper, we solve this problem by intro-
ducing time-varying spatial covariance matrices and directions of
arrival of sources into the nonlinear generative model of the neural
FCA. This generative model is used for training a neural network
to jointly separate and localize moving sources by using only
multichannel mixture signals and array geometries. The training
objective is derived as a lower bound on the log-marginal posterior
probability in the framework of AVI. Experimental results obtained
with mixture signals of moving sources show that our method
outperformed an existing joint separation and localization method
and standard BSS methods.

Index Terms—Amortized variational inference, multichannel
signal processing, source separation and localization.

I. INTRODUCTION

SOUND source separation is a fundamental function for
various machine listening systems including distant speech

recognition and hearing aids [1], [2], [3], [4]. One approach to
source separation is to train a separation neural network (e.g.,
Conv-TasNet [5]) on a large number of pairs of isolated source
signals and their mixtures [5], [6], [7], [8]. Unsupervised sepa-
ration methods, on the other hand, have also been investigated
to address the lack of such a supervised dataset and domain
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Fig. 1. Overview of our time-varying neural FCA for joint source separation
and localization.

mismatch at the target environments [9], [10], [11], [12], [13],
[14], [15].

Blind source separation (BSS) has been actively studied to
separate source signals with little prior information based on a
generative model of a multichannel mixture signal [14], [15],
[16], [17], [18], [19], [20]. A fundamental method called full-
rank spatial covariance analysis (FCA) [14] represents each
time-frequency (TF) bin of a mixture as a sum of spatial co-
variance matrices (SCMs) of sources. Multichannel nonneg-
ative matrix factorization (MNMF) [15], [16], [17] improves
the performance of FCA by assuming the source spectra to be
low-rank. Its nonlinear extension called neural FCA [21], [22]
can precisely represent the source spectra with a neural network
called a deep spectral model [23], [24], [25], [26], [27]. This
model can be trained blindly by maximizing the log-marginal
likelihood for the training data of multichannel mixtures in
advance and was reported to be comparable with a multichannel
supervised model [21], [28].

Most BSS methods assume that sound sources hardly move,
and thus their performance is easily degraded by the movement
of the target sources. One solution is to allow source steering
vectors (the rank-1 special forms of SCMs) to be time-variant by
assuming a Markov process on the vectors [29]. If the geometry
of microphones is available, we can efficiently constrain the
steering vectors with the directions of arrival (DoAs) of sources
estimated by source localization [30], [31]. Furthermore, the
separation and localization can be performed jointly, based on a
unified generative model [32], to complementarily compensate
for their estimation errors.
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In this paper, we present an unsupervised neural method to
perform joint separation and localization for moving sources.
As shown in Fig. 1, we extend the neural FCA to handle the
source movements by introducing the time-varying SCM and
DoA for each source in the nonlinear generative model of a mul-
tichannel mixture signal. The joint separation and localization
is performed by an inference model that predicts the parameters
of each source from an input mixture. These inference and
generative models are jointly trained in an unsupervised manner
by maximizing a log-marginal posterior probability given only
multichannel mixtures and array geometries.

The main contribution of this study is to combine a time-
varying nonlinear (neural) BSS model with neural probabilistic
inference. While the full-rank SCMs generally improve the
performance from that obtained with the rank-1 SCMs, it was
difficult to introduce the Markov process or temporal smooth-
ness by modeling only with conjugate priors. We solve this
problem by introducing the temporal smoothness of SCMs with
the constraints on the neural inference model instead of the
generative model. The experimental results with the mixture sig-
nals of moving sources show that our method significantly out-
performed an existing joint localization and separation method
as well as standard BSS methods.

II. BACKGROUND

This section introduces a nonlinear BSS method called neural
FCA as a preliminary for the proposed method.

A. Blind Source Separation

Existing BSS models typically represent an M -channel mix-
ture signal xft ∈ CM as a sum of N target (and noise) source
signals snft ∈ C (n = 1, . . . , N ) in the TF domain as follows:

xft =
N∑

n=1

anfsnft, (1)

where anf ∈ CM is the time-invariant steering vector for source
n, and f = 1, . . . , F and t = 1, . . . , T are the frequency and
time frame indices, respectively. The source signal snft is rep-
resented by a complex Gaussian distribution as follows:

snft | λnft ∼ NC (0, λnft) , (2)

where λnft ∈ R+ is the power spectral density (PSD) of source
n. By marginalizing source signals snft, we obtain the following
likelihood function of the multichannel mixture xft:

xft | λ,H ∼ NC

(
0,

N∑
n=1

λnftHnf

)
, (3)

where Hnf = anfa
H
nf ∈ SM×M

+ is the SCM of source n. By
allowing the full-rankness of Hnf , this model called FCA [14]
can handle small source movements and reverberation.

B. Deep Spectral Model

A nonlinear (neural) source model has been utilized for
precisely representing complex source spectra [23], [24], [25],
[26], [27]. This model called a deep spectral model assumes that
the PSD λnft is represented by D-dimensional feature vectors

znt ∈ RD (t = 1, . . . , T ) as follows:

λnft = gθ,f (znt), (4)

where gθ,f : RD → R+ is a neural network with parameters θ
for transforming the feature vector to the PSD. Assuming znt
follows the standard Gaussian distribution:

znt ∼ N (0, I) , (5)

this model can be trained as the decoder of a variational autoen-
coder by using clean source signals [23]. This supervised source
model was reported to outperform NMF-based linear models in
speech separation or enhancement [26], [27], [28].

C. Neural Full-Rank Spatial Covariance Analysis

The deep spectral model can be trained in an unsupervised
manner by using only multichannel mixtures based on amortized
variational inference [21], [33]. This method called neural FCA
utilizes an inference (encoder) network to predict the speech
featuresZ � {znt}N,T

n,t=1 from an input mixtureX � {xft}F,T
f,t=1

as the posterior distribution qφ(Z | X), where φ represents the
network parameters. By using the generative model of a mixture
signal ((3)–(5)) as a decoder, the encoder and decoder are
jointly trained to maximize the following evidence lower bound
(ELBO) [33]:

Lθ,φ(X)=Eqφ [log pθ(X |Z,H)]−DKL [qφ(Z |X) |p(Z)],
(6)

where Eqφ [·] is the expectation by the posterior qφ, andDKL[·|·] is
the Kullback-Leibler (KL) divergence. The network parameters
θ and φ are updated by stochastic gradient ascent, and the SCMs
H � {Hnf}n,f are updated by an expectation-maximization
(EM) algorithm [14]. This training can be considered nonlinear
BSS performed on the training mixtures.

III. TIME-VARYING NEURAL FCA

We extend the original neural FCA to perform joint localiza-
tion and separation for moving sound sources.

A. Generative Model of Multichannel Mixture Signals

We assume that a mixture signal xft consists of N directional
moving sources snft and a diffuse noise nft as follows:

xft =

N∑
n=1

anftsnft + nft, (7)

where anft ∈ CM is a time-varying steering vector for source
n at time frame t. Assuming both the source and noise signals
follow the time-varying version of (2) and (3), we obtain the
following likelihood function:

xft | Z,H ∼ NC

(
0,

N∑
n=0

gθ,f (znt)Hnft

)
, (8)

where Hnft ∈ SM×M
+ are time-varying SCMs for the sources

(n = 1, . . . , N ) and noise (n = 0).
To exploit the localization results, we assume that the SCM

Hnft for each source (n = 1, . . . , N ) follows a conjugate prior
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conditioned by a unit vector unt ∈ R3 (‖unt‖ = 1) representing
the DoA of each source:

Hnft | unt ∼ IWC (ν, (ν +M)Gf (unt)) , (9)

where IWC(ν,Γ) ∝ |H|−(ν+M)|Γ|ν exp(−tr(ΓH−1)) is the
complex inverse Wishart distribution, and ν > M is a hyperpa-
rameter controlling degrees of freedom of Hnft. The mode of
this prior is equal to the prior SCM Gf (unt) defined as:

Gf (unt) = bf (unt)bf (unt)
H + εI, (10)

where ε > 0 is a small number to make Gf (unt) positive def-
inite, and bf (unt) ∈ CM is the steering vector for direction
unt calculated from the geometrically calculated time delays
of the microphones. The SCM for noise H0ft, on the other
hand, is assumed to be diffuse by replacing Gf (unt) in (9)
with an identity matrix. Note that we did not formulate any
temporal smoothness of Hnft because it is difficult to make
such a constraint in a generative model. As described in the next
section, we alternatively introduce it by the inductive bias of the
inference model.

B. Inference Model

Our inference model predicts the latent feature znt, SCMs
Hnft, and DoAs unt from a multichannel mixture signal xft
(Fig. 1). As the estimates of znt, following the original neural
FCA [21], the inference model predicts the posterior distribution
qφ(Z | X) as follows:

qφ(Z | X) =
∏
n,t,d

N (zntd ∣∣ μφ,ntd(X), σ2
φ,ntd(X)

)
, (11)

where μφ,ntd(X) ∈ R and σ2
φ,ntd(X) ∈ R+ are the outputs of

the inference network. Since the time-varying SCM Hnft is
difficult to estimate analytically, the inference model estimates
it as the moving average of masked observation added to the
prior SCM Gf (unt) with a weight hyperparameter γ0 ∈ R+:

Hnft ← γ0Gf (unt) +

T∑
t′=0

γ|t−t
′ |wφ,nft′(X)

Xft′X
H
ft′

‖Xft′ ‖2 , (12)

where wφ,nft(X) ∈ [0, 1] is a TF mask predicted by the infer-
ence network, and γ∈(0, 1] is a decay hyperparameter control-
ling the smoothness of Hnft. For numerical stability, Hnft is
normalized to tr(Hnft) be M . Lastly, DoA unt was predicted
with unit vectors ũφ,nt(X) ∈ R3 output by the network:

unt ←
T∑

t′=0

η|t−t
′ |ũφ,nt′(X), (13)

where η ∈ (0, 1] is a decay hyperparameter. The DoAs unt
are also normalized to be unit vectors. These moving averages
introduce the temporal smoothness of Hnft and unt.

C. Amortized Variational Inference for Unsupervised Training

We train the inference and generative models by using only
multichannel mixtures. The training objective for each mixture
is the ELBO L′θ,φ with a regularization term of Hnft:

L′θ,φ(X) = Lθ,φ(X) + log p(Hφ | Uφ), (14)

where Hφ and Uφ are the sets of inference results obtained by
(12) and (13), respectively. This ELBO is equivalent to a lower
bound on the following log-marginal posterior function:

log pθ,φ(Hφ | X,Uφ)
c
= log pθ(X | Hφ) + log p(Hφ | Uφ),

where
c
= denotes equality up to an additive constant. The net-

work parameters θ andφ are updated by using stochastic gradient
ascent. This method can be considered as training qφ(Z | X)
and Hφ by the original ELBO Lθ,φ(X), while the DoAs Uφ

regularize the SCMs Hφ and are optimized to maximize the
log-likelihood log p(Hφ | Uφ). After training these networks,
they can be used to separate and localize moving sources in an
unseen mixture. The source signals are obtained with the source
imagesYnft � gθ,f (µφ,nt(X))Hnft by a multichannel Wiener
filter [14], [21].

IV. EXPERIMENTAL EVALUATION

We evaluated our method on simulated speech mixtures due
to the need for reference signals. A demonstration with real
recordings can be found at https://ybando.jp/projects/spl2023.

A. Dataset

We generated a dataset of multichannel mixtures of moving
sources. The mixture signals were generated as observations
of six-channel microphone arrays in a way similar to the way
the spatialized WSJ0-2mix dataset was generated [34]. Each
mixture consisted of two source signals randomly selected from
the WSJ0 English speech corpus. The moving source signals
were generated by convoluting time-varying room impulse re-
sponses (RIRs) [35] generated every 0.1 s. The array with
random geometry was placed randomly around the center of
a room having dimensions of 5 m×5 m×3 m. Each source was
initially located randomly and moved around the array with a
constant speed drawing a horizontal circular arc. We sampled the
angular velocities of sources uniformly between 0◦/s and 45◦/s.
The angular difference between sources always had at least 45◦
through the movement. The reverberation time (RT60) was fixed
to 200 ms. The source signals were mixed with a signal-to-noise
ratio (SNR) randomly chosen between −5 and +5 dB. The
mixture signals were generated at 16 kHz, and Gaussian noise
was added with an SNR of 30 dB. The dataset consisted of 20000,
5000, and 3000 mixtures for training, validation, and test sets,
respectively. For comparison, we also generated a static dataset
in which no sources moved.

B. Experimental Condition

We used almost the same network configuration as that of
the original neural FCA [21], whose inference and generative
models consisted of temporal convolutional networks. We added
the dropout (p = 0.1) to avoid bad local optima and two output
layers to the inference model for estimating the TF mask and
DoA. To utilize the spatial information and array geometries, the
input feature consisted of a log-power spectrogram and a DoA
spectrogram [36] calculated with 1000 uniformly distributed
three-dimensional directions.

The networks were trained by an Adam optimizer [37] for
200 epochs with a learning rate of 0.001. The hyperparameters
D, ν, ε, γ0, and η were set to 50, M + 1, 0.001, 0.1, and 0.99,
respectively. We set γ to 0.99 for sources and 1 (time-invariant)

https://ybando.jp/projects/spl2023
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TABLE I
SEPARATION AND LOCALIZATION PERFORMANCE IN SDR AND DOA ERROR. THE MOVING CONDITION WAS DIVIDED INTO THREE SUBSETS ACCORDING TO

SOURCE ANGULAR VELOCITIES: SLOW (0/S–15◦/S), MID (15◦/S–30◦/S), AND FAST (30◦/S–45◦/S). TV STANDS FOR “TIME-VARYING.”

for noise. We scaled the log p(Hφ|Uφ) in (14) with 0.001
to avoid over-constraining the SCMs. Following [21], we also
performed the cyclic annealing [38] for scaling the KL term
in (6). The spectrograms were obtained by the short-time
Fourier transform with a window size of 512 samples and a
hop length of 128 samples. The mixture spectrograms were fed
to the network by splitting them into 500-frame clips. The batch
size for training was 128 clips. These hyperparameters were
determined empirically.

Our time-varying neural FCA was compared with exist-
ing BSS methods, a joint separation and localization method,
and the original neural FCA. As BSS methods, we evaluated
cACGMM [18], FCA [14], FastMNMF2 [17]. An external fre-
quency permutation solver was used for the cACGMM and the
FCA as in [21], and the number of basis vectors for FastMNMF2
was set to 8. We evaluated a joint method based on the clustering
of TF bins with a DoA-HMM [32]. This method can separate
moving sound sources and was initialized by the localization
results using MUSIC [39]. The original (time-invariant) neural
FCA was trained with the same input features as the proposed
method. The number of the iteration for estimating the SCM
Hnf was 5. We evaluated the separation performance with
the average signal-to-distortion ratio (SDR) in dB [40] and
the localization performance with the average DoA error in
degrees [41]. The DoA error was averaged on non-silent frames
whose powers of oracle source signals were larger than−20 dB
from the average.

C. Experimental Results

The separation and localization performance is summarized in
Table I. We can first see that the SDRs of the original neural FCA
and the standard BSS methods were significantly degraded by
the source movements. In contrast, our method (the bottom row)
improved the average SDR by more than 4 dB for the moving
condition from these methods. Although its SDR for the static
condition was 1.8 dB worse than that of the original neural FCA,
our method was still better than FastMNMF2. Furthermore, our
method outperformed the DoA-HMM-based clustering in both
the SDRs and DoA errors and MUSIC in the DoA errors for
both static and moving conditions. As shown in Fig. 2, while
the original neural FCA output unseparated sources or silence,
our method successfully estimated speech sources over almost
all the time frames.

Our method consists of three extensions of the neural FCA:
estimatingHnf with TF masking, estimating time-varyingHnft

by (12), and performing joint localization and separation. As

Fig. 2. Results for separation of a moving source signal by the original and
proposed time-varying neural FCAs.

Fig. 3. DoAs estimated by our method. DoAs whose source was silent are
omitted. Gray lines are ground-truth DoAs.

in the bottom two rows of Table I, the time-varying extension
degraded the performance for the static condition because it
cannot exploit the statistics of entire time frames. In contrast,
this extension is key to improving the performance in the moving
condition. The temporal smoothness of DoAs introduced by (13)
was also an important key as demonstrated in Fig. 3. Our method
without the smoothness failed to track each source and estimated
two DoAs that were almost the same. The localization results
with the smoothness, on the other hand, were estimated correctly.

V. CONCLUSION

We presented an unsupervised multichannel method that can
separate and localize moving sound sources without any su-
pervision. Our method trains a joint separation and localiza-
tion model only from multichannel mixture signals and array
geometries. This training is based on an extension of neural
FCA to incorporate the time-varying DoAs of each source. The
experimental results with moving sound sources demonstrated
that our method outperformed existing BSS methods and a joint
source separation and localization method. Our future work
includes further extending the neural FCA to handle variable
numbers of sound sources and long reverberation, which will
enable the separation of real-world recordings.
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