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The management and processing of inconsis-
tent, incomplete, and uncertain knowledge is a
crucial issue in the development of intelligent

systems. Nowadays, such systems have to efficiently
manage large amounts of information of different
kinds, often represented in different formats and
coming from different sources, such as databases,
knowledge bases, sensor networks, as well as various
data-driven applications. In the presence of such com-
plex and heterogeneous forms of information, incom-
pleteness, inconsistency, and/or inherent uncertainty
inevitably arise. These scenarios call for innovative
and intelligent approaches that, by leveraging AI tech-
niques, can explicitly represent inconsistency, incom-
pleteness, and uncertainty, and adequately deal with
them. Such approaches are crucial to model real-
world scenarios, making systems more effective and
successful. Moreover, in many domains, knowledge is
subject to frequent changes, so handling evolving
knowledge is a key feature that knowledge-based sys-
tems should provide. In domains having high-impact
consequences (e.g., healthcare and cybersecurity),
intelligent systems should support human-in-the-loop
models that provide tools to help users to understand
and interpret the decisions they suggest, while tack-
ling the challenges of inconsistency, incompleteness,
and uncertainty. The AI community has also lately
been facing the rising demand of explainable AI
systems, which have inevitably to deal with inconsis-
tency, incompleteness, and uncertainty. Also to sup-
port this evolution that AI systems will unavoidably
need to face, we have organized the present Special
Issue in IEEE Intelligent Systems to solicit the latest
advancements on this topic.

We have aimed to encourage deep research in the
abovementioned areas and beyond, focusing on inno-
vative and intelligent approaches that leverage new-
generation artificial intelligence techniques.

In the rest of this Guest Editors’ Introduction, we
first briefly discuss some important emerging trends
in the area of the theme topic of the Special Issue,
and then introduce the accepted articles by discus-
sing their contribution.

BRIEF OVERVIEWOF RELEVANT
TRENDS

Real-world applications often have to manage large
amounts of data possibly coming from multiple data
sources, and inconsistencies often arise. In such sce-
narios, standard reasoning tasks might become mean-
ingless, and different inconsistency-aware approaches
need to be devised. Being able to provide meaningful
reasoning mechanisms in the presence of inconsis-
tency is a critical issue to make intelligent systems
successful in practice. To tackle this problem, a signifi-
cant body of work in the literature has adopted the
approach of “tolerating” inconsistency while devising
appropriate reasoning mechanisms that are able to
provide reliable information to users despite the pres-
ence of inconsistency. In this area, inconsistency-tol-
erant semantics of query answering are a prominent
approach, with the most popular example being con-
sistent query answering, first developed for relational
databases in1 and then applied to knowledge bases
[e.g., expressed via existential rules languages2 and
description logics (DLs)3] under the name of ABox
repair (AR) semantics. Many other inconsistency-toler-
ant semantics have been proposed over the years,
often with aim of approximating the AR semantics,
including the intersection of repairs (IAR)3 and the
intersection of closed repairs (ICR) semantics.4

Another approach to deal with inconsistency is
based on paraconsistent techniques, which allow
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contradictory knowledge without trivialization and are
often based on multivalued logics.

Nowadays, data are often gathered from unreliable
sources or the data gathering process itself introdu-
ces uncertainty (e.g., imperfect sensor readings) and a
main challenge is to reason over large-scale uncertain
knowledge. Common approaches to quantify degrees
of uncertainty are based on probabilistic frameworks.
Probabilistic knowledge bases are a prominent exam-
ple, where probabilities are assigned to data facts
and/or additional knowledge (e.g., an ontology defined
on top of raw data) to express the confidence we have
in different pieces of knowledge. The most studied
problem in this setting is query answering, for which
different approaches have been proposed (see the
work of Borgwardt et al.5).

Another methodology to put inconsistent incom-
plete and uncertain knowledge to good use is formal
argumentation, where reasons for and against a
claim are analyzed to decide on an outcome, much
in the same way as organized human discussions
are carried out.6,7

Approaches that are complementary to those
mentioned previously aim at quantifying the amount
of inconsistent and uncertain information in knowl-
edge bases.8,9 Quantifying and monitoring the amount
of inconsistency helps get information on the health
status of data, whose quality is more and more impor-
tant nowadays. Indeed, having information on the
quality of data used in machine learning and data-
driven approaches is crucial, as poor-quality data can
have serious adverse consequences on the quality of
decisions made using AI systems.10

Explainability of AI systems has become a promi-
nent problem in different AI areas. Indeed, the fact
that several recent AI systems operate mostly as
black boxes has raised some serious concerns.11 In
this regard, logic-based systems, such as knowledge
bases expressed via existential rules or description
logics (DLs), have a clear advantage in simplifying the
task of explaining the systems’ responses. This is
because the use of logic, which is fully interpretable,
naturally lean itself to more easily explain AI systems’
choices to humans, even more in the presence
of inconsistencies. This route has been recently
explored, for example, by a quite active research
endeavour aiming at explaining why (or why not) a
query is entailed by a knowledge base. This work had
to face the inescapable scenario in which reasoning is
carried out over inconsistent data. In fact, explana-
tions for query entailment in knowledge bases
has been studied both in the consistent scenario (see,
e.g., the work of Calvanese et al.12 and Ceylan et al.13

for DLs; and the work of Ceylan et al.14,15,16 for existen-
tial rules), and in the inconsistent scenario in which
reasoning is carried out over inconsistent knowledge
(see, e.g., the work of Bienvenu et al.17 and Du et al.18

for DLs; and the work of Lukasiewicz et al.19,20 for exis-
tential rules).

CONTENT OF THE SPECIAL ISSUE
In total, we received 13 valid submissions that were
evaluated by knowledgeable reviewers in the field. In
the following, we provide a brief introduction to the five
articles that were competitively selected. We explain
how they relate to the topic of the Special Issue.

In the article titled “Computing Abductive Explana-
tions,” Caroprese, Zumpano, and Bogaerts propose a
technique to compute explanations in abduction set-
tings. Abduction is a reasoning method that explains
observations in terms of hypotheses that may have led
to those observations, for a given theory. Abduction
has taken on fundamental importance in AI as well as
in other related disciplines. Lately, abduction-based
approaches have been employed to explain why a
query is not entailed by a (consistent) knowledge base:
the hypotheses are what is missing from the database
to make query entailment (which plays the role of an
observation) hold.16 In general, many explanations can
exist, which might be unhelpful to users when they are
overwhelmed by a huge number of different explana-
tions. Thus, it is common to select a subset of “pre-
ferred” explanations according to some criterion.
Common criteria include set-inclusionminimality, mini-
mum cardinality, minimal weight, and minimality under
prioritization of individual hypotheses. In the article
selected for the Special Issue, the authors considered
a particular criterion to assess the “simplicity” of each
explanation, with the goal of preferring the simplest
explanations. As a measure of the quality of an expla-
nation, its degree of arbitrariness is adopted, which is
the number of arbitrary assumptions that have been
made to derive the explanation. The explanations hav-
ing no arbitrariness, called constrained, are the best
ones. This article presents a technique to compute
constrained explanations, which consists in rewriting a
given theory along with some observations into a dis-
junctive logic program with negation, so that the con-
strained explanations correspond to a subset of the
program’s stable models. The approach is particularly
appealing in that it makes it possible to leverage off-
the-shelf ASP solvers to compute constrained
explanations.

In the article titled “A Framework for Reasoning about
Uncertainty in Ontologies,” Raddaoui, Jabbour, and Ma
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propose a logic-based argumentation framework that
provides different mechanisms to reason over DL ontolo-
gies affected by uncertainty, inconsistency, and incoher-
ence. Indeed, most inconsistency-tolerant semantics
assume inconsistency comes only from the data, while
the ontology is fully reliable. Little work has considered
also the ontology as a possible cause of inconsistency—
e.g., Eiter et al.21 and Lukasiewicz et al.22 extendeded the
AR, IAR, and ICR semantics by allowing not only atoms
from the database to be removed to restore consistency,
but also ontological axioms. In the article selected for the
Special Issue, the authors considered the scenario where
knowledge can be uncertain (i.e., confidence degrees are
associated with statements), inconsistent (i.e., the data-
base together with the ontology do not admit anymodel),
and incoherent (i.e., there is no database satisfying the
ontology). The authors proposed different new semantics
that can tolerate such general conflicts and study their
relationships. More specifically, query entailment can be
based on the classical semantics, the IAR semantics fam-
ily, the cardinality based family, and the agent preference
semantics, which allows the proposed framework to be
applied tomultiagent systems.

In the article titled “Approximating Region
Boundaries Based on Qualitative and Quantitative
Information” by Long, Sioutis, Li, Meng, and Li, the
authors tackled the problem of approximating
spatial regions whenever uncertain, incomplete, or
inconsistent/contradictory spatial information is
involved. This topic has important potential practical
applications in AI, as place descriptions are used in
everyday communication as a common way to con-
vey spatial information.23 Generating geometric rep-
resentations out of natural language descriptions
could facilitate decision-making in many situations,24

e.g., automatically generating a plausible map in
emergencies starting from text descriptions
concerning fire reports that are provided via mobile
devices. Moreover, approximating spatial regions
naturally extends to domains and applications that
make use of spatiotemporal reasoning with uncer-
tain knowledge.25,26 In the article selected for the
Special Issue, the authors devised a method to gen-
erate region approximations based on rough qualita-
tive direction and distance information. To this end,
they make use of both symbolic representation and
reasoning frameworks and machine learning techni-
ques, trying to leverage the strengths of both para-
digms. Experimental results show that the proposed
technique can approximate target regions quite
effectively and efficiently. It would be interesting to
see how the proposed approach can be applied to
practical scenarios like mobile robot navigation.27

In the article titled “Model-Driven Development of
Service Robot Applications Dealing with Uncertain
Human Behavior” by Lestingi, Bersani, and Rossi, the
authors dealt with the uncertainty that robots will
face in those highly variable and unpredictable set-
tings emerging from robot–human interactions. This
research area is timely and important, as robots are
rapidly evolving from mere high-performing industrial
equipment to sophisticated machines making deci-
sions in delicate and uncertain situations, and they
are bound for deeply transforming the service sector,
even healthcare and home assistance.28 Although
robots are already employed in such environments,
they are still not fully integrated in the service set-
tings, because they are highly demanding due to the
high variability related to the human behavior that is
unconstrained. The authors tackled this problem by
proposing a model-driven framework for the develop-
ment of interactive robotic scenarios in service set-
tings. The framework proposed relies on a state-based
formalism, and via formal analysis can reliably esti-
mate the probability of success of human–robot inter-
actions; this provides sound mathematical guarantees
of human wellbeing preservation throughout the inter-
action and timely mission completion despite the
inherent uncertainties of the settings. This is also
achieved via a novel automata learning algorithm pro-
posed by the authors, which allows for a refinement of
the human model based on data collected at runtime,
and this reduces that the impact of the setting’s
uncertainties at design time. The interesting aspect is
that the framework is organized so to be accessible
also to designers without expertise in formal model-
ing. The experiments conducted by the authors show
that their framework aided the analysis and deploy-
ment of interactive robotic tasks with different cate-
gories of human subjects, which have successfully
been completed with very high probability.

Finally, in the article titled “Machine Learning from
Crowds Using Candidate Set-Based Labelling” by
Be~naran-Mu~noz, Hern�andez-Gonz�alez, and P�erez, the
authors investigated the quite interesting problem of
learning a classifier when there is uncertainty on the
labels. More specifically, they investigate crowdsourc-
ing in machine learning, which consists in asking to a
group of annotators to label the training set for a clas-
sification learning task, which is a cheaper alternative
to expert annotators.29 However, as one might expect,
learning from crowd-labeled data involves dealing
with its inherent uncertainty and inconsistencies.
Learning classifiers from crowd-labeled data is a task
grounded in two subtasks: estimating the real labels
by aggregating the inconsistent labels provided by the
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annotators, and actually learning the classifying
model. These two subtasks can be executed one after
the other, or jointly.30 Traditionally, in the context of
crowd-labeled data, each annotator provides a single
label for each example in the dataset (called full label-
ing). However, a single label might not capture the
annotators’ doubts. Hence, it is proposed a scheme in
which annotators are allowed to state multiple labels
for the same data, and in this way more information
can be extracted, even from the annotator’s uncer-
tainty. The basic assumption is that, for each example
of the dataset, among the labels provided there is
always the real one. The authors of this article go even
further by relaxing this assumption and they introduce
the concept of candidate labeling. They conduct a
deep analysis of the proposed framework proposed
and substantiate with experiments that candidate
labeling seems to gather more discriminative informa-
tion than full labeling. They are in fact able to show
that candidate labeling can produce classifiers whose
performance is no worse than using full labeling, even
with fewer annotators or with lower expertise annota-
tors. Using candidate labeling would hence be a way
to have systems capable of learning from their interac-
tion with humans even in presence of uncertainty.
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