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Abstract—Ventilated intensive care patients represent a sizable
group in the intensive care unit that requires special attention.
Although intensive care units are staffed with more nurses per
patient than regular wards, the situation is often precarious.
A situation that has become more acute during the COVID-
19 pandemic. Weaning from mechanical ventilation as well as
the limited communication abilities pose substantial stress to
the patients. The incapability to impart even basic needs may
negatively impact the healing process and can lead to delirium
and other complications. To support the communication and
information of weaning patients as well as to foster patient
autonomy, we are developing a smart environment that is tailored
to the intensive care context. While the provision and connection
of smart objects and applications for this purpose can be time-
consuming, self-organization and self-explainability may present
helpful tools to reduce the effort.

In this paper, we present a framework for self-explaining and
semi-automatically interconnected ensembles of smart objects
and ambient applications (that are integrated into smart spaces)
used to realize the assistive environment. Based on a description
language for these components, ensembles can be dynamically
connected and tailored to the needs and abilities of the patients.
Our framework has been developed and evaluated iteratively and
has been tested successfully in our laboratory.

Index Terms— smart object guidance, self-explainability, me-
chanical ventilation, human-centered design, augmentative and
alternative communication

I. INTRODUCTION

Mechanical ventilation forms a cornerstone of modern in-
tensive care therapy. Due to the severity of diseases, the ac-
celerated use of technology and comprehensive interventions,
intensive care is characterized by a high degree of complexity
and forms a highly specialized setting for the treatment of the
most seriously and critically ill patients. While the intensive
care unit (ICU) setting has a higher nurse-patient ratio than
general wards, staffing is still precarious: the recommended
1:2 ratio is often not feasible in Germany, particularly during
night shifts [1]. This situation has recently become even more
acute due to the COVID-19 pandemic, but has also become
more prominent in public awareness.

A critical phase is the weaning from mechanical ventilation,
where the body has to re-adapt to breathing on its own. This
process may last from minutes to days or even weeks, a
duration that is hard to predict.
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Weaning can be a lengthy and stressful process that puts
a lot of strain on patients, both physically and psychologi-
cally. Additional stress can be caused by the limited ability
to communicate. This limitation can also lead to patients
being treated worse because they are unable to impart their
needs adequately [2]. An empirical study indicates that the
needs and symptoms of ventilated patients are inadequately
recognized by the staff [3]. If these needs and symptoms
are not recognized in a timely manner or are insufficiently
recognized, the risk of complications such as delirium may
be increased and the weaning process may be more difficult
and prolonged. On the other hand, positive communicative
activities with ventilated patients have been linked to improved
patient-related outcomes [4], which emphasizes the need for
augmentative and alternative communication (AAC).

In AAC, a distinction can be made between high-tech and
low-tech solutions. While low-tech devices are considered
inappropriate since they do not take the holistic impact of
impairments of patients in intensive care units into account [5],
high-tech approaches may provide a complex and potentially
expensive solution tailored to very specific needs. Without
training concepts and taking the staff’s processes into account,
this may imply a steep learning curve, both for the healthcare
provider’s staff as well as the patients.

The situation in the intensive care unit is contrasted by
the rapid evolvement of modern information and communica-
tion technology. Particularly, smart spaces have evolved from
promising research projects to products assisting users in their
everyday lives. Integrating smart objects in patient rooms may
provide a convenient way to increase patient autonomy but
may also assist caregiver’s tasks. Decoupling and dynamically
composing input and output of smart devices further allows
for a needs-based provision of interaction techniques tailored
to the abilities and preferences of the patients. Due to the
heterogeneous user group of intensive care patients and their
specific impairments and abilities, a single input device likely
cannot address every situation, so that decoupling interaction
from device and application logic and an individual provision
of device ensembles comes to the fore.

In this paper, we present a framework that forms the basis
of an ambient interaction space that is developed within the



scope of the research project ACTIVATE! and that supports
communication and fosters re-orientation of intensive care
patients. By providing basic information about time, location,
etc., we intend to reduce the disorientation caused by the
medical condition. Additionally, the framework offers the
possibility to control ambient devices (such as smart lighting)
as soon as the patient’s situation allows it.

The central component of the ACTIVATE system is the
patient application, an application that provides a user interface
for the intensive care patients informing them about the place
and time, the nursing staff and their situation. The application
further allows patients to impart their needs and currently
provides a menu for the control of smart lights (as an example).
In doing so, we hope to overcome the information deficit
and to improve the patients’ communication skills. Thereby,
we aim to reduce the patients’ stress caused by the overall
situation (illness, medication, weaning, etc.), to achieve a
better treatment, to make nurses more confident, and reduce
their load.

In principle, our framework supports the integration of any
(wireless) interaction device, controllable smart object, and/or
ambient application. Note, that we refer to applications that are
used within smart environments as ambient applications and
that we refer to groups of connected devices and applications
as ensembles. Ensembles can be compiled by the staff based
on the patient’s medical condition and their preferences. While
providing and connecting these ensembles can be complex and
time-consuming, clinics do not employ technical experts that
could undertake this task.

We consider a semi-automatic interconnection of the com-
ponents a useful tool to reduce the effort and integrated this
approach in our system. In doing so, the staff only needs to
select devices and applications that shall be connected to form
an ensemble and the connections are self-organized by the
system following the plug-and-play paradigm.

Since we were not able to identify any appropriate device
for the use in an intensive care bed, we developed and inte-
grated BIRDY (Ball-shaped Interactive Rehabilitation Device),
a novel device for in-bed interaction and the special constraints
of typical weaning patients (cf. [6]). We further identified
possible device candidates that could potentially be used by
intensive care patients with more comprehensive cognitive and
physical skills in later phases when providing minor hardware
changes or when used as disposable devices. Most promising
candidates were the Litho controller?, the Kai controller®, and
the Leap Motion*. These devices were also integrated in the
ACTIVATE system using our framework.

While dynamically connecting smart objects and ambient
applications allows for solutions tailored to the needs and
respective tasks, it obfuscates the interaction and requires
patients to learn its control patterns. An automatic generation
and provision of instructions may be used to guide users

Uhttps://projekt-activate.de/en/

Zhttps://www.litho.cc/

3https://kai.vicara.co/
“https://www.ultraleap.com/product/leap-motion-controller/
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throughout the usage of the interactive space provided by
our framework. This self-explainability is achieved by merg-
ing and processing structured self-descriptions of respective
components to generate manuals and tutorials on-the-fly, di-
rectly describing input actions and the respective expected
effect. Since existing description languages of smart objects
are insufficient to address self-explainability of dynamically
interconnected ensembles, we previously designed the Smart
Object Description Language (SODL) to be able to describe
capabilities of smart objects and ambient applications as well
as interaction possibilities [7].

Our contribution presented in this paper consists of (1) an
extension of our previous work on self-explainability in smart
environments to be applicable in the intensive care context,
(2) the provision of self-descriptions using SODL as well
as (3) the integration of all relevant components (interaction
devices, patient application, and output devices). We use the
framework to address the following research questions: Can
self-explainability improve the descriptiveness of dynamically
connected ensembles when used in an intensive care context?
Does the semi-automatic connection present a useful process
and can it reduce the effort required to provide ensembles to
patients?

II. RELATED WORK

The extensive insights and findings of various other ap-
proaches including low- and high-tech solutions to overcome
the communication barrier in intensive care have been sum-
marized in the literature [5].

Low-tech approaches are considered inappropriate for the
ICU due to the lack of consideration for the holistic impact
of intensive care patients’ impairments [S]. More advanced
solutions may be adapted to the situation and context and
may, for instance, cover specialized content and speech syn-
thesis. Typical approaches are adapted from digital AAC
communication boards (falkers) and often rely on either touch
input or gaze control. Yet, these devices are not specifically
designed for use in the intensive care context and thus are
not focusing on in-bed usage, meeting sanitary regulations,
coping with typical limitations and impairments of intensive
care patients, or addressing the weaning phase in particular.
Notably, a prototype of a communication system for intensive
care patients including a specialized device to control the
system has been developed [8]. However, the research is still
in an early-stage and only few information has been presented
up to now.

Regarding ubiquitous environments, an organic computing
middleware that introduces self-* features has been proposed
to cope with increasingly complex computer systems and
setups [9]. The middleware is based on a Monitor-Analyse-
Plan-Execute (MAPE) cycle to provide self-configuration, self-
optimization, self-healing, and self-protection features. While
the presented architecture is similar to our approach in that
it uses a feedback cycle to react to changing situations,
the middleware is not focused on self-explainability or the
provision of usage instructions.



TABLE I
REQUIREMENTS FOR THE FRAMEWORK REALIZING THE AMBIENT INTERACTION SPACE

ID Requirement Note

NFR-1 Interactions and their effect must be immediately clear Weaning patients often have only short responsive phases

NFR-2 Patients should be instructed by the system whenever feasible Reduce the effort, mismatch responsiveness and staff presence
NFR-4 Interaction alternatives should be provided and individually selected Special vulnerable group of users with limitations and disabilities
NFR-5 Tutorials that guide the users should be implemented Suitability for learning, mismatch responsiveness and staff presence
NFR-7 System components and ambient devices should be self-descriptive Particularly relevant when an interaction option becomes unusable
NFR-8 The system must be error-tolerant Reduce the effort, ensure continuous operation

NFR-9 The system should function as automatically as possible Reduce the effort, ensure continuous operation

NFR-10 ~ Components should be easily replaceable Reduce the effort, ensure continuous operation
FR-8 Unintended input should be filtered if possible When unconscious or unaware of the system’s features, particularly

during early weaning
FR-14/16  The system architecture should allow the integration of potentially = Control the system, manage a feelgood atmosphere

usable interaction & output devices as well as smart room components

Self-explainability capabilities have been discussed as a
requirement for intelligent environments with a focus on
intelligent assistance processes [10]. Arguably, explanations or
intrinsic behavioural intuitiveness of assistance processes can
improve their acceptance, particularly for intelligent systems
that perform barely foreseeable or unexpected actions.

Recently, a conceptual framework based on different lay-
ers of explanations has been proposed to provide self-
explainability capabilities [11]. To explain actions and their
cause, cause-effect relationship models are transitively com-
bined to cause-effect chains. Based on these concepts, the
authors further present a case study where explanations are
added to a robot controller.

While this approach is focused on describing the general
behaviour of digital systems online and not only addresses the
users but also other persons (indirectly) involved, interactions
and further steps required to control the respective systems
play only a subordinate role. In contrast, our approach is more
focused on explaining the interaction perspective, which is
particular relevant when decoupling input and output com-
ponents. Consequently, explaining physical interactions and
the corresponding system behaviour becomes more relevant.
Furthermore, the authors do not provide a concrete description
format for such actions.

III. METHOD — HUMAN-CENTERED DESIGN

A successful deployment of the ACTIVATE system depends
largely on the acceptance of the stakeholders, especially pa-
tients and nursing staff. Acceptance depends, among other
things, on whether the expected benefit exceeds the additional
effort required when using the system and whether the needs
and peculiarities of the users are adequately taken into account.
Consequently, we regard the consideration of the needs of
potential users already during development as well as a focus
on usability as crucial factors. Hence, our development follows
the Human-Centered Design process (HCD) as specified in
DIN EN ISO 9241-210.
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In ACTIVATE, we reviewed the literature and conducted
qualitative user research (particularly, interviews and focus
groups with the target user groups) to generate data-driven
user personas and corresponding problem scenarios specifying
the context of use [12]. We discussed and refined these
results and examined their implications in further workshops.
Based on these insights, we finally specified requirements
for the system. Following the principles of the HCD process
we designed the overall system (including the framework)
iteratively and constantly discussed and evaluated our designs
with interdisciplinary experts, including nursing scientists and
practitioners.

IV. REQUIREMENTS AND DESIGN CHOICES

In our previous work, we identified key criteria, barriers
and enablers and requirements for our system supporting
patient communication in intensive care [13]. Here, we focus
on the non-functional and functional requirements that are
particularly relevant for the framework realizing the ambient
interaction space that supports patient communication, infor-
mation and early autonomous control of ambient devices (see
Table I).

Note that limited (time) resources of the staff, as
well as the reduced cognitive skills and short conscious-
ness/responsiveness phases of intensive care patients, are key
aspects that particularly impact acceptance and usability of the
system. Towards this end, self-* characteristics may present
useful features. In this paper, we focus on adaptivity and self-
explainability to address the requirements linked to descrip-
tiveness and a dynamic integration of the respective compo-
nents. While self-organization plays a subordinate role for our
use case focusing on the patient application, it may greatly
reduce the effort for the staff in more complex scenarios.
Regarding the degree of autonomy, we argue that an inter-
mediate autonomy realized by a semi-automatic connection of
respective components is preferable over a full autonomy due
to the domain-specific restrictions (cf. Section VI).
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Fig. 1. Descriptions for an example ensemble using BIRDY, the patient application, and smart lights, along with suitable connections that define the controls.
Descriptions cover a general section, state groups, as well as interaction primitives and output options. Note that various other interaction devices and smart

room components can be used, too.

V. A DESCRIPTION LANGUAGE FOR (VIRTUAL) SMART
OBJECTS

We previously developed a human and machine-readable de-
scription language for smart objects and ambient applications,
called the Smart Object Description Language (SODL), that
is used by our framework to form connections and generate
instructions. Refer to [7] and [14] for more details on the
language, as well as the framework in general.

Note that we focus on the interaction. Thus, SODL covers
only the control of the applications (e.g., navigation) and
possible actions used to control further devices (e.g., pressing a
button in the application to switch smart lights). As a result, we
describe only the interfaces of ambient applications in terms of
input, output, and basic system behavior, like selecting menu
elements.

All components currently used within the ACTIVATE sys-
tem and that participate in an ensemble via our framework
are described using SODL. This includes BIRDY, the Leap
Motion, the Litho controller, the Kai controller, the patient
application, and smart lights. A complete version of the
descriptions is available online®. The self-descriptions of these
components are explained in the remainder of this section.

The patient application is an ambient application and is
described as a virtual device that is categorized as an app.
It consists of an input and an output component. On one
hand, the menu component’s actions cover the navigation to
the left and the right as well as a selection of the current
element. A corresponding state group is defined with states
for these three actions. The states are controlled using the
connected interaction device (e.g., BIRDY). On the other
hand, the patient application can provide menus for controlling
hardware in the environment, currently supporting different
types of smart lights. The menu entries are described as virtual

Shttp://www.ambient.uni-luebeck.de/projects/activate/sodl/sodl.html
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input in the self-description. For this purpose, the description
contains state groups for each virtual input.

The smart lights are described as a stationary smart ob-
ject that provides state groups for the power state, discrete
colors, and brightness levels, but also continuous ranges for
brightness, hue, and saturation. Several goals (e.g., change the
saturation), required tasks, state transitions, and concrete states
are described in detail.

BIRDY is described as a portable input device that currently
provides three gestures but can be extended to cover more
gestures when realized. The self-description contains state
groups for these gestures, the gesture’s name, and the physical
actions required to perform the gestures (e.g., to trigger the
roll left gesture, rotate the device to left by 60 degrees, and
afterward, rotate it back to the original position).

The other interaction devices are also described as portable
input devices that cover the respective gestures of the devices.
Their self-descriptions are structured correspondingly.

Figure 1 illustrates self-descriptions and indicates connec-
tions for an ensemble consisting of BIRDY, the patient ap-
plication, and a smart light. Each description consists of three
sections, a general section, state groups reflecting the behavior,
and a task analysis that is used to describe the interaction in
greater detail.

VI. A FRAMEWORK FOR SELF-EXPLAINING ASSISTIVE
ENVIRONMENTS

Based on the self-descriptions written using SODL and re-
flecting the described requirements, we extended our previous
work on a framework for self-explaining ambient applications
and devices, called Ambient Reflection [15]. While the frame-
work is capable of addressing many of the requirements, some
modifications and extensions are needed to meet the given
requirements.

Ambient Reflection is able to collect the self-descriptions of
all components in the same network segment, to dynamically
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Fig. 2. System overview of the framework for exemplary connections between
BIRDY, the patient application and the smart lights. After a discovery (1), the
description mediator collects self-descriptions (2) and performs the matching
as well as the rendering of instructions (3). Finally, the connection information
is sent to the components (4) and the rendered instructions are delivered to
components capable of presenting it (in this case the patient application) (5).

connect these components, and to ultimately provide merged
overall descriptions for these dynamically connected ensem-
bles. It is able to automatically create, restore and sever device
connections as well as to replace (parts of) ensembles to keep
the users able to solve their tasks.

While the underlying concept of Ambient Reflection is
protocol-agnostic, the Java-based reference implementation
makes use of either of two protocols: Devices Profile for Web
Services (DPWS) and Universal Plug and Play (UPnP).

The framework consists basically of two components. First,
devices and applications that are directly integrated using
the Smart Object Library or use an API to bridge non-
compliant or legacy objects or applications into the framework
by connecting to the Virtual Device Daemon (VDD). Second,
the description mediator used to mediate the devices and ap-
plications into ensembles based on their reflected functionality
as well as to generate manuals and to inform the respective
components about both. Figure 2 illustrates these components
which are further described in the remainder of this section.

A. Description Mediator

The description mediator is the central component of the
framework and is used for the mediation of smart objects and
ambient applications. It handles the discovery, collects self-
descriptions (based on SODL) of the respective components,
identifies possible connections, and finally informs the devices
and applications about the connections. After being informed,
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they are then capable of communicating directly with each
other. The description mediator further generates and dissem-
inates instructions to devices capable of rendering them.

Generally, the mediation process can be run automatically
considering different extensible rules and quality criteria [16].
It is based on the self-descriptions of the respective input and
output devices and identification of the interaction primitives
as well as the output operations. The mediator searches for
tuples of interaction primitives and output operations and
matches them by using a goodness function that takes the rules
and criteria into account. Due to the computational complexity,
a probabilistic method is typically used for this process.

The description mediator also features a REST interface
that can be used to configure certain options and to request
information about collected devices, their descriptions, the
mediated connections, etc.

Patients must not be able to control the system of other
patients. In other words: components that are part of an ensem-
ble must not be connected to another ensemble. Thus, certain
restrictions are required when mediating the components.
Hence, we extended the description mediator, in particular the
matching process, to respect predefined assignments of interac-
tion primitives to output operations and predefined ensembles
that are allowed to connect for this use case. We extended
the REST interface to configure the description mediator and
further introduced a database to store these configurations
persistently.

Consequently, the mediation can be controlled by providing
a configuration (containing either a tuple of an interaction
primitive and an output operation or pre-selected devices)
allowing for a semi-automatic connection of device and ap-
plication ensembles, for instance, by scanning QR codes
and sending the configuration to the description mediator.
We prototypically realized this option, where nurses use a
smartphone to scan QR codes of the devices involved in an
ensemble. An additional system component is informed about
the scanned components and identifies known devices and
connects them in a preset way (e.g., the Roll Left Gesture
of BIRDY is always connected to the Navigate Left operation
in the patient application). Devices that are not further known
or configured are also taken into account and are automatically
connected by the mediator respecting the given ensemble. This
means, that an interaction device of a patient will still only be
connected to the patient application of the same patient but a
mapping of the input techniques to the control of the patient
application is open to the mediator and based on the present
rules.

B. Smart Object Library and Virtual Device API

To integrate smart objects into the framework, the Smart
Object Library is used. The programming interface provides
a factory pattern to create, initialize, and run smart objects in
terms of Ambient Reflection and is also realized using Java.
It is responsible for network communication and can process
invocations for interactions or for non-interaction-related mes-
sages (miscellaneous messages) using an event bus. Besides,



the library also handles the exchange of messages relating to
the connection configurations, and the self-descriptions.

We used the Smart Object Library to integrate BIRDY as
well as the Leap Motion into Ambient Reflection (further
devices are integrated using the Virtual Device API, see
below). Since most of the code for BIRDY is written in C/C++,
we relied on SWIG? to provide a Java interface that in turn is
used to provide the smart object to the framework.

To make sure miscellaneous messages are processed cor-
rectly, developers can provide a schema for their messages
which can be used to validate incoming messages and fi-
nally parse the content. We defined message schemas for
the messages exchanged between our input devices and the
patient application. This includes battery states, calibration
information, lock/unlock states, activities, configurations, and
the connection state to the devices (e.g., check whether BIRDY
is still paired and alive).

Notably, the patient application is implemented using
JavaScript and particularly, Vuejs’. It is served in a web
browser and thus, cannot easily connect directly to Ambient
Reflection. Instead, we developed a bridge between these two
worlds by introducing a component, called the Virtual Device
Daemon (VDD), that runs in the background and connects to
the framework. To communicate with the web application, the
daemon routes messages through web sockets.

For a simple integration, we developed a set of different
libraries (currently supporting JavaScript, Python and C#)
that handle the connection to the daemon. While the patient
application makes use of the JavaScript API, we relied on
the libraries for Python, and C# to integrate some of the
alternative interaction devices, including the Kai controller and
the Litho controller. Notably, the API is easily extensible and
other programming languages can be supported effortlessly.

VII. PROOF OF CONCEPT AND EVALUATION

Our framework forms the basis of the overall system real-
ized within the research project ACTIVATE. The framework,
its libraries, and APIs have been used and self-descriptions
for the devices have been created by the team to integrate and
describe the mentioned interaction devices, the smart lights,
and the patient application.

The system was iteratively developed and formatively eval-
uated. We extensively and repeatedly discussed design choices
with our team as well as other experts and peers and adapted
the system accordingly and finally agreed on a consensus of
its realization. In total, more than 20 experts in the fields of
nursing and computer science, hard- and software engineering,
as well as human-computer interaction and psychology were
involved during the human-centered design process.

Finally, we conducted a semi-structured focus group inter-
view with four participants (two ICU nursing practitioners
and two HCI experts). During the interview, they created
and released ensembles using the semi-automatic connection

Shttp://swig.org
Thttps://vuejs.org
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process based on predefined evaluation tasks. The latency and
ease of use were positively mentioned by the participants.
They also stated that the complex issue of connecting ensem-
bles is appropriately simplified by our process. The concept
of self-explainability and generated tutorials was considered
useful. While interactive tutorials were favored over static
instructions, combining tutorials and oral instructions by the
staff were preferred overall. The participants noted that tuto-
rials should be designed to carefully and gradually increase
task difficulty. Several minor improvements were proposed
(regarding wording, icon design, and color coding for QR
codes as well as warning modals) and will be integrated in
the future.

The dynamic interconnection realized by our framework
allows for an integration of any (wireless) interaction device,
controllable smart object, and/or ambient application. Hence,
NFR-4, as well as FR-14 and FR-16 are met by our sys-
tem. The self-explainability provided by the self-descriptions
of respective components and the generation of instructions
(and tutorials in the future) directly address the requirements
NFR-1, NFR-2, NFR-5, and NFR-7. However, further work
is required to integrate instructions directly in the patient
application. The ability of Ambient Reflection to re-create
device connections, to cope with lost devices and to re-
organize the ensembles, as well as the persistent storage
of configurations support NFR-8. The semi-automatic and
dynamic interconnection addresses NFR-9 and NFR-10. FR-
8 depends on the interaction technique and device but can
further be improved by the interplay of several components.
For instance, a lock screen and an unlock gesture can be
used to reduce unintended input. We address this requirement
by providing a message channel to exchange miscellaneous
information between the components. In summary, our system
addresses the described requirements and respects the nursing
processes discussed with the domain experts.

The system is capable of dynamically connecting the pro-
posed components and generates manuals that can be used to
instruct users about the usage. As a proof-of-concept, we used
an HTML rendering engine [14] to generate these manuals
and render them in a web browser (see Figure 3). While these
instructions already provide a benefit for users when (first)
confronted with the system, the self-descriptions of the overall
system could be used in interactive tutorials directly integrated
in the patient application. In doing so, the tutorials can respect
the potentially limited cognitive and physical skills of weaning
patients and may ensure high usability.

VIII. CONCLUSION

In this paper, we introduced a framework for dynamically
connected, self-explaining systems that forms the basis of the
research project ACTIVATE. Based on previous work on a
description language for smart objects and a framework for
self-explaining device ensembles, we developed a system that
is applicable in the intensive care domain. The framework
is used to realize a self-explaining smart interaction space
consisting of smart objects as well as an ambient application,
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rendered inside a web browser.

namely the patient application used to present a graphical
user interface to the patients. We also integrated a specialized
interaction device that is designed for in-bed usage in the
intensive care context, namely BIRDY, in our system.

Our system is capable of organizing ensembles of smart
objects and applications by dynamically connecting them
to control each other. A semi-automatic connection process
allows for an easy provision of device and application en-
sembles tailored to the needs, abilities, and preferences of the
critically ill intensive care patients. It further allows for the
generation of usage instruction for these ensembles, which
include the interaction techniques, controls of applications,
and output devices. While these insights indicate positive
outcomes regarding the research questions, further work is
required to ultimately assess the impact of our framework and
the proposed processes.

The next steps are implementing and testing interactive
tutorials in the patient application. They are supposed to in-
clude graphical representations to animate gestures for BIRDY,
illustrate interaction techniques of the other identified input
devices, and depict the menu navigation (system response).

We are currently preparing the evaluation of the framework,
the overall ACTIVATE system, and particularly the generated
instructions in a clinical setting and also ultimately in practice
in a comprehensive field study. In doing so, we plan to evaluate
the effects of supported communication on weaning patients
and the nursing staff.
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