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Abstract—Microarchitectural side channel attacks have been
very prominent in security research over the last few years.
Caches proved to be an outstanding side channel, as they
provide high resolution and generic cross-core leakage. All
major cryptographic libraries provide countermeasures to
hinder key extraction via cross-core cache attacks by now.
In this paper, we analyze implementations protected by
prefetch-based countermeasures aimed at preventing well-
known cache attacks, and highlight the circumstances caus-
ing them to remain vulnerable. Further, we craft a novel
attack technique that precisely synchronizes the attacking
and the victim processes, enabling the attacking process to
evict the target data from the cache at the desired instants.
One key improvement of our approach is that it provides
unprivileged attackers with a method to remove specific data
from the cache with a single memory access and in absence
of shared memory by leveraging the transient capabilities
of TSX and relying on the L3 replacement policy. We show
the feasibility of our approach by extracting an RSA key
from the latest wolfSSL library and an AES key from the
T-Table and S-Box implementations included in OpenSSL
with CACHESNIPER. Both libraries implement prefetch-
based methods as a protection against cache attacks.

1. Introduction

In the age of cloud computing and online services,
multiple processes run simultaneously on shared hard-
ware. For example, many tenants can run their virtual
machines on a single host. The execution of any appli-
cation interacts with the microarchitectural elements of
the processor, changing their state. Since it is possible to
measure and influence this microarchitectural state, it can
be used as a side-channel to infer the secrets of a victim
process [1]-[8].

Among all the microarchitectural elements that can
be exploited to break security assumptions, such as the
isolation between processes, the cache memory plays one
of the most significant roles. It is a shared resource that
provides fine-grained temporal and spatial information.
Cache attacks have been very prominent in research over
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the last few years. They target cryptographic implementa-
tions, retrieving ECDSA, RSA and AES keys, and break
the isolation between virtual machines (VMs) [9]-[17].
Other attacks infer keystrokes, spy on user behavior, steal
SGX enclave keys and many more [18]-[20].

As a direct response to the threat imposed by microar-
chitectural attacks, many different countermeasures have
been proposed. Preemptive countermeasures try to help
in the hard task of designing leakage free code [21]-
[24]. Hardware based countermeasures either design or
take advantage of hardware features to avoid the leakage.
Finally, detection based countermeasures accept that vul-
nerable applications exist and try to determine whether
there is an attack going on by analyzing the state of the
system [25]-[30]. In this paper, we will focus on the
preemptive countermeasure of prefetching.

Prefetching or cache warming is used as a strategy
to improve performance as well as preventing attackers
from observing the cache state in cache attacks [12], [31]-
[34]. For example, a prefetching strategy was included
in the AES S-Box implementation of OpenSSL 1.0.0a
and beyond: The S-Box is loaded into the cache before
executing each round [35], [36]. If the attacker tries to
retrieve information from the cache lines holding the S-
Box during the execution of any intermediate round or
after the encryption, she will only observe cache hits. Con-
sequently, she would not be able to distinguish whether
those accesses occurred due to the actual utilization of the
line or due to the load in the prefetch stage [35].

While prefetching as a countermeasure against cache
attacks may not be generally considered completely ef-
fective by researchers [37], it is still widely deployed in
real-world applications. To the best of our knowledge,
no previous work has proved that it can be completely
bypassed by unprivileged cache attacks. Many promi-
nent and current publications have either exploited the
intra-core resource sharing of simultaneous multithread-
ing (SMT) [8&], [38]-[40] or the ability of privileged
attackers to interrupt the execution of SGX enclaves to
attack different cryptographic implementations [41]-[44].
While these scenarios match a cloud setting or a trusted
execution environment threat model, these attackers are
so powerful that several cryptographic libraries, including
OpenSSL, now ignore them: The cost of protecting against
them is exuberant and arguably not justified in scenarios



where the attacker already controls the OS (which may
simply be worse than the attacks) [45]. On the contrary,
CACHESNIPER requires no elevated user privileges or
system setup, and thus poses a real threat to running
cryptographic service using state of the art libraries.

Contribution. In this work, we show that a classic user-
level cache adversary can overcome a prefetch protection
by solving four challenges: (1) The attacker needs to be
able to detect when the victim is running the target algo-
rithm. (2) She has to determine the time window between
the detection of the target algorithm and the utilization
of the target data. (3) At exactly the right instant, she
needs to evict the target data from memory. (4) As in
previous attacks, she then needs to recover the information
about a potential access of the victim algorithm. Our work
contributes the following:

« We analyze different methods to tackle these chal-
lenges and evaluate which work best by testing with
a synthetic benchmark.

« We then use the outcomes of the analysis to craft
CACHESNIPER, a novel attack technique that allows
a user level attacker to leverage tiny windows of
opportunity.

o« CACHESNIPER achieves high precision by combin-
ing a TSX transaction to precisely determine the vic-
tim process’s state, the corresponding abort handler
to directly conduct the attack, and fast and accurate
eviction techniques to get data from the cache.

e We show in realistic experimental setups the fea-
sibility of side channel last-level cache attacks
against prefetch-protected implementations by re-
trieving keys from AES and RSA implementations,
both from real world libraries.

We demonstrate the success of CACHESNIPER by retriev-
ing keys from protected AES and RSA implementations,
both from real world libraries. This shows that last-level
cache attacks against protected implementations are still
possible even without special privileges. The code for
CACHESNIPER and our benchmark experiments is avail-
able at https://github.com/greenlsi/CacheSniper.

Disclosure. We responsibly disclosed to both wolfSSL
and OpenSSL on June 22nd and 23rd respectively.
OpenSSL did not issue a CVE since CACHESNIPER falls
outside their threat model [45], eventually the commu-
nication stopped after we analyzed their proposal of an
alternative AES software implementation. WolfSSL im-
mediately issued CVE-2020-15309 and proposed a fix for
the vulnerability, which we tested and acknowledged. It
will be part of the next wolfSSL release.

2. Preliminaries

This section introduces some basic concepts on cache
memory, cache attacks and transactional execution that are
of key importance in order to understand the proposed
technique and its differences to previous approaches.

2.1. Cache architecture

Caches are small memory blocks located between the
processor and the main memory, specially designed to re-
duce the gap between processor and memory throughput.
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Modern processors include caches that are hierarchically
organized; low level caches (L1 and L2) are core private,
smaller and closer to the processor (with reduced latency),
whereas the last level cache (LLC or L3) is bigger and
shared among all the cores. Intel processors traditionally
have L3 inclusive caches, in order to simplify the im-
plementation of cache coherency: All the data which is
present in the private low-level caches has to be in the
shared L3 cache.

Most modern processors include w-way set-associative
caches; a trade-off between directly mapped caches, usu-
ally with high cache miss rates, and fully associative
caches, with a very complex logic. The cache is organized
into multiple sets (s), each of them containing w lines
of usually 64 bytes of data. Many caches additionally
group the sets into slices. The location of each memory
block is derived from its physical address. The address
bits are divided into offset (usually the lowest-order 6 bits
used to locate data within a 64 byte line), index (log,(s)
consecutive bits starting from the offset bits that address
the set) and tag (remaining bits that identify whether the
data is cached). The slice number is computed by a hash
function f, which usually depends on some fixed bits of
the data. Slice selection mechanisms are often not public,
and effort has gone into reverse engineering them [46].

There is a noticeable timing difference between data
retrieved from the cache hierarchy (cache hit) and data that
has to be fetched from main memory (cache miss). In the
event of a cache miss, the new block has to be placed
in the cache. In this case, the replacement policy decides
which block is evicted from the cache set and thus, the
location of the new block within the set. A good replace-
ment policy is crucial for achieving good performance and
most manufacturers do not publish the implementation of
their replacement policies. In the case of Intel, their latest
replacement policy is known as “Quad-Age LRU” [47].
There have been several efforts to gain more insight into
the replacement policy of Intel processors [48]-[50] or
to study eviction strategies in order to improve cache
or memory fault injection attacks [51], [52]. Recently,
more concrete details about the replacement policy of all
the cache levels of modern Intel processors have been
published [53]-[55]. These works highlight that Intel’s
LLC replacement policy is deterministic: The eviction
candidate depends on the location of the data within the set
and the accesses to the blocks in the LLC. If data is loaded
from the L1 or L2 cache, the LLC eviction candidate does
not change.

2.2. Cache attacks

Cache memory was first mentioned as a side channel
in 1992 [56]. Since then, many different techniques have
been developed: Osvik et al. proposed the widely known
Evict+Time and Prime+Probe attacks, revealing the cache
sets accessed by the victim, and Gullasch et al. and
Yarom et al. developed a powerful attack that exploits
shared memory, which was later named Flush+Reload
[57]-[60]. From these attacks, the latter two are widely
used. Flush+Reload is popular due to its high resolution
and accuracy and Prime+Probe has very low requirements
regarding the attack scenario.



The Flush+Reload technique requires shared memory,
which means that the victim and attacker use the same
data during their respective execution. This can be met
by both using the same shared library, which is often
the case for libraries shipped with the operating system.
The attacker uses one instruction, such as cl1flush in
Intel processors, to flush the desired lines from the cache,
making sure the victim process needs to load them from
memory to use them. She then waits for a certain period
of time, giving the victim process time to execute. Then
the attacker reloads the data, measuring the time this
takes. If the victim process used the data, the reload time
observed by the attacker will be short. This attack is easy
to implement and provides precise information about the
data the victim process uses at cache-line granularity. As
for cryptographic implementations, this attack has suc-
cessfully retrieved AES, RSA and ECDSA keys [12],
[15], [59], [60]. After some successful attacks [12], [16],
[61], [62] showed how to recover secret information from
co-resident VMs, cloud vendors realized shared memory
poses a security risk and disabled it on their machines.

Lacking shared memory or a flush instruction, e.g.
when attacking from JavaScript [63] or in the afore-
mentioned cloud scenario, an attacker can leverage
Prime+Probe to extract sensitive information [9], [10].
Prime+Probe does not require special OS features, so it
can be applied to virtually any system. As a preparation
step for a Prime+Probe attack, the attacker needs to
construct an eviction set (a group of w different addresses
that map to one specific set in w-way set-associative
caches). Constructing eviction sets and dealing with miss-
ing address information as well as slice selection mecha-
nisms has been discussed extensively in the literature [9],
[14], [17], [52]. Both the Flush+Reload and Prime+Probe
techniques require precise timers, thus limiting the at-
tacker’s capacity to access these timers was considered a
valid countermeasure. This notion was proven incorrect
by Disselkoen et al., who designed a timer-less attack
that exploits TSX to retrieve the same information as
Prime+Probe attacks [64].

2.3. Transactional memory and Intel TSX

Intel TSX is an instruction set extension for x86
that supports Transactional memory and is available on
several CPUs starting with the Haswell microarchitecture.
Transactional memory enables optimistic execution of the
transactional code regions specified by the programmer.
The processor executes the specified sections assuming
that there is no conflict with other threads or CPU cores,
which might access or modify the same data. Trans-
actional memory reduces the need of mutual exclusion
mechanisms, using a local version of data and registering
a hardware-based callback mechanism in case a conflict
with other threads is detected. If the execution ends suc-
cessfully, the processor commits all the changes as if they
had occurred atomically, becoming visible to the remain-
ing processes. Otherwise, the transaction is canceled, all
memory changes are discarded and a callback function is
called. This process is known as an abort, and the callback
is known as an abort handler.

There are various reasons why a transaction may abort
in Intel TSX, but we particularly focus on the cache
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Figure 1. Diagram of the considered scenario for the attack against
protected cryptographic implementations. The only connection between
the attacker and the victim is the shared hardware.

related ones. Namely, a transaction aborts if data from
its “write set” is evicted from the L1 cache or if data
from its “read set” is evicted from the L3 cache [64],
[65]. These properties of the transactions have been suc-
cessfully exploited to carry cache attacks in cases where
timers are not available [64] or to break kernel address
space layout randomization (KASLR) without generating
interrupts from the operating system [66], [67]. They have
been leveraged to protect processes against cache attacks
[68] or even to prevent data input modification and thus
protect against the exploitation of double fetch bugs [69].

As a result of the discovery of the TSX Asynchronous
Abort (TAA) vulnerability [4], [70], different mitigations
were issued [71], [72]. TAA is similar to Microarchitec-
tural Data Sampling (MDS) and affects the same buffers.
It exposes data from either the current logical processor or
from the sibling logical processor when certain loads spec-
ulatively pass that data to dependent operations while the
asynchronous abort condition is pending in a transaction.
The MDS mitigation helps address the TAA vulnerability,
and starting with 8th and 9th Generations of Intel Core
processors it is mitigated in hardware [72]. Not all CPUs
are affected and therefore, not all of them need mitigation,
if they do, two options are possible; either TSX is disabled
or the CPU buffers are cleared. If TSX is disabled, root
privileges are required to enable it [71], [72].

In this work, we further explore the capabilities of
TSX for detection and synchronization of processes. This
makes TSX an enabler for some cache attacks against
implementations protected by prefetch-based countermea-
sures. Note that we focus on the LLC, thus clearing the
buffers does not affect our approach.

3. Attacker scenario

The scenario we consider for the analysis of the ef-
fectiveness of the countermeasures and to carry out the
different experiments is depicted in Figure 1. It tries to be
as realistic as possible and includes the following agents:
Server Executes the target process (encryption/decryp-
tion) upon a request from a client. While this is a simpli-
fied version of a real server process, it is enough to create
a realistic scenario for the attacks.

Client Sends requests to the server every 500us plus a
random time A € [0..100us]. This process tries to emulate
the behavior of a real network.

Attacker Monitors the cache to detect the exact times
when the target process (an encryption process) is running
so it can launch a precise attack.



> Eviction target T1

: function VICTIM_FUNCTION . function VICTIM_FUNCTION

> Eviction target T2
load table[secret]
: end function

load table[secret]

1
2
3: .
4: load table
5:
6
end function 7

Figure 2. Example for (a) vulnerable and (b) protected algorithm

Our main assumption is that the attacker and the victim
are using the same machine. The attacker has user-level
access to the server and no special rights or privileges,
She does not receive any input from the clients referring to
the instants they make the requests. She cannot physically
interfere with the machine or slow down or stop the victim
process. As our attack targets the LLC, the attacker and
victim may run on different physical cores.

4. Protected implementations as target

In this work we consider applications that prefetch
data in the cache or implement always-load strategies as
a countermeasure against cache attacks. The idea of both
approaches is the same: The developer tries to ensure that
an attacker cannot distinguish between data that is in the
cache because the application loads it as a precaution and
data that is in the cache because it is actually used.

4.1. Prefetch protected implementations

As explained in Subsection 2.2, an attacker in a cache
side channel attack tries to infer secrets from observed
cache access patterns. Prefetching helps to obliterate these
patterns by loading data or instructions regardless of their
actual utilization. When the time elapsed between prefetch
and the vulnerable access is actually lower than the time
required to measure the cache state, it makes virtually
impossible for an attacker to discern whether the observed
access is due to the prefetch or due to the (subsequent)
secret-dependent use by the victim.

To illustrate this idea we provide a simple exam-
ple scenario in Figure 2. The victim runs the function
victim_function, which executes some operations before
performing a secret-dependent access to a table. Assuming
table spans several cache lines, the attacker can gain
information about the secret by observing which cache
lines are accessed by the victim process. In the protected
version, the entire table is loaded into the cache in line 4
before the secret dependent access is performed in line 6.
Thus, each cache line spanned by the table is accessed at
least once, independently of the secret.

As a more realistic example, in the case of an un-
protected AES T-Table implementation, the attacker could
easily remove one line of the table from the cache, let the
whole encryption run, and later test the cache. Since the
probability of using that line is around 92%!', the infor-
mation about its actual utilization leaks information about
the secret key. On the contrary, as stated by a Red Hat
security blog the probability of not using one line of the

1. The probability of using a single line from the T-Table increases
depending on the number of rounds the AES uses, which in turn depends
on the key size and it is given as (1 — (16/256))founds+4,
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S-Box implementation should be 1072°, In the particular
case of OpenSSL, such probability is indeed zero because
the S-Box is fully prefetched before the execution of
each round [73]. As a result, they later conclude that this
implementation should not be vulnerable to cache attacks.

Note that the existence of this prefetch does not elimi-
nate the existence of leaky patterns in the code. However,
applications protected this way are still considered secure
against user-level cache attacks for the following reasons:

o If there is no shared memory, the Prime+Probe
attack will require to probe the whole set to evict
the prefetched data. This operation sometimes takes
longer than the execution of the protected application.

o If there is shared memory, a Flush+Reload attack
monitoring the cache will detect the presence of the
data in the cache with high accuracy, but it lacks a
mechanism to infer whether this observation is due
to the prefetch or to the actual utilization of the data.

Mainly, in both cases, the temporal resolution of the
attacks is usually assumed to be too low to distinguish the
prefetch access from the subsequent secret-dependent ac-
cess. This is particularly true in the common synchronous
attack scenario where the attacker evicts the observed
target, then lets the victim run the encryption, and then
accesses the observed target again to see if it is in the
cache, or when the spy process continuously observes the
cache seeking for consecutive high frequency accesses.

Since the protected code theoretically still leaks infor-
mation, the objective of this work is to study and analyze
whether a regular attacker can exploit that code, and under
which circumstances. For this analysis we have designed
a synthetic benchmark that tries to mimic one of these
protected applications. We provide further details about
this set of experiments in Section 5.

4.2. Attack challenges

In a cache attack against an implementation without
prefetching, it is usually sufficient to remove the target
data from the cache before the victim process starts exe-
cuting, then checking for the target data in the cache after
the victim process terminates. Measuring close to the end
of the victim process will reduce noise, but the exact point
of the observation is not critical. This attack scheme does
not work for implementations that use prefetching.

To overcome the prefetch-based countermeasure, tim-
ing is everything. The attacker needs to evict the data
precisely after the prefetch, but before utilization. This
corresponds to between line 4 and line 6 in our example.
Since we assume no synchronization between the victim
and the attacker, the attacker does not know when the
victim is running the targeted application, neither does she
know when data is prefetched in the cache. Thus, in order
to evict the data at exactly the right instant, the attacker
needs to solve the following challenges:

1) Detect the victim’s execution of the target algorithm.

2) Determine the state of the target after detection.

3) Calculate the remaining time until data is prefetched.

4) Evict the target data from the LLC at the desired
instant.

To clarify this idea, we use the example given in
Figure 2: The attacker would try to detect the execution



of the function victim_function. Since the victim process
continues to execute during the detection, a certain amount
of time will have passed until the attacker actually knows
the target function is running. To tackle the third chal-
lenge, she then needs to determine where in the target
function the victim is, and thus how much time will pass
until the prefetch in version (b) line 4. Last she needs to
find a way to evict the data and retrieve the information.

5. Overcoming the challenges

To find out whether an attacker can gain any infor-
mation from protected applications, we design a minimal
worst-case application that implements the countermea-
sure. It is based on the example we have been using so
far, so we continue the pseudocode in Figure 2 version
(b). With this application, we can

« control the number of operations executed since the
beginning of the application until the prefetch.

« decide whether the data is used after the prefetch and
store that information.

« collect information about the exact instants when the
process starts, prefetches the data and when it ends.

Once our test code runs, it executes a variable num-
ber of xor operations (line 3) before prefetching a table
spanning four cache lines (line 4). This prefetch is fol-
lowed by a single access, where a secret bit secret
determines which of the four cache lines is accessed a
second time (line 6). Note that this example shows the
worst case scenario for the attacker: the secret related data
is accessed immediately after the prefetch, so the size of
the time window during which the attacker could evict
data from the cache to gain information is minimal. Other
scenarios with bigger tables and additional computation
will increase this window and simplify the attack.

For the posterior analysis, we also collect timestamps
at different points of the execution of this application.
Namely before executing the first instruction of the func-
tion (line 2), before the prefetch (line 4), and once the
function has completed its execution (line 7). This allows
us to reason about which of the existing approaches is
more accurate for detection, about the information refer-
ring to the state of the application we have after detection
and about the requirements for the posterior eviction of
the target that could allow exploitation of the leakage.

5.1. Detection approaches

We study Flush+Reload, Prime+Probe and a TSX-
based approach to detect the execution of the victim’s
function victim_function. Once this is the case, vic-
tim_function will appear in the cache. Thus, we monitor
the cache line that contains the call to the function itself.
We call this the target for detection, or T1.

The Flush+Reload [60] technique is considered one
of the most reliable sources of information in cache at-
tacks, especially when compared to the noisier and slower
Prime+Probe technique [°], [12]-[14]. The main reason
is that, in the former case, observations are made on a
shared memory block, whereas in the latter case, any other
process running in the machine could force an eviction and
the attacker would not be able to distinguish the origin
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of the eviction. When using the Flush+Reload technique
we repeatedly flush T1 from the cache, wait for around
20 cycles (this value was empirically determined for our
scenario, values lower than 20 cycles reduce the detection
rate) and then reload again. Once the reload time indicates
T1 has been retrieved from the cache instead of from
the main memory, we know the victim has started the
execution. We then take note of the detection time.

For both Prime+Probe and TSX-based detection, first
of all we have to build an eviction set A mapping to
the same sets as our detection target T1. We enabled
hugepages to construct eviction sets as Liu et al. did in
[9], although it is possible to use the reverse-engineered
mapping function [46], [74] or a different approach that
does not require the use of hugepages [52], [75]. The
way eviction set are built does not have an impact on
the detection. Assuming that hugepages are enabled in
the server simplifies the construction of the eviction sets
without changing the attacker model for the actual attack.

Due to the pseudo-LRU replacement policy imple-
mented in Intel’s L3 cache [53], [55], always accessing
the elements in our eviction set in the same order ensures
that we are always about to access the block that our
application will evict as soon as it starts to run. This is
easily implemented through pointer-chasing. It also means
when using Prime+Probe, we can avoid accessing the
whole set and just measure the access time after accessing
one of the blocks in the eviction set, which is faster. Once
we detect a cache miss we assume the victim has begun
its execution and collect that timestamp for the posterior
analysis. Since we accessed all blocks in the current set
recently, this also allows us to estimate the ages of the
blocks at this point.

Finally, for TSX-based detection we leverage the fact
that, whenever a process is running inside a TSX transac-
tion, the process can either be completed and commit the
results or suffer an abort when suffering a L3 cache miss
and rollback the computations. The Prime+Abort attack
[64] deliberately causes conflicts in the L3 cache, leading
to an abort of the attacker’s process, to determine whether
the victim process has used certain data. This results in a
timer-free attack similar to Prime+Probe. We assume we
have access to timers and use the abort as a signaling
mechanism instead. We access all the elements in the
eviction set during the transaction and, in case it aborts,
we consider that the victim process has started and use
the abort handler to store the timestamp.

In all cases, we collect information referring to
100,000 executions of the target process. We collect infor-
mation on both sides, victim and attacker. The experiments
were performed on a Intel core i5-7600K, the details of
the platform are summarized in Table 2 ind the Appendix.

The correctly detected executions are: 99% for
Flush+Reload 94,6% Prime+Probe and 97,3% for TSX.
As previous researchers have shown, the Flush+Reload
approach shows great accuracy [69], [76]. Also the results
obtained for both TSX and Prime+Probe are good enough
for detection purposes. Note that in the case of TSX the
undetected executions are most likely due to the situations
where the data is being loaded inside the transaction while
the victim is already running.

While the detection capability is important, it is not
the main requisite for carrying out the precise attack that
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Figure 3. Histogram of the times elapsed between the beginning of the
execution of the victim process that takes 780 cycles in mean to execute,
until it is detected with the different approaches

is needed to infer secrets from an implementation with
prefetching. To achieve accurate evictions, we additionally
require the detection time to be almost constant. That
means we also need to check the time elapsed between
the start of the target execution and the detection and
the time between the detection and the prefetch for the
correctly detected processes. Figure 3 shows the histogram
of the detection times compared with the beginning of the
execution of the target. Our sample application runs in
almost constant time (about 600 cycles). Even though the
detection causes a cache miss, the execution time does
not show great variance and stays around 780 cycles.
Times elapsed between detection and prefetching show
similar behavior: both distributions are complementary.
The exception is the Prime+Probe approach: most of the
times the detection time exceeds the execution time (780
cycles) and thus we could not evict our target later.

Thus by themselves, Flush+Reload or Prime+Probe
have severe limitations. For instance Flush+Reload shows
quite a lot of variation for detection, which means low
reliability for the posterior eviction. The Prime+Probe
results not only have a large variation but also too much
delay. Apparently, since we are continuously reading from
the cache, and accessing the eviction candidate, there are
many race conditions between the target and the candidate.
Even when detected in time, and although the attacker
knows the state of the cache, she does not have any control
over it as the victim executes further. As a result, she
cannot accurately predict how long she has to wait to evict
the target, because this time depends on the location of the
target within the set, which in turn determines the number
of memory accesses required to evict it. In comparison,
TSX only shows a slightly smaller detection rate than
Flush+Reload. We believe that during the “undetected”
executions we were loading the data inside the transac-
tional region concurrently or just after the execution of
the victim process, or an unrelated process accidentally
evicted our data.

Based on these measurements, we state that the TSX
technique accurately informs about the execution of the
victim and that the attacker receives the abort as soon
as the conflict happens. As a result, we further explore
the eviction approaches assuming we can use TSX for
detection. The measured times include the time it takes
the CPU to retrieve T1 from the main memory. That is,
the transaction aborts once the data has been effectively
loaded into the cache and the attacker’s data is removed.
While a heavy system load leads to additional aborts that
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are not related to the execution of the victim application,
it does not influence the detection time. The TSX-based
detection approach by itself solves three of the challenges
for the attacker, who this way knows with great accuracy
the state of the target process when she detects it. She can
additionally use measurements like the ones we performed
here to profile the target application on a machine similar
to the server. This way, the attacker can determine the
time t she should ideally wait to achieve an eviction.

5.2. Eviction approaches

After the detection step, the attacker’s code will be
executing the abort handler with quite exact knowledge
of the cache state. She also knows the wait time ¢ from
profiling the target application, and she can use the abort
handler to manipulate the cache and gain information. The
attacker’s objective now is to evict the prefetched data or
instructions after the prefetch but before they are used in
the execution of the victim process. We call the prefetched
data or instructions target for eviction or T2. In this
section, we study two different approaches to evict T2.
In the following, we introduce method 1 for when there
is shared memory between the victim and the attacker,
and method 2 when there is not.

As we will show, the methods differ in the way the
cache set is filled during the transaction, in the value of
the wait time ¢ (even if the target is the same), in the way
this target T2 is evicted from the cache and finally in
the way the information about the actual access to the
data is inferred. The following subsections explain the
particularities of both methods.

5.2.1. Method 1 — Remove T2 by flushing. As we
have already stated, this method relies on the existence
of shared memory. Once the victim’s access to T1 is de-
tected, the attacker waits for the wait time ¢ and then evicts
the eviction target T2. Since there is shared memory, T2
is simply evicted by using the clflush instruction and the
information is later retrieved by measuring the time it
takes to read it (reload). This is a traditional Flush+Reload
attack carried out by an abort handler, which allows for
very precise timing of the flush instruction: If the prefetch
is executed n cycles after detection, then the flush should
be triggered at approximately n — 40, the minimum value
for n being around 60 cycles. Note that since the detection
target T1 has to be loaded from main memory, it intro-
duces some variation in the execution time of the victim
and, as a result, this last eviction may not be as accurate as
the detection. These values were determined empirically
and may vary between machines.

5.2.2. Method 2 — Remove T2 with memory accesses.
If there is no shared memory or the data has to be
retrieved from a non shared variable, it is still possible
to achieve the desired eviction accurately. The attacker
needs to leverage the replacement policy implemented in
the LLC. The replacement policy described in previous
works [53]-[55] shows that data is linearly inserted into
the cache set and each block is assigned an age value that
will change depending on accesses and evictions. In this
work, the following properties are the most relevant:

« Data is evicted from the cache at age 3.



Stage 1 Content | A B C D E E G H
g Agel 2 | 2 | 2212121212
+ Access B to H
Content | A B C D E E G H
Stage 2 Age| 2 1 1 1 1 1 1 1
y Target process starts
Content | T2 B C E F G H
Stage 3 Ae[ 2 [ 2 |2 ]2 2] ]2]2]2
+ Access A
Content C E) G
Staged e T3 3 313131313

Figure 4. Process required to evict the data from the cache with just one
access. This is required for method 2

e Only access to the LLC update the values of the
ages of the elements in the LLC. The age of a
block decreases when it is accessed or increases if
necessary to select an eviction candidate.

e Once the data is inserted into the cache set, two
different ages above age 0 can be distinguished.

The attacker has to construct an eviction set B for T2.
The point in the attack algorithm at which the elements of
B are accessed and how they are accessed depend on two
time windows: The first one is the time between T1 and
T2, while the second window is between the prefetch of
T2 and the utilization of it. The attacker needs to adapt her
approach to the size of these windows. We consider that a
large window is one that leaves enough time for an entire
Prime+Probe cycle, while the span of small window is
any time less than that.

The most interesting and challenging scenario is the
one where the second window is small: It means the
attacker has to reduce the time required for the eviction of
T2. We manage to do so by manipulating the ages of the
cache blocks. The method is based on the Reload+Refresh
attack from [53]. While we use the same technique to age
the cache elements, we do not use the known ages of
the cache elements to infer a victim access, but to evict
T2 accurately with a single access. The entire process is
depicted in Figure 4. The cache is prepared in stage 1
by accessing all elements (A-H) of the eviction set. The
attacker then accesses elements B-H again in stage 2 to
change their age. That makes A the eviction candidate. In
stage 3, the prefetch of T2 evicts A. T2 instantly becomes
the eviction candidate as it is the first entry with the
highest age. Even if the victim uses it more than once,
it will retrieve T2 from the first and second level caches,
not changing its age, so T2 stays the eviction candidate.
In stage 4, the attacker evicts T2 by accessing A.

If the first window is large, stage 1 and stage 2 are
performed before the transaction, to avoid detecting T2
instead of T1. If T1 and T2 are the same, stage 1 and
2 are performed during the transaction. After the abort,
the attacker waits for wait time ¢, when stage 3 should be
present in the cache. She then evicts T2.

If we have a small first window in addition to the
small second window, stage 1 and stage 2 are performed in
the transaction. Note that all the code inside a transaction
is executed transiently. While after an abort happens the
operations executed are not visible for the program and the
previous logical state is recovered, the microarchitectural
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changes remain: The blocks accessed during the transac-
tion will remain in the cache, and they will keep their
ages. After the abort, the attacker waits for wait time ¢,
when stage 3 happens and T2 is present in the cache.

If the second window is large, the size of the first
window is not important and a regular Prime+Probe
approach to evict T2 from the cache will suffice.

As we did in the previous case, we have conducted
some experiments to compute the minimum time elapsed
between the execution of T1 and T2 in which the attacker
is still able to achieve the accurate eviction with just one
access. In this scenario or when T1 and T2 are the same,
the cache state is assumed to be the one depicted in the
stage 2. For this analysis, we have performed some experi-
ments changing the number of operations executed before
the prefetch in our test application to test the different
times and evaluate the accuracy of the technique. Note
that, even when T2 has to be loaded from main memory
for the prefetch and the execution time increases, the time
between detection and prefetch only changes slightly.

In these experiments we started observing the leakage
for times greater than 260 cycles, but the best results were
obtained when these times are greater than 300 cycles.
The main reason for the difference between this scenario
and the one described in the method 1 is the fact that,
in this case, the eviction is only possible when A has
been effectively loaded from main memory (cache miss),
whereas in the other it is only necessary to wait for the
execution time of the flush. This also means that the
attacker should access the block A at time n — 280 to
achieve the eviction at time n.

When trying to force all the elements in the set to
get the ages depicted in the stage 2 of Figure 4, we
accessed the corresponding blocks B to H as a linked list
(to avoid pipeline effects as much as possible). In theory,
this way all the data would be retrieved from the LLC
and, as a result, the ages of all the elements would be
updated. To test this hypothesis, we measured the times
it takes to read each of the blocks when accessing them.
Surprisingly, the experimental results show that some of
them were retrieved from the L1 cache. In fact, we only
observed this behavior in a processor whose LLC is 12-
way associative (Intel i5-7600K in Table 2), whereas the
L1 and the L2 caches are 8-way and 4-way associative
respectively. However, we performed the same test in a
different processor (Intel 17-6700K) with a 16-way asso-
ciative cache, and all the data was retrieved from the LLC.
This is due to the L1 replacement policy as described in
[54], [55]. Reordering the linked list with regard to the L1
replacement policy solved the problem. We include a more
detailed explanation to ease the use of CACHESNIPER for
other researchers in Appendix A.

5.3. Dealing with noise

The accuracy for detecting the execution of the victim
and evicting T2 from the cache determines the number of
samples that the attacker needs to collect. In the detection,
the attacker would see false positives if the transaction
aborts from a different cause than the execution of the
target. TSX gives information about the cause of each
abort in the eax register. The attacker could use that
information to discard some of the traces. However, we
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Figure 5. Detection, eviction and false positive rate when running the sample victim code in parallel to different benchmarks to generate noise.

enforced cache conflicts and observed the values of eax.
Interestingly, the value of eax did not always correspond
to L3 cache miss. That means by ignoring traces with the
wrong value in eax, false positives can be lowered, but
false negatives may be introduced.

The state of the system, and in particular the CPU load
and its memory utilization has an effect on the accuracy of
the detection and eviction phases. To evaluate the extend
of this effect, we have conducted a series of experiments
running different memory intensive benchmarks of the
Phoronix benchmark suite [77] in parallel with an attack
on our sample victim application described in Section 5
mimicking our client-server-scenario. We executed bench-
marks that represent typical server loads, including mnn,
apache, cachebench, cassandra, cloudsuite-ws, sqlite, and
ai-benchmark. For the experiments we distinguish be-
tween the same two cases as in the shoot-phase: there
is shared memory or not. We executed the victim process
100 000 times per benchmark. We measured the amount of
correctly detected traces, and from these traces the accu-
racy of the posterior eviction. The results are summarized
in Figure 5. All experiments with shared memory use one
value of ¢, the ones without shared memory need another
t. Both values are determined beforehand.

If there is shared memory, we only consider a trace
valid if T1 can be detected in the cache, in the abort
handler. This means adding an extra step to the attack
and implies an adaption of ¢, but it completely avoids false
positives. Without shared memory, we have measured the
access time to A at the time of forcing the eviction in the
shoot phase (see Figure 7). If this time is low (A is in
the cache), then the abort was not due to a relevant cache
conflict, and the sample needs to be discarded. If A has
been evicted, the attacker considers the sample as valid as
she cannot distinguish if the eviction was caused by the
victim or by an unrelated process.

As Figure 5(a) shows, detection is equally affected
by noise in both scenarios. If there are many aborts the
attacker loses detection accuracy. The three benchmarks
(apache, mnn and ai) that have the gravest effect on
detection and lead to false positives if there is no shared
memory (Figure 5(c)) do not only use the memory heavily,
but also try to use all the available CPU. These two condi-
tions reduce the attacker capabilities. The eviction is also
affected by the noise (Figure 5(b)), but comparatively less
than the detection. Note that after detecting the execution
of the victim and before the access, another process has
to use exactly the same cache set to impede the eviction.
As expected, access based evictions are affected by noise
more than flush based evictions, but not significantly.
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Figure 6. Overview of the offline and online attack steps. The online steps
are repeated multiple times to collect sufficient traces for key recovery.

Further analysis of the false positives during the de-
tection phase reveals that they happen in bursts. This is a
known phenomenon for some workloads. If these bursts
happen to use the same cache regions as the victim, the
measurements get noisier. The attacker can identify these
situations because the expected distributions of cache hit-
s/misses changes. She can then do one of two things to
still launch a successful attack: Take more measurements
or wait for a short period, hoping the burst will pass as
the noise generating process terminates.

6. CACHESNIPER: Crafting the attack

We use the knowledge gained from the previous anal-
ysis to build an attack. It includes a stakeout phase of
offline preparation where the attacker has to analyze the
victim process. The CACHESNIPER then aims at his target
in the detection phase and waits for a good moment in
the execution using the information from stakeout. At the
right moment, the sniper shoots the correct entry from
the cache, evicting it accurately. The attack overview
including these steps is depicted in Figure 6.

The stakeout phase is similar to the profiling we per-
formed in Section 5. The goals are to find an appropriate
region of the code that can serve as target for detection
T1 and to determine the wait time ¢ for the second attack
step. The main requirement for T1 is that it is executed
long enough before the target T2. It should also not be
used too often to avoid false positives. When T1 has been



determined, the attacker finds the set and slice where it
maps and builds the corresponding eviction set.

In addition, the attacker has to determine or estimate
the wait time ¢ for the second attack step. This can be
done, for example, by instrumenting the victim code and,
as we will show later, ¢ can be changed dynamically
depending on the expected hit/misses ratio and the ob-
servations, which also means this ratio can be used for
finding a reasonable value of ¢. The stakeout can thus be
performed offline, although ideally it should be performed
on a machine similar to the target machine.

Note that the location of T1 and T2 within the cache
is determined once the victim process is executed. In case
there is shared memory, the attacker could determine the
set where the victim code maps using its own data. If
not, profiling the cache while running the victim code is
required. This has been discussed in many Prime+Probe
attacks, and the usual approach works fine here. The
information from the aborts can also be used to find the
cache set of interest [64].

Assuming that the attacker has been able to measure
the time it takes the process to execute the code between
the point that serves for detection (T1) and the point at
which the attacker can gain information from the evicted
data (T2), she has to consider the time it takes to execute
the clflush on T2 or to evict the block out of the cache
memory by accessing it. That is, the waiting time is then
determined by subtracting these times from the measured
time in the instrumented code during the stakeout phase.

If the attacker cannot determine the waiting time ¢ in
advance or the target system does not behave the same
way as the profiling system, she can still determine ¢
online if she knows some characteristics of the process
that she can observe. For example, around 1% of cache
misses will be ideally observed if we hit exactly the last
round of the AES encryption or around 50% of the bits are
expected to be 1 in an RSA secret key. In this case, the
value for ¢ can be retrieved automatically by analyzing
the number of hits and misses observed when inferring
the victim accesses (line 10 in Figure 7) and modifying its
value accordingly. Even further, the attacker can define an
initial value for ¢ and update or adapt it dynamically based
on the comparison between the actual and the expected
observations at the cost of an increase in the number of
samples required to derive the secret information. Recall
that this estimation of the value ¢ is valid while the server
with the victim code is running.

For example, back to the algorithm shown in Figure 2,
we would expect to observe 50% of cache hits if the
eviction is accurately achieved. If the eviction is not
achieved at the right instant, we see a different ratio. If
we force the eviction before the prefetch, then we only
see cache hits. If, on the contrary we force the eviction
after the data has been actually used, we only see cache
misses. Thus, we define an observation window of size
w to compute the statistics. Once we have collected the
w samples, we observe the hit/misses ratio and either
increase or decrease t. The value of ¢ gets stable after
some iterations (depending on how bad was the original
estimation, and the size of the window). The best scenario
turned out to be the one where the value ¢ is properly
selected, and only minor adjustments are made on runtime.
To do so, we increased the size of the observation window.
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Input: Address(T2),
Eviction_set A, > Eviction set for T1
t > Waiting time determined in stakeout

Output: Xo > Information about the access
1: function START_TRANSACTION()
2 fill_cache_set(A);
3 > Aim: Abort handler detects the access
4 function ON_ABORT()
5: time_interrupt=timestamp()+t;
6: while(timestamp() < time_interrupt) {};
7 evict_from_cache(T2) > Shoot
8:
9: Wait until encryption ends
10: infer_victim_access_to(T2)
11: if has_accessed(T2) then
12: Xo[t] =1, > Data used
13: else
14: Xo [t] = 0;
15: end if
16: end function
17: return X;

18: end function

Figure 7. Generic attack pseudocode for the TSX-based detection sce-
nario, eviction using method 2, case 2.

The pseudocode in Figure 7 shows the online phase
procedure. We generate an eviction set for T1, then use it
as input to our algorithm. The other inputs are the address
of T2 and the waiting time ¢ which has been determined
during the offline preparation.

7. Practical evaluation

In this section we explain how we recover AES and
RSA secret keys, demonstrating that not only the im-
plemented countermeasures to prevent cross-core LLC
attacks can be circumvented, but also that some previous
approaches can benefit from the accurate eviction of the
data. All the experiments were performed in the machine
described in Table 2. Note that the replacement policy on
which this attack relies is implemented in the Intel Core
processors starting from the 6th generation.

7.1. CACHESNIPER against AES

AES [78] is a commonly used symmetric block cipher
that operates with data in blocks of 16-bytes. It consists of
different operations (AddRoundKey, SubBytes, ShiftRows
and MixColumns) that are repeated each round. To speed
up execution, tables with values that are used repeatedly
are precomputed in many implementations. We analyzed
the well-known T-Table implementation and an S-Box
implementation. The T-Table is available in OpenSSL
1.0.2k when compiled with the no-asm flag, and it is also
available in newer OpenSSL versions. If the no-asm flag is
not used, then the S-Box implementation is used instead.
Note that this particular version is the one included by
default in our CentOS system, and is shared among all the
processes. We have checked that CentOS uses the native
OpenSSL implementation for AES.

When OpenSSL is called from the command line, it
will use AES-NI for encryption. However, if the C API
of OpenSSL is used, a call to AES_encrypt would call



TABLE 1. PARAMETERS USED FOR THE ATTACK OF OPENSSL’S
PREFETCH-PROTECTED T-TABLE AND S-BOX IMPLEMENTATIONS

T-Table
AES_encrypt

S-Box
S-Box (Prefetch
in first round)

Parameter
Detection target T1

Eviction target T2 Tei[0] S-Box (After
prefetch in last
round)

Samples required method 1 300 =~ 500000

Samples required method 2 360 ~ 500000

the S-Box implementation until version 1.0.2k, while a
developer wishing to use the default AES-NI instructions
(as in the command line) has to use a different instruction
to execute the encryption. During our communication with
OpenSSL they informed us that they have removed the
S-Box from the latest 1.1.1 version. However, we found
that in this case the C API calls instead use the even more
vulnerable T-Table implementation.

T-Table-based implementation. The T-Table implemen-
tation uses four tables (T-Table) with pre-computed values
of the SubBytes, ShiftRows and MixColumns operations.
That is, it transforms the aforementioned operations into
look up operations in order to improve the performance of
the encryption and decryption processes. The accesses to
the tables are key dependent and not all of them are used
during the encryption process. This fact has been exploited
multiple times to recover the keys [12]-[14], [62].

All of these approaches assume that the attacker mon-
itors the cache before and after the execution of the victim
process. As a result the target cache line, which holds 16
T-Table values, can be used at any round of the encryption.
This approach generates false positives, ant the attacks
requires mores samples until eventually one of the key
candidates can be clearly distinguished from the others.
With our CACHESNIPER technique we can accurately
hit the last round and recover the secret key faster. The
information we collect is more likely to refer exclusively
to the last round. Indeed, using the same approach to
compute the key that other works suggest [13], we can
reduce the samples required to retrieve the whole key from
3000 to 300. The settings for this attack are described in
Table 1.

S-Box-based implementation. The S-Box software im-
plementation of AES replaced the previously used T-Table
implementation in many cases, not only in the case of
OpenSSL. The S-Box is the table that holds the data
for the SubBytes operation, concretely 256 byte values.
As opposed to the T-Table implementation, the S-Box
implementation does not merge different operations into
one. The S-Box is used 16 times each round. Considering
a cache line size of 64 bytes, such table uses 4 cache
lines. If we compute the probability of not accessing one
of these cache lines and assume a key size of 128 bits,
and as a result 10 rounds, such probability is almost equal
to 0, as shown in Equation 1 and observed in [73]. As
a consequence, an attacker observing the cache before
and after the encryption process will not gain sufficient
information from that observation.
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In contrast, Equation 2 shows that observing each
round individually would give a 0.01 chance of not access-
ing one of the lines. To enforce this probability to become
0 and relying on an attacker model that cannot interrupt
the process after the execution of each instruction, the
countermeasure of prefetching was applied: The OpenSSL
S-Box implementation includes a prefetch stage before
each of the rounds. Since the 256 bytes of the S-Box
table map to 4 different cache lines, the encryption process
only has to read 4 values to ensure the whole S-Box
table is loaded into the cache memory. When the S-
Box implementation performs a key-dependent memory
access, the data will always be in the cache. As a result,
traditional approaches of side channel attacks cannot be
used to extract information from this implementation.
Irazoqui et al. analyzed the OpenSSL implementation in
2017 with a tool for leakage detection and came to the
same conclusion, declaring it leakage free [79].

Nevertheless, this implementation is still vulnerable,
since the attacker can accurately time the evictions to
happen in the tiny time windows between the prefetch and
utilization of the target data (T2)?. The CACHESNIPER at-
tack, bypasses this way the prefetch and allows an attacker
to observe information referring to the last round of the
encryption, even in the absence of shared memory. We
can thus perform a cross-core cache attack that recovers
the secret key of this protected implementation.

In the last round, the output of the S-Box is xored
with the corresponding round key to get the ciphertext. In
order to retrieve the secret key in all scenarios (method 1
and 2) we use the information referring to the accesses
to the S-Box retrieved during the attack phase (output
of Figure 7) and assume the ciphertext to be known by
the attacker. This is obviously repeated many times with
different ciphertexts.

We use the non-access approach described in [13].
They use information from cache misses, meaning they
track when the victim did not load the data into the cache.
In this particular implementation, the S-Box is accessed
16 times during the last round, and even if we are able to
accurately get the information referring to the last round
exclusively, we would not know which of the 16 accesses
was responsible for this access. On the contrary, if we
determine that an element has not been accessed it means
none of the operations in the last round has used it. As a
consequence, we xor each byte of the ciphertext with the
64 values of the S-Box held in the cache line (k; = C;®
S-Box [0 to 63]). None of these values could be the secret
key. When observing multiple different encryptions, the
key can be inferred by method of elimination.

2. While analyzing the shared library included in Ubuntu 16.04 or
CentOS 7.6 (OpenSSL 1.0.2g), we observed an additional protection.
The OpenSSL implementation of AES has four different copies of the
S-Boxes. If there are, for example, two processes using the library at the
same time, each of them will use a different table. This does however
not hinder the attack
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Figure 8. Key candidates for each of the bytes of the key of the S-
Box AES implementation of OpenSSL retrieved using the TSX-based
detection and method 2.

In our test system the last round takes around 40-50
cycles to execute, with a variance of around 15 cycles.
Thus, even if we interrupt the victim at the exactly chosen
time, which we estimated in the preparatory step, we
may not manage to evict T2. Even a slight variation
in the interruption instantly leads to a different number
of observed accesses. Since we are assuming that the
observed data refers only to the last round, evicting once
the processor has executed at least one instruction after
the prefetch leads to some false positives affecting some
of the bytes. Even worse, we see false positives if we hit
the cache after the encryption process has ended.

To maximize our success chances despite the varying
execution times, we adopt the strategy of dynamically
updating the value of ¢ described in Section 6. Instead
of using the probability of 1% as the expected one, we
allow up to 7% of cache misses. This way we try to
ensure that the observed cache misses actually happen
in the round. This value was determined empirically on
our machine, by selecting different probability values and
running multiple experiments with the value of ¢ adapted
dynamically according to that probability and window
sizes of 10000 observations.

For this implementation, we can use the content of
one line of the S-Box as T1, since the data is prefetched
in every round. Both method 1 (assumes shared memory)
and method 2 (does not require shared memory) are able
to successfully retrieve the entire secret AES key with
a minimum number of samples of about 500000. Even
with the false positives introduced by all the variances,
we get enough information through the 500000 samples.
Our results show that it is more likely to evict the data
in the middle of the execution of the last round than just
at the beginning. This means some bytes are recovered
faster than others, as it can be observed in Figure 8.

Figure 8 shows half of the key bytes has been com-
pletely leaked with less than 100000 samples. Focusing
on the different bytes, Figure 8 shows that the initial four
bytes are obtained with 10 000 samples, a relatively small
amount. Around 12 of the 16 bytes are already known with
200000 samples. Retrieving the last 4 bytes of the key is
the hardest part, and it requires 300000 more samples.
This shows how difficult it is to evict the data in between
the execution of the prefetch and the subsequent access
in the last round. While completely brute-forcing these 4
bytes takes 232 trials, the information already collected
(with 200000 samples) reduces the key space to around
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Input: base b, modulo m, exponent € = (€,—1...€0)2
Output: b° (mod m)

1: init(R);

2: for ¢ from n — 1 downto 0 do

32 mul(R[0], R[1], Rle:])); > Load R[0] and R[1]
4: modRed(R[e;));

5: > R[2] is a temp variable that avoids the leakage of R|[e;]
6 sar(RI2], RI2));

7 modRed(R[2]);

8: end for

9: return R;

Figure 9. wolfSSL exponentiation implementation

215 options, making a complete search of the remaining
key space faster and stealthier than continuing the attack.

The number of samples required to retrieve the secret
key slightly varies between executions and depends on
the selected ¢ even if we use the adaptive approach. The
location of the S-Box in the cache is also important as
some sets are noisier than others.

7.2. CACHESNIPER against RSA

RSA is the most widely used public key cryptographic
algorithm. It considers a public key (n,e) where n is
the product of two prime numbers p and ¢ that re-
main secret, and a private key (p,q,d) where d = ¢!
(mod (p—1)(¢—1)). Only the encryption and decryption
operations are relevant to understand the attack. For a mes-
sage m, the ciphertext ¢ is obtained as ¢ = m® (mod n)
and it is recovered with an analogous operation m = ¢?
(mod n). The decryption, which is the exponentiation
operation using the secret key d, is the attack target.

There are multiple ways of implementing this expo-
nentiation [80], [81]. We will focus particularly on the
square-and-multiply exponentiation, since the wolfSSL
implementation is based on it. The square-and-multiply
approach scans the bits of the secret exponent d, perform-
ing a square operation independently of the value of the
scanned bit, and a multiplication if such bit is equal to 1.
Thus, an attacker monitoring these operations can retrieve
the sequence of bits of the exponent.

The modular exponentiation executed for the RSA
decryption operations in the wolfSSL implementation is
a variation of this well-known square-and-multiply al-
gorithm. It is shown in Figure 9. The countermeasures
wolfSSL has deployed to protect this implementation are
to always perform the square and the multiply operations
for each bit of the exponent (lines 3 and 6) and to load the
two possible values of the secret bit related parameter R
(R[0] and R[1]) into the cache, so they prevent an attacker
from distinguishing which one (0 or 1) was actually used
during execution of the multiplication function (line 3).
For the square operation, they even initialize a temp
variable R[2] to hide accesses to (R[0] and R[1]). These
are clearly to prevent cache attacks, which can be seen
in the source code comments and the release notes [82],
[83].

Despite the always-load countermeasure, there are
two possible windows to retrieve the secret information.
Firstly, at the end of the multiplication operation in line 3
only the result referring to the actually used bit is stored.
In that copy process, one of the two possible values



is loaded while the other one remains untouched. This
leaks the key bit. The second window is even bigger,
because of the reduce operation in line 4 that only uses
the information of the actual key bit value, not taking the
precaution of loading both values. This means that this
function could be even vulnerable to a traditional cache
attack, although the synchronization between the attacker
and the victim process would be a challenge.

Based on the code wolfSSL provides for the tests, we
generated different secret keys of 2048 bits, and embedded
them in our server application in such a way that it
decrypts the received data by calling to the wolfSSL
RSA decrypt operation. We can observe the leakage by
monitoring accesses to one of the two array entries R[0]
or R[1] (our T2), since the accesses to each of them to
depend on the key bit value (0 or 1). During the execution
of the multiply function, they are both loaded into the
memory, but at the end of this function they perform a
copy operation which only accesses the required value.
That is, an attacker can, for example, remove R[0] from
the cache before the execution of the copy operation and
check it afterwards. This operation takes around 70-80
cycles in our system, which is enough for the observation.

Attacking this implementation is eased by the reduce
operation executed after the multiply operation. This func-
tion only loads the correct value of Rle;], so either R[0]
or R[1]. The execution of the reduce operation takes about
2300 cycles in our test system. This time even allows the
execution of a complete probe cycle, so we do not have
to be so precise evicting the data when targeting it.

We used both the multiply and the reduce operations
for the detection T1 and later evict R[0](T2). Note that,
while the functions are shared, R[0] and R[1] are not,
so method 2 is required. The attacker has to profile the
application to determine ¢ and to find the cache set in
which R[0] is loaded. Since our scenario is a continuously
running process in a server, the location of R[0] does not
change. The task of profiling is eased with the help of
the detection of the multiply function. In our posterior
experiments we assume that the attacker already knows
in which set R[0] is located.

There are other differences to the approach taken in
the attack against the S-Box (method 2, case 1). Loading
the data of a whole eviction set conflicting with R[0] in
the transactional region to achieve a very accurate eviction
leads to false positives in detection. This is due to other
elements being loaded into the cache set during the large
time window of 2300 cycles. This large window also
means we do not require such high accuracy, so we can
just load some blocks in the transaction to reduce the time
it takes later to evict R[0]. This avoids loading the whole
eviction set during the transaction. After the detection,
only the remaining blocks of the eviction set need to be
accessed in the abort handler to retrieve the information
about the access (inference step in Figure 7, line 10).

The retrieved key bits depend on both the accuracy of
the detection and on the ability of the attacker to remove
the data from the cache during the execution of the leaky
parts of the code. The mean time between the execution of
two multiply operations is about 24000 cycles. That time
seems to be “constant” and it is enough for carrying the
detection, eviction and retrieving the data. We collected
information for the execution of 100 RSA decryptions.
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Our attack correctly detected 96.8% of the multiply op-
erations introducing 1.3% of false positives. From those
correctly detected operations, the information referring to
the access to R[0] featured 91% of true positives rate and
87.2% of false negative rate, namely a precision of 87.6%.

Note that no further processing of the results was
done. Since we get quite exact timestamps from the TSX
aborts, trace alignment becomes fairly easy. For the same
reason, some of the retrieved samples that do not match
the expected temporal pattern can be discarded to improve
the accuracy. Finally, the decision about the correct value
of the secret bits of the exponent can be made based on
the information retrieved from various traces [84].

8. Countermeasures

The presented attack is feasible due to the fact that
code with secret dependent access patterns exist. Even if
data is prefetched in the cache, there is a short interval
between that prefetch and the actual utilization of the
data (as short as the execution of a single instruction)
in which an attacker can evict it. Therefore, the attacker
has the possibility to observe such accesses and retrieve
the secret information. In order to prevent this leakage,
these susceptible windows must be removed from the
source code and the code should be redesigned. In order
to help developers to find leakages in their code, there are
tools that detect these leakages [21], [85]. As mentioned
above, these tools need to be handled with care, as the
very OpenSSL implementation attacked in this work was
declared leakage free after such an analysis [79].

In particular, efficient and constant-time implementa-
tions of AES are possible by using the bit-slicing tech-
nique [86]. Alternatively, each S-Box lookup could access
all four cache lines and choose the correct lookup value
via arithmetic, eliminating cache line leakage. OpenSSL
also provides a constant-time AES software implemen-
tation based on bit-slicing, which needs to be selected
via the -DOPENSSL_AES_CONST _TIME flag. However
it would be good to have widely used APIs call secure
implementations, since many deployed applications will
update the library, but keep the API calls. This gives
developers a false sense of security.

The wolfSSL RSA implementation can be repaired by
loading the leaky data into the cache in the two vulnerable
functions or use of a temporary value, which is in sync
with the currently implemented countermeasures in other
parts of the code. Note that the fix will prevent exploitation
through the LLC, while it may still be able to retrieve
some information in the powerful SGX scenario.

There are some other approaches intended to defeat
cache attacks [87]. Hardware based countermeasures that
prevent cache attacks by means of new cache designs [88]
or applying hardware modifications [89], [90], can be
effective for the presented attack. However, they are not
available yet and some of them are not expected to be
implemented soon. Similarly, techniques that allocate the
victim and the attacker data in different and mutually
exclusive cache sets [91] would prevent this attack.

The TSX-based defense cloak suggests to perform the
entire encryption within a transaction, which would then
abort in case of a cache eviction [68], preventing the
leakage and CACHESNIPER. When detecting the eviction



of the prefetched data this method stops the process and
restarts it. However, this method is not widely adopted
since it is prone to many false positives, due to sponta-
neous aborts. Frequent restarts introduce a large overhead
and open the door to denial of service attacks. Besides,
Cloak does not prevent an attack on the L1 cache, if the
prefetched data does not belong to a write set.

Finally, detection-based countermeasures monitor the
execution of the algorithms they aim to protect. They
collect information about execution times or from perfor-
mance counters (i.e. cache misses or accesses) to detect
changes in the execution trace, which could imply an
attack [26]-[28], [30]. CacheSniper was not designed to
be stealthy and it generates cache misses on the victim
algorithm. However, as we demonstrated by attacking the
T-table implementation, CacheSniper can also improve the
efficiency of existing attacks, seriously limiting the capa-
bility of the detection-based countermeasures to trigger
the alarm on time.

9. Related work

The AES T-Table implementation has probably been
(and still is) one of the most widely attacked implemen-
tations [12]-[14], [92]-[94]. Usually either the first or the
last round are targeted, since these rounds only perform
an XOR operation between some data and the secret
key. Other approaches, such as targeting a deeper layer
implementation of T-Table AES used only to encrypt seeds
for the pseudo random number generator in AES, are
possible but much less popular [95]. It was replaced by an
S-Box implementation, which after suffering some attacks
was protected with a prefetch. So far, cache-level attackers
have only been able to observe cache accesses in very
controlled scenarios. They have launched up to 200 spy
threads whose execution is controlled with timers and their
respective interruption routines to ensure the victim can
only execute a few instructions [35], or taken advantage of
the powerful adversarial scenario given by SGX. Moghimi
et al. [96] assumed a much more powerful adversary with
full OS control targeting SGX. They frequently interrupt
the victim process and monitor the entire L1 data cache,
observing various samples per round. This allows them
to distinguish the prefetching stages from the normal
operations of the round. Our approach on the contrary
does not need to frequently interrupt the victim, works
across cores and donly requires the user-level privileges
commonly assumed for cache attacks.

Just as AES, RSA has been a target of side channel
attacks for many years [97]. Since the execution time
is considerably longer than that of AES, prefetching is
usually employed in the form of always load/always ex-
ecute strategies. This in combination with careful code
design, such as the Montgomery reduction with constant
execution flow, are supposed to ensure protection against
cache attacks. However, there are subtleties out of the
control of the programmer (e.g. a JIT interpreter that
treats an if and else branch differently) that still enable
attacks [63], or changes in the attack (e.g the exploitation
of cache-bank conflicts) that also recover the key from
protected implementations [11].

TSX is the main enabler for our approach. Several
other attacks use TSX to improve on signal-to-noise ra-
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tio, many of them targeting KASLR [66], [67]. There
are various suggestions for address mappings that are
not vulnerable to these attacks [98]-[100]. Regarding
TSX-based attacks targeting cryptographic operations, the
Prime+Abort attack assumes an attacker with the same
privilege level as ours, but attacks an unprotected im-
plementation [64]. One of the goals of Prime+Abort is
to demonstrate that removing timers is not a sufficient
countermeasure against side channel attacks. It detects
data usage by the victim, which is not enough information
for targeting prefetched implementations that always load
that data. While CACHESNIPER also builds on the fact
that a transaction aborts if data used during the transaction
is evicted from the LLC, we additionally show that the
time between the eviction and the abort triggering is
almost constant and infer the exact execution state of the
victim. We further use the abort handler to carry the attack
whereas it is used as an oracle in the Prime+Abort attack.
Other works have exploited asynchronous aborts to leak
part of an RSA key [42] or to leak data [101] assuming
powerful attackers and in concrete scenarios.

10. Conclusion

Writing truly constant-time code is difficult and can
result in significant performance penalties. Prefetch-based
countermeasures ensure that the cache access profile of
a full execution of a protected implementation is secret
independent, at the cost of a minimal performance impact
caused by few unnecessary reads. But for high-resolution
attackers, it is possible to evict data between prefetch
and the subsequent sensitive access, restoring the leaky
behavior of the target implementation.

In this work we show that such powerful attacks
are not restricted to cache attackers with root privileges
that can conveniently interrupt the target process at will.
Instead we show how user-level cache attackers — by care-
fully preparing caches and optimizing their timing with re-
spect to the victim process — can achieve an unprecedented
temporal accuracy. Existing cryptographic code relying
solely on the inability to achieve this accuracy has to
be rewritten, since we show that data that has just been
prefetched cannot be assumed to still reside in the cache
when used, even if used immediately.

Our work quantifies the achievable resolution for care-
fully designed attack code in several different scenarios.
All of the discussed scenarios require user-level privileges
only and work in a cross-core setting. Nevertheless they
can overcome the prefetch countermeasure in either case.
Our analysis reveals that TSX is a powerful mechanism
for an attacker to synchronize her execution with the
execution of the victim process. With TSX, the attacker
sees an abort whenever the victim access a target memory
location. This fact, combined with its transient capabilities
and the knowledge of the replacement policies of Intel
processors, can be leveraged to achieve cache evictions
at the desired instants, i.e. after the prefetch, even in the
absence of shared memory.

We demonstrate the feasibility of our approach by
retrieving the secret key of the T-Table and S-Box AES
implementations of OpenSSL and the secret bits from the
exponentiation of the wolfSSL RSA implementation.
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Appendix A.
Influence of L1 replacement policy

We have observed differences in the results between
12-way-associative caches and 16-way-associative caches.
These are due to the L1 replacement policy. In the first
case, just after the 12 elements of the set have been placed
in the cache, 4 of them are exclusively present in the LLC,
and the L1 cache will have suffered 4 misses. It will keep
the 4 last accessed blocks, but it will not necessarily have
evicted the first 4 accessed. On the contrary, when using a
16-way-associative cache, the L1 cache will have suffered
8 misses. This means it is likely that the 8 elements that
were first accessed only reside in the LLC. We observed
that in the first case the block we call B is in the L1 cache
whereas it is not in the second case.

The replacement policy defines which elements are
replaced and the dependence of the eviction order with
the actual access to the data. Indeed, our observations can
be explained by the tree-based pseudo-LRU replacement
policy implemented in the L1 cache [54], [55].

For clarification, the tree-based replacement policy is
represented in Figure 10. Starting from the root node, it
selects each of the branches depending on the intermediate
values of the nodes. In the example, the eviction candidate
is marked in red. Since the root node contains a 1, it
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Figure 10. Tree structure that controls the Pseudo-LRU replacement
policy of L1 and L2 caches. The eviction candidate is highlighted

TABLE 2. EXPERIMENTAL PLATFORM DETAILS.

Processor Intel core i5-7600K
Cores 4

Frequency 3.8 GHz

Inclusive LLC  Yes

LLC slices 8

LLC size 6 MB

LLC ways 12

L1 size 32 KB

L1 ways 8

selects the right branch. The value of the child node is 0,
so it selects the left branch. Finally, the last node has a 1,
so it points to the element at the right, F in the example.
Note that the blocks of memory in the cache set (A to H)
are ordered. According to our experiments when the cache
set is completely empty, the elements are inserted linearly
in the first free block they find regardless of the actual
values of the nodes. Once the set is completely filled with
data, the apparent value of all the nodes seems to be O.
If an element in the cache is either accessed or replaced,
the values of the nodes that pointed to it are switched. For
instance, in the example, if F is accessed the nodes will
switch from 101 to 010, and D would become the new
eviction candidate.

This replacement policy explains why B is in the
L1 cache after reading the whole LLC eviction set (12
elements). For this reason, B cannot be the first element
to be accessed because its age would not change. Based
on this replacement policy, we have prepared a linked list
of addresses to access all but one elements of the eviction
set. The order of this list ensures that all of them are in
the LLC only, where their age can be manipulated.

Appendix B.
Technical experiment data

The following remarks should help fellow researchers
to reproduce our results.

B.1. Experimental platform

All experiments were conducted on the same machine,
the details of which are listed in Table 2.

B.2. wolfSSL setup

In order to analyze the wolfSSL implementation of the
exponentiation, we compiled the latest version at the time
of writing this paper (version 4.4.0) with the —enable-
debug —enable-keygen flags in order to be able to keep



the symbols after the installation and to generate RSA
keys. Note that we only used the —enable-debug flag to
verify the execution path with gdb. It is not necessary
otherwise. Later, we ran the tests included in the library
itself to analyze their RSA implementation and found
that the exponentiation is still vulnerable despite the steps
taken to remove side channel vulnerabilities.
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