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ABSTRACT The essential step of abstraction-based control synthesis for nonlinear systems to satisfy a given
specification is to obtain a finite-state abstraction of the original systems. The complexity of the abstraction
is usually the dominating factor that determines the efficiency of the algorithm. For the control synthesis
of discrete-time nonlinear stochastic systems modelled by nonlinear stochastic difference equations, recent
literature has demonstrated the soundness of abstractions in preserving robust probabilistic satisfaction
of ω-regular linear-time properties. However, unnecessary transitions exist within the abstractions, which
are difficult to quantify, and the completeness of abstraction-based control synthesis in the stochastic
setting remains an open theoretical question. In this article, we address this fundamental question from
the topological view of metrizable space of probability measures, and propose constructive finite-state
abstractions for control synthesis of probabilistic linear temporal specifications. Such abstractions are
both sound and approximately complete. That is, given a concrete discrete-time stochastic system and an
arbitrarily small L1-perturbation of this system, there exists a family of finite-state controlled Markov chains
that both abstracts the concrete system and is abstracted by the slightly perturbed system. In other words,
given an arbitrarily small prescribed precision, an abstraction always exists to decide whether a control
strategy exists for the concrete system to satisfy the probabilistic specification.

INDEX TERMS L1-perturbation, abstraction, completeness, control synthesis, decidability, linear-time prop-
erty, metrizable space of probability measures, robustness, stochastic systems, nonlinear systems.

I. INTRODUCTION
Abstraction-based formal synthesis relies on obtaining a
finite-state abstraction (or symbolic model) of the original,
and possibly nonlinear systems. Computational methods, such
as graph-based model checking and automaton-guided con-
troller synthesis, are then developed based on the abstraction
to verify the system or synthesize controllers with respect
to a temporal logic specification [1], [2], [3]. Abstractions
enable autonomous decision making of physical systems to
achieve more complex tasks, and received significant suc-
cess in the past decade [2], [3], [4], [5], [6]. Regardless of
heavy state-space discretization and complicated abstraction
analysis, formal methods compute with guarantees a set of

initial states from which a controller exists to realize the given
specification [2], [3], [7], [8].

Heuristically, abstractions use a finite-state automaton
to solve the corresponding search problem at a cost of
potentially including non-deterministic transitions in the
automation. For non-stochastic control systems, both sound
and approximately complete abstractions exist [3], [7], [8],
[9], [10], [11]. This is in the sense that, the abstractions
can not only include a sufficient number of transitions to
design provably correct controllers, but also quantify the
level of over-approximation allowed for a specified precision.
Therefore, the completeness analysis theoretically removes
the doubts of finding an abstraction-based approach once
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a robust control strategy of a certain degree is supposed to
exist with respect to a given specification, which makes any
computational attempts not meaningless.

There is a recent surge of interest in studying formal meth-
ods for stochastic systems. We review some crucial results
from the literature that are pertinent to the work presented in
this article.

A. RELATED WORK
Probabilistic model checkers have been developed for
discrete-time discrete-state fully observed Markov decision
processes (MDP) and partially observed Markov decision pro-
cesses (POMDP) [12], [13], [14], [15], [16], and have gained
success in applications of control synthesis with probabilistic
temporal logics [17], [18], [19], [20].

For continuous-state space, a major strategy is to ap-
proximate the transition kernels by some reference (control)
stochastic matrices, known as finite-model approximations,
to solve optimal control problem or control synthesis with
respect to probabilistic temporal logics [21], [22]. Proba-
bilistic reachability and safety related control synthesis can
be resolved by relating the satisfaction probability to the
corresponding value functions [23], [24], [25], [26], [27].
By necessarily imposing stability-like conditions, the prob-
lem can be reduced to solving the characterized dynamic
programming problem using computable bounded-horizon
counterparts [28], [29], [30], [31], [32].

For fully observed systems, other than the approximation
schemes, a formal abstraction for stochastic systems pro-
vides an inclusion of all possible approximate transitions
of the labelled processes, which eventually will preserve
the probability of satisfaction in a proper sense. Bounded-
Parameter Markov Decision Processes (BMDP) can naturally
serve this purpose [33], [34]. A BMDP contains a family
of finite-state MDPs with uncertain transitions given each
action, and provide the upper and lower quasi-stochastic
matrices as abstractions for the continuous-state controlled
Markov systems. The authors of [34] developed algorithms
based on [33], [35] to obtain the upper/lower bound of the
satisfaction probability of fundamental formulas of proba-
bilistic computation tree logic. The work in [36] formulated
BMDP abstraction for bounded-linear temporal logic spec-
ifications. The most recent works [37], [38] developed a
specification-guided refinement strategy on the partition of
the state space and presented a synthesis procedure for
finite-mode stochastic systems against any ω-regular speci-
fications. Furthermore, the work [39] proved the soundness
of abstractions for linear periodic event-triggered control
systems, but in the sense that expected rewards computed
along the abstraction’s paths bound that of the concrete
system.

The recent research [40] proposed a notion of complete-
ness for stochastic abstractions in verification of probabilistic
ω-regular properties. That is, given a concrete discrete-time
continuous-state Markov process X , and an arbitrarily small
L1-bounded perturbation of this system, there always exists

an IMC abstraction whose interval of satisfaction probabil-
ity contains that of X , and meanwhile is contained by that
of the slightly perturbed system. Instead of imposing the
mix-monotone conditions [41] and the strong stability (ergod-
icity) assumptions [42] of the stochastic systems, the analysis
in [40] is based on the topology of metrizable space of proba-
bility measures with only mild conditions. This methodology
proves to be more effective than simply discussing the value
of probabilities and enables us to demonstrate the approx-
imate completeness of abstraction-based stochastic control
synthesis.

B. CONTRIBUTIONS
In this article, we establish theoretical results on abstraction-
based control of discrete-time nonlinear Markov systems,
building on recent work [40] on formal verification. In brief:
� We define abstractions based on the weak topology of

probability laws and propose the concept of robust com-
pleteness for controlled Markov systems.

� While it is often believed to be true that abstraction-
based stochastic control synthesis is sound in the sense of
Fact 1 of [38], [41], as well as similar statements in [34],
[43], we provide the first formal proof of its soundness,
to the best knowledge of the authors.

� We prove that robustly complete abstractions of fully ob-
served controlled Markov systems (even with additional
uncertainties) exist under a mild assumption, which
demonstrates the decidability1 of robust realization of
probabilistic ω-regular temporal logic formulas.

� We improve upon the analysis in [40] by providing
tighter inequalities that avoid unnecessarily refined par-
titions to guarantee the prescribed precision.

� We discuss the applicability of formal abstraction to par-
tially observed controlled stochastic systems.

We would like to clarify that the results of this article
differ from those presented in [40]. Specifically, [40] fo-
cuses solely on constructing robustly complete abstractions
for control-free systems, which do not address the decidability
of controlled Markov systems. In contrast, this current ar-
ticle tackles this issue by introducing an additional concept
known as the ‘implementation’ relation (refer to Definition
4.3) between control policies of the original system and the
abstraction. The construction of abstractions for controlled
Markov systems in this article exhibits subtle but fundamen-
tal differences. We hence include explicit proofs in order to
provide clearer guidelines and demonstrate our approach.

The rest of the article is organized as follows. Section II
presents some preliminaries on probability spaces and con-
trolled Markov systems. Section III provides the problem
definition. Section IV presents the soundness of abstractions
in verifying ω-regular linear-time properties for fully ob-
served discrete-time controlled Markov systems. Section V

1In this context, the decidability of an abstraction is to decide whether
a control strategy exists for the concrete system to satisfy the probabilistic
specification.
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presents the constructive robust abstractions with soundness
and approximate completeness guarantees. We discuss the
applicability of the proposed method for partially observed
discrete-time controlled Markov systems in Section VI. The
article is concluded in Section VII.

C. CONVENTIONS FOR NOTATION
We denote by

∏
the product of ordinary sets, spaces, or func-

tion values. Denote by ⊗ the product of collections of sets,
or sigma algebras, or measures. The n-times repeated product
of any kind is denoted by (·)n for simplification. Denote by
π j :

∏∞
i=0(·)i → (·) j the projection to the jth component. We

denote the Borel σ -algebra of a set by B(·) and the space of
all probability measures on B(·) by P(·).

For a set A ⊆ Rn, A denotes its closure, Int(A) denotes its
interior, and ∂A denotes its boundary. For two sets A, B ⊆ Rn,
the set difference is defined by A\B = {x : x ∈ A, x �∈ B}. Let
| · | denote the inifinity norm in Rn and let B := {x ∈ Rn :
|x| < 1}. Given a probability space (�,F, P), we denote by
‖ · ‖1 := E| · | the L1-norm for Rn-valued random variables,
and let B := {X : Rn-valued random variable with ‖X‖1 <

1}.
Given a matrix M, we denote by Mi its ith row and by Mi j

its entry at the ith row and jth column.

D. A GUIDELINE OF TERMINOLOGY
To enhances clarity for readership, we would like to cre-
ate a summary of terminologies. (1) Processes are referred
to specifically when discussing stochastic processes indi-
vidually. (2) A system generates a family of stochastic
processes that will be investigated together. (3) Labelled pro-
cesses/systems specifically pertain to situations where the
topic is related to temporal logics and observations. (4) A
model refers to a mechanism or tool that produces a system.

II. PRELIMINARIES
We consider N = {0, 1, . . .} as the discrete time index set, and
a general Polish (complete and separable metric) space X as
the state space. Let U ⊆ Rp be a compact space of control in-
puts. We introduce some standard concepts for fully observed
controlled Markov processes.

A. CANONICAL SETUP FOR DISCRETE-TIME CONTROLLED
MARKOV PROCESSES
The canonical setup for discrete-time controlled processes
is provided in [44]. In brief, without loss of generality, we
assume that a stochastic process X := {Xt }t∈N and a process
of control values u := {ut }t∈N are defined on some (unknown)
probability space where the noise is generated. Given any
measurable process u, the probability law of the joint process
(X, u) := {(Xt , ut )}t∈N can be determined on the canonical
space ((X × U)∞,F, P), where

F := σ {(Xt , ut ) ∈ (�,C), (�,C) ∈ B(X) ⊗ B(U), t ∈ N}.
We also denote X u by the controlled process if we emphasize
on the state-space marginal of (X, u).

We consider (X, u) to be obtained from Markov models,
whose transition probabilities, unlike control-free systems,
have an extra dependence of the current control input, i.e.,

�u
t (x, �) = P[Xt+1 ∈ � | Xt = x, ut = u]. (1)

Now we suppose that ut is provided according to some rule
at each instant of time t ∈ N. It is natural to suppose that the
selection of a control at time t is based on the history X[0,t]

and u[0,t−1], where

X[0,t] := {Xs}s∈[0,t] and u[0,t] := {us}s∈[0,t]. (2)

For each fixed t > 0, let κt (· | ·) be such that, for any C ∈
B(U),

κt (C | X[0,t]; u[0,t−1]) = P[ut ∈ C | X[0,t]; u[0,t−1]]. (3)

A control policy is defined as follows.
Definition 2.1: An admissible control policy is the se-

quence κ = {κt , t ∈ N}, where κt is given in the form of (3)
for each t ∈ N.

If u is generated based on a control policy κ , we replace the
notation X u by X κ .

Assumption 2.2: We assume that u is deterministic a priori
or generated by deterministic control policies.

This class of policies is considered to be sufficient for
achieving optimality with respect to the specifications under
consideration in the context of optimal control [34], [44].

B. CONTROLLED MARKOV SYSTEMS
We are interested in controlled Markov processes with dis-
crete labels of states, which is done by assigning abstract
labeling functions over a finite set of atomic propositions.
Now we consider an abstract family of labelled controlled
Markov processes as follows.

Definition 2.3 (Controlled Markov system): A controlled
Markov system is a tuple XU = (X,U, {�}, AP, L), where
� X = W ∪ 	, where W is a bounded working space,

	 := Wc represents all the out-of-domain states;
� U is the set of actions;
� {�} := {[[�u]]}u∈U contains all collections of control-

dependent transition probabilities: for every t , given a
realization u ∈ U of the signal ut , the transition �u

t is
chosen from the collection [[�u]] accordingly;

� AP is the finite set of atomic propositions;
� L : X → 2AP is the (Borel-measurable) labelling func-

tion, i.e. for every A ∈ B(2AP), L−1(A) ∈ F.
Note that for every given u and initial condition X0 =

x0 (resp. initial distribution ν0 ∈ P(X)), we can generate
a process X u ∈ XUu, whose probability law is denoted
by Px0,u

X (resp. Pν0,u
X ), and XUu denotes all the processes

that are generated by {�} given u. The collection of all
the probability laws of such controlled processes is de-
noted by {Px0,u

X }X u∈XUu (resp. {Pν0,u
X }X u∈XUu ). We denote by

{Px0,u
n }∞n=0 (resp. {Pν0,u

n }∞n=0) a sequence of {Px0,u
X }X u∈XUu

(resp. {Pν0,u
X }X u∈XUu ). We simply use Pu

X (resp. {Pu
X }X u∈XUu ) if

we do not emphasize the initial condition (resp. distribution).
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If u is known to be generated according to some determin-
istic control policy κ , the previously mentioned notations are
changed correspondingly by replacing the superscripts u by κ .
If κ is not emphasized in the context, we use the superscripts
u to indicate the general controlled quantities.

Definition 2.4 (Clarification of Notation): In the specific
context of discrete state space X, given a controlled Markov
process X u on X∞, we use the notation (�,F,Pu

X ) for the
discrete canonical spaces of some discrete-state controlled
process. We would like to still use the notation (�,F, Pu

X )
if the continuity of X is not clear or not emphasized.

For a path of controlled state � := �0�1�2 · · · ∈ X∞,
define by L� := L(�0)L(�1)L(�2) · · · its trace. The space
of infinite words is denoted by

(2AP)ω = {A0A1A2 · · · : Ai ∈ 2AP, i = 0, 1, 2 · · · }.
A linear-time (LT) property is a subset of (2AP)ω. We are only
interested in LT properties  such that  ∈ B((2AP)ω ), i.e.,
those are Borel-measurable2.

To connect with ω-regular specifications, we introduce the
semantics of path satisfaction as well as probabilistic satisfac-
tion as follows.

Definition 2.5: Suppose  is a formula of our interest. For
a given labelled controlled Markov process X u from XUu

with initial distribution ν0, we formulate the canonical space
(�,F, Pν0,u

X ). For a controlled path � ∈ X∞, we define the
path satisfaction as

� �  ⇐⇒ L� � .

We denote by {X u � } := {� : � � } ∈ F the events of
path satisfaction. Given a specified probability ρ ∈ [0, 1], we
define the probabilistic satisfaction of  as

X u � Pν0,u
��ρ[] ⇐⇒ Pν0,u

X {X u � } �� ρ,

where ��∈ {≤,<,≥,>}.

C. WEAK TOPOLOGY
Since our purpose is to investigate the relation between
continuous-state and finite-state controlled Markov systems
and then demonstrate probabilistic regularities, it is natural to
work on the dual space of the state space, i.e., we consider
the set of possibly uncertain measures within the topological
space of probability measures.

Consider any separable and complete state space (Polish
space) X. The following concepts on the space of probability
measures P(X)3 are frequently used later. Note that, ‘if a
space is metrisable, the topology is determined by conver-
gences of sequences, which explains why we sometimes only

2By [32] and [45, Proposition 2.3], any ω-regular language of labelled
(controlled) Markov processes is measurable. The proof relies on the proper-
ties of the canonical space as well as the connection with Büchi automation.

3P(X) is always metrisable given X is a Polish space [46].

define the concept of convergence, without explicitly mention
the topology.’ [47]

Definition 2.6 (Weak convergence4): A sequence
{μn}∞n=0 ⊆ P(X) is said to converge weakly to a probability
measure μ, denoted by μn ⇀ μ, if∫

X
h(x)μn(dx) →

∫
X

h(x)μ(dx), ∀h ∈ Cb(X). (4)

We frequently use the following alternative condition [48,
Proposition 2.2]:

μn(A) → μ(A), ∀A ∈ B(X) s.t. μ(∂A) = 0. (5)

Correspondingly, the weak equivalence of any two measures
μ and ν on X is such that∫

X
h(x)μ(dx) =

∫
X

h(x)ν(dx), ∀h ∈ Cb(X). (6)

We kindly refer readers to [46], [49] and [50, Remark 3] for
examples on the weak topology.

Definition 2.7 (Tightness of set of measures): Let X be any
topological state space and M ⊆ P(X) be a set of probability
measures on X. We say that M is tight if, for every ε > 0 there
exists a compact set K ⊆ X such that μ(K ) ≥ 1 − ε for every
μ ∈ M.

The following theorem provides an alternative criterion for
verifying the compactness of family of measures w.r.t. the
corresponding metric space using tightness. Note that, on a
compact metric space X, every family of probability measures
is tight.

Theorem 2.8 (Prokhorov): Let X be a complete separable
metric space. A family � ⊆ P(X) is relatively compact if and
only if it is tight. Consequently, for each sequence {μn} of
tight �, there exists a μ ∈ �̄ and a subsequence {μnk } such
that μnk ⇀ μ.

D. PROBABILITY METRICS
The space of probability measures on a complete, separable,
metric (metrisable) space endowed with the topology of weak
convergence is itself a complete, separable, metric (metris-
able) space [51]. While not easy to compute, the Prohorov
metric can be used to metrize weak topology. We prefer to use
Wasserstein metric since it also implies weak convergence and
provides more practical meanings in applications. The total
variation, on the other hand, implies setwise (conventional)
convergence on a continuous base state space X.

We first recall some basic concepts established in [40] re-
garding the complete analysis.

Definition 2.9 (Wasserstein distance): Let μ, ν ∈ P(X) for
(X, | · |), the Wasserstein distance is defined by ‖μ − ν‖W =
inf E|X − Y |, where the infimum is is taken over all joint
distributions of the random variables X and Y with marginals
μ and ν respectively.

4Technically, this should be weak* convergence as probability measures
are linear bounded functionals of bounded continuous functions. We use
‘weak convergence’ due to no conflict of concept in this article.
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We frequently use the following duality form of definition5,

‖μ − ν‖W := sup

{∣∣∣∣
∫
X

h(x)dμ(x) −
∫
X

h(x)dν(x)

∣∣∣∣ ,
h ∈ C(X), Lip(h) ≤ 1} .

The discrete case, ‖ · ‖d
W, is nothing but to change the inte-

gral to summation. Let BW = {μ ∈ P(X) : ‖μ − δ0‖W < 1}.
Given a set G ⊆ P(X), let ‖μ‖G = infν∈G ‖μ − ν‖W be the
distance from μ to G, and G + rBW := {μ : ‖μ‖G < r} be
the r-neighborhood of G.

Note that BW is dual to B. For any μ ∈ BW , the associated
random variable X should satisfy E|X | ≤ 1, and vice versa.

We also frequently use the following inequalities to bound
the Wasserstein distance between two Gaussians.

Proposition 2.10: Let μ ∼ N(m1, �1) and ν ∼ N(m2, �2)
be two Gaussian measures on Rn. Then

|m1 − m2| ≤ ‖μ − ν‖W

≤
(
‖m1 − m2‖2

2 + ‖�1/2
1 − �

1/2
2 ‖2

F

)1/2
,

(7)

where ‖ · ‖F is the Frobenius norm.
Definition 2.11 (Total variation distance): Given two prob-

ability measures μ and ν on B(X), the total variation distance
is defined as

‖μ − ν‖TV = 2 sup
�∈B(X)

|μ(�) − ν(�)|. (8)

In particular, if X is a discrete space, ‖μ − ν‖d
TV =∑

q∈X |μ(q) − ν(q)|.
Remark 2.12: Total variation distance implies a much

stronger uniform norm given X is continuous. However, work-
ing on discrete topology of a finite set, we have the following
well known connection.

‖μ − ν‖d
W = 1

2
‖μ − ν‖d

TV . (9)

This equivalence [52, Theorem 4] on the discrete topology
implies that abstractions already exist unnecessarily in a func-
tional space with stronger convergence concept.

III. PROBLEM FORMULATION
Our objective is to develop abstractions for specific controlled
Markov systems. In this section, we introduce the concrete
systems of our interests, and subsequently outline the re-
quirements for a well-posed abstraction. The soundness and
completeness analysis of these abstractions will be provided
in the remaining sections of this article.

A. THE CONCRETE CONTROLLED MARKOV SYSTEMS
Throughout Sections III to V, we focus on controlled Markov
processes determined by the following fully-observed Markov
system

Xt+1 = f (Xt , ut ) + b(Xt )wt + ϑξt , (10)

5Lip(h) is the Lipschitz constant of h such that |h(x2) − h(x1)| ≤
Lip(h)|x2 − x1|.

the sample state X u
t (� ) ∈ X ⊆ Rn for all t ∈ N given a

signal process u, the stochastic inputs {wt }t∈N are i.i.d. Gaus-
sian random variables with covariance Ik×k . Mappings f :
Rn × Rp → Rn is locally Lipschitz continuous in both ar-
guments, and b : Rn → Rn×k is locally Lipschitz continuous.
The memoryless perturbation ξt ∈ B are independent random
variables with intensity ϑ ≥ 0 and unknown distributions. We
can translate (10) into the form of a controlled Markov system

XU = (X,U, {T}, AP, LXU), (11)

where {T} := {[[Tu]]}u∈U is defined in the same way as the {�}
in Definition 2.3. We use notation T instead of � to indicate
the continuity of the transition probability in x ∈ X.

Remark 3.1: For ϑ �= 0, (10) defines a family XU of con-
trolled Markov processes. As to simulate the probability laws
at the observation times, the above system can be regarded
as a discrete-time numerical scheme of controlled stochastic
differential equations (SDEs) driven by Brownian motions,
which demonstrates practical meanings in physical sciences
and finance. The real noise with bounded supports that are
considered in [41] is a special type. Gaussian variables in (10)
do not lose any generalities in view of L1 properties and are
in favor of our formal analysis. In addition, compared to f
being mixed-monotone and b being constant in [38], [41], the
choice of f and b in this article fits more general dynamics in
applications.

For real-world applications, we only care about the behav-
iors in the bounded working space W. It is desired to trap the
sample paths at the out-of-domain states once 	 they reach 	.
By defining stopping time τ = τ (u) := inf{t ∈ N : X u /∈ W}
for each X u, it is equivalent to study the probability law of
the corresponding stopped process {X u

t∧τ }t∈N for any initial
condition (or distribution), which coincides with Pu

X on W.
In view of the corresponding transitions probability, for each
realization of control input u and for all x ∈ X \ W, the transi-
tion probability should satisfy Tu(x, �) = 0 for all � such that
� ∩ W �= ∅.

We also would like to point out that the above set-ups are
inline with conventional stochastic analysis. It is important to
note that for solutions to stochastic differential equations or
inclusions, first-exit time of a bounded region is not generally
to be triggered within a finite time with probability one, as
shown in several studies [53], [54], [55], [56], [57], [58]. For
solutions to stochastic difference equations or inclusions of
the form (10), it can also be shown that Pu

X [τ < ∞] is not
necessarily always 1. This can be attributed to factors such as
stability or controlled stability [59], [60], [61].

On the other hand, ω-regular formulas themselves are in-
dependent of the underlying dynamics. However, in terms
of satisfaction of a formula  with ω-regular property, oc-
currences of events {X u � } can be independent of the
sigma-algebra σ {τ } or not. Even in the latter situations, the
probability associated with these events is not trivial (only 0
or 1). We use a control-free 2-dim discrete-time process B (a
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discrete-time analogue to a diffusion process) driven by

Bt+1 = Bt + bwt

as an example, where b is a diagonal constant matrix with
entries 	t , and 	t is the time-step size. Note that τ < ∞
almost surely. Given B0 = x ∈ W := {x ∈ R2 : R

2k < |x| < R}
a.s. for each k, the probability px,k of the event k : ‘B
reaching {x ∈ R2 : |x| = R} before {x ∈ R2 : |x| = R

2k }’ can
be analytically resolved based on a martingale argument. Let
f (x) = e−x/	t , then one can verify that f (|B|) is a martingale,
and hence f |x| = E[ f |Bτ∧τk |], where τk is the first hitting
time of the boundary of {x ∈ R2 : |x| = R

2k }. We can conclude

that px,k = 1 − P[τk < τ ] = 1 − 1
2k for each k ≥ 1, which is

a non-trivial probability.
Remark 3.2: It is worth noting that, in the numerical exam-

ples in [37], [38], the peudo-Gaussian noise with a bounded
support is obtained by normalizing real Gaussian distribu-
tion on W by the probability N(0, 1)(W), which significantly
distorts the shape of Gaussian density within Int(W). The
treatment of out-of-domain transitions in this article should
preserve the density of wt and hence that of Xt for each t on
Int(W). The densities can be recovered to the true densities
given the stopping time τ not being triggered.

Definition 3.3 (Clarification of Notations): To avoid any
complexity, we use the same notation X u and Pu

X to denote
the stopped processes and the associated laws.

Assumption 3.4: We assume that in ∈ L(x) for any x /∈ 	

and in /∈ L(	). We can also include ‘always (in)’ in the
specifications to observe sample paths for ‘inside-domain’
behaviors, which is equivalent to verifying {τ = ∞}.

B. ROBUST ABSTRACTIONS
We define a notion of abstraction between continuous-state
and finite-state controlled Markov systems via state-level re-
lations and measure-level relations.

Definition 3.5: A (binary) relation γ from A to B is a sub-
set of A × B satisfying (i) for each a ∈ A, γ (a) := {b ∈ B :
(a, b) ∈ γ }; (ii) for each b ∈ B, γ −1(b) := {a ∈ A : (a, b) ∈
γ }; (iii) for A′ ⊆ A, γ (A′) = ∪a∈A′γ (a); (iv) and for B′ ⊆ B,
γ −1(B′) = ∪b∈B′γ −1(b).

Definition 3.6: Given a continuous-state controlled Markov
system

XU = (X,U, {T}, AP, LXU)

with a compact U ∈ Rp, and a finite-state Markov system

IA = (Q, Act , {�}, AP, LIA),

where Q = (q1, . . . , qN )T , Act = {a1, . . . , aM}, and {�} :=
{[[�a]]}a∈Act contains all collections of n × n stochastic matri-
ces that are also dependent on a.

We say that IA abstracts XU, and write XU ��α IA, if
there exist

1) a state-level relation α ⊆ X × Q from XU to IA such
that, for all x ∈ X, there exists q ∈ Q such that (x, q) ∈
α (α(x) �= ∅) and LIA(q) = LXU(x);

2) a measure-level relation �α ⊆ P(X) × P(Q) from XU

to IA such that, for all i ∈ {1, 2, . . . , N} and a ∈

Act , there exists u ∈ U such that for any Tu ∈ [[Tu]]
and all x ∈ α−1(qi ), there exists �a ∈ [[�a]] satisfying
(Tu(x, ·),�a

i ) ∈ �α and Tu(x, α−1(q j )) = �a
i j for all

j ∈ {1, 2, . . . , n}.
The converse abstraction is defined in a similar way.
Remark 3.7: Heuristically, we stand from the side of the

original system and require an abstraction to
� contain states with the same labels as states of the origi-

nal system;
� include transitional measures with the same measuring

results on all the discrete states given any starting point
of the original system that can be mapped to an abstract
state.

Given a rectangular partition and the existence of an ab-
straction, one immediate consequence is that the transition
matrices are able to recover all possible transition probabilities
(of the original system) from a grid to another.

Assumption 3.8: Without loss of generality, we assume that
the labelling function is amenable to a rectangular partition6.
In other words, a state-level abstraction can be obtained from
a rectangular partition.

IV. SOUNDNESS OF ROBUST BMDP ABSTRACTIONS
BMDPs are quasi-controlled Markov systems on a discrete
state space with upper/under approximations (�̂u/�̌u) of the
real transition matrices.

Definition 4.1: A BMDP is a tuple IA =
(Q, Act , {�̌}, {�̂}, AP, LIA), where
� Q is an (N + 1)-dimensional state-space for any N ,

which is obtained by a finite state-space partition con-
taining {	}, i.e., Q = (q1, q2, . . . , qN , qN+1 := 	)T ;

� Act is a finite-dimensional actions;
� AP and LIA are the same as in Definition 2.3;
� {�̌} := {�̌a}a∈Act is a family of N × N matrix such that

�̌a
i j is the lower bound of transition probability from

the state number i to j for each i, j ∈ {1, 2, . . . , N} and
action a ∈ Act ;

� {�̂} := {�̂a}a∈Act is a family of N × N matrix such that
�̂a

i j is the upper bound of transition probability from
the state number i to j for each i, j ∈ {1, 2, . . . , N} and
action a ∈ Act .

By adding constraints

[[�a]] = {�a : stochastic matrices with �̌a ≤ �a ≤ �̂a

component wisely}, (12)

we are able to transfer an IA into a controlled Markov system
IA as in Definition 3.6, whose [[�a]]’s are well defined sets
of stochastic matrices for each a ∈ Act . We call the induced
IA, which is verified to satisfy Definition 3.6, the abstraction
generated by the BMDP IA, or simply the BMDP abstraction.

Remark 4.2: To make IA an abstraction for (11), we can
discretize both X and U, such that each node a ∈ Act rep-
resents a grid of u ∈ U. We then need the approximation
to be such that �̌a

i j ≤ ∫
α−1(q j ) T

u(x, dy) ≤ �̂a
i j for a u ∈ a,

6See e.g. [41, Definition 1].
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for all x ∈ α−1(qi ) and i, j = 1, . . . , N , as well as �N+1 =
(0, 0, . . . , 1).

For any realization of a sequence of actions a := {ai}i∈N,
the controlled Markov system IAa is reduced to a family of
perturbed Markov chains generated by the uncertain choice
of {�} for each t . The n-step transition are derived based on
[[�ai ]]:

[[�(2)]] := {�a0
0 �

a1
1 : �

ai
i ∈ [[�ai ]], i = 0, 1},

...

[[�(n)]] := {�a0
0 �

a1
1 · · · �an

n : �
ai
i ∈ [[�ai ]],

i = 0, 1, . . . , n}.
The weak compactness and convexity of the probability laws
of IAa are proved in [40, Section 3.2]. We also kindly refer
readers to the arXiv version [50, Section 3.1] for more details
on the weak topology properties.

Taking the advantages of the above properties, we now
show the soundness of BMDP abstractions.

Definition 4.3: Given a state-level relation α and a
measure-level relation �α from XU to IA. Let φ and κ be
some control policies of XU and IA, respectively. Recall no-
tations in (2). We call φ a �α-implementation of κ if, for each
t ∈ N,

ut = φt (X[0,t], u[0,t−1]), X ∈ XUφ

is chosen according to

at = κt (I[0,t], a[0,t−1]), I ∈ IAκ

in a way that, for any realization u and a of ut and at , for
any Tu ∈ [[Tu]] and all x ∈ α−1(qi ), there exists �a ∈ [[�a]]
satisfying (Tu(x, ·),�a

i ) ∈ �α and Tu(x, α−1(q j )) = �a
i j for

all j ∈ {1, 2, . . . , n}.
We can define the converse implementation from IA to XU

based on a converse measure-level relation (from IA to XU)
in a similar way.

Remark 4.4: Heuristically, a control policy κ is generated
in the finite-state finite-action abstraction model within IA

to ensure a probabilistic satisfaction of some specification.
The selection of the control policy φ is subjected to κ and
hence IAκ according to the abstraction relation, such that (2)
of Definition 3.6 is guaranteed.

Proposition 4.5: Let IA be a controlled Markov system
that is derived from a BMDP with any initial distribution μ0.
Then for any ω-regular specification , given any admissible
deterministic control policy κ , the set

Sμ0,κ = {Pμ0,κ
I (Iκ � )}Iκ∈IAκ

is a compact interval.
Proof: The proof is similar to [40, Theorem 2]. We only

show the sketch. Let a be the control input process gener-
ated by κ such that at = κt (I[0,t], a[0,t−1]) for each t . Note
that a ∈ B(Act∞) and at ∈ B(Act ), where the set of actions
Act admits a discrete topology. The weak compactness of

the probability law {Pμ0,κ
I }Iκ∈IAκ follows exactly the same

reasoning as in [40, Proposition 1]. The convexity of every
finite-dimensional distribution of Ia can be obtained in similar
way as in [40, Theorem 2] based on the transition procedure,
i.e., for any q0, qn1 , . . . , qnt ∈ Q,

Pq0,κ
I

[
I0 = q0, . . . , It = qnt , It+1 = qnt+1

]
∈ {�at

nt+1,nt
�

at−1
nt ,nt−1 · · · �a0

n1,0
δq0 : �ai ∈ [[�ai ]],

i ∈ {0, . . . , t}, and at = κ (I[0,t] = q[0,t], a[0,t−1])}.
By a standard monotone class argument, the convexity for
any Borel measurable set A ∈ F measured in the set of laws
Pq0,κ

I are guaranteed, which implies the convexity of Sq0,κ ,
and hence that of Sμ0,κ . �

The soundness regularity is provided as follows.
Theorem 4.6: Let XU as in (11) be a controlled Markov

system driven by (10). Suppose that there exist a state-level
relation α, a measure-level relation �α , and a BMDP ab-
straction IA such that XU ��α IA. Let  be an ω-regular
specification. Suppose the initial distribution ν0 of XU is such
that ν0(α−1(q0)) = 1. Then, given an admissible deterministic
control policy κ , there exists a �α-implementation policy φ of
κ such that

Pν0,φ
X (Xφ � ) ∈ {Pq0,κ

I (Iκ � )}Iκ∈IAκ , Xφ ∈ XUφ.

Proof: We denote by μt and νt , respectively, the marginal
probability measures on B(Q) and B(X) for t ∈ N. We
also use the shorthand notation μa

t (·) := μt ( · |at−1 = a) and
νu

t (·) := νt ( · |ut−1 = u) to indicate the conditional probabil-
ities. We consider ν0 = δx0 a.s. for simplicity. Note that, at
t = 1, by the definition of BMDP abstraction and Remark 4.2,
there exists a u0 ∈ U such that,

�̌
a0
i j ≤ ν

u0
1 (α−1(q j )) =

∫
α−1(q j )

δx0Tu0 (x0, dy)

≤ �̂
a0
i j , ∀x0 ∈ q0 and ∀ j ∈ {1, 2, . . . , N + 1},

where a0 = κ0(q0), and u0 is selected accordingly such that
the above relation is satisfied. We can easily check that

μ
a0
1 = (νu0

1 (α−1(q1)), . . . , νu0
1 (α−1(qN+1)))T

is a proper marginal probability measure of IA at t = 1. In par-
ticular, μ

a0
1 (q j ) = ν

u0
1 (α−1(q j )) for each j ∈ {1, 2, . . . , N +

1}.
Similarly, at t = 2, we have

�̌
a1i
i j μ

u0
1 (qi ) ≤ ν

u1i
2 (α−1(q j ))

=
∫

α−1(q j )

∫
α−1(qi )

ν
u0
1 (dx)Tu1i (x, dy)

≤ �̂
a1i
i j μ

u0
1 (qi ), ∀i, j ∈ {1, 2, . . . , N + 1},

where a1i = κ1(qi ) for each i ∈ {1, 2, . . . , N + 1}, and u1i is
selected accordingly such that the above relation is satisfied.
Then, μa1i

2 = (νu1i
2 (α−1(q1)), . . . , νu1i

2 (α−1(qN+1)))T is again
a proper marginal probability measure of IA at t = 2 for each
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i ∈ {1, 2, . . . , N + 1}. In addition, there also exists a Pq0,κ

such that its one-dimensional marginals up to t = 2 admit μ1

and μ2, and satisfies

Pq0,κ [I0 = q0, a0 = a0, I1 = qi, a1 = a1i, I2 = q j]

= μ0(q0)μa0
1 (qi )μ

a1i
2 (q j )

= δq0 (q0)
∫

α−1(qi )
ν

u0
1 (dx)

∫
α−1(q j )

ν
u1i
2 (dy)

= Pq0,u
X [X0 = x0, u0 = u0, X1 ∈ α−1(qi ), u1 = u1i,

X2 ∈ α−1(q j )]

for all i, j ∈ {1, 2, . . . , N + 1}. We then propagate the process
inductively according to the above machinery by

1) selecting ut := ut j at each time according to the realiza-
tion at := at j = κt (q j );

2) selecting Tut and �at ∈ [[�at ]] at each time via the con-
nection as the above.

We can verify that, by the above selection procedure, there
exists Pq0,κ such that

Pq0,κ [I0 = q0, a0 = a0, I1 = qi, a1 = a1, · · · ]

= Px0,u
X [X0 = x0, u0 = u0, X1 ∈ α−1(qi ), u2 = u2, · · · ]

holds for any finite-dimensional distribution. By Kolmogrov
extension theorem, there exists a unique probability law Pq0,κ

I
for (I, a) or Iκ ∈ IAκ such that it has the same measuring
results on any F-measurable sets (recall that F = B(Q∞))
as the probability law Px0,u

X of the generated process (X, u) or
X u.

The �α-implementation φ = {φt }t∈N exists and is given
as φt (· | X[0,t], u[0,t−1]) = Px0,u

X [ut = (·) | X[0,t], u[0,t−1]] af-
ter averaging out along X∞. �

Based on Theorem 4.6, we can immediately show whether
a control strategy exists based on the BMDP abstraction such
that the controlled process satisfy the probabilistic specifica-
tion.

Corollary 4.7: Let XU, its BMDP abstraction IA, an
ω-regular formula , and a constant ρ ∈ [0, 1] be given. Sup-
pose there exists a control policy κ such that Iκ � Pq0

��ρ[]
for all Iκ ∈ IAκ , then there exists a policy φ such that Xφ �
Pν0,φ
��ρ[] for all Xφ ∈ XUφ with ν0(α−1(q0)) = 1.
Remark 4.8: The purpose of abstraction-based formal

methods is in general different from constructing numerical
solutions for SDEs. The numerical analysis for SDEs is to
determine how good the approximation is and in what sense it
is close to the exact solution [62].

The stochastic driving forces in discrete-time numerical
simulations are given with discrete distributions in a pri-
ori. Consequently, there is a unique solution in the discrete
canonical space driven by this discrete noise. The numerical
simulation provides a much smaller set of measurable sample
paths, i.e. a natural filtration Fw,d subjected to the discrete
version of noise wd rather than F (recall Definition 2.4). The
missing transitions or measurable sample paths from F cannot
be recovered given a fixed discretized noise at a time.

In comparison with the numerical solutions, the stochastic
abstractions in this article do not use the spatially discretized
noise as the driving force. Instead, we directly work on gen-
erating a relation based on the state-space discretization such
that the transition kernel of the original system is ‘included’
in the discrete family of transition matrices in the sense of
Theorem 4.6. Even though a refinement of grid size can lead to
a convergence for both numerical simulations and stochastic
abstractions (see [40, Proposition 3] for details), they converge
from different ‘directions’. In other words, the family of the
discrete probability laws from an abstraction reduces to a sin-
gleton whilst the missing transitions in a numerical simulation
become empty as the size of the grids converges to 0.

V. ROBUST COMPLETENESS OF BMDP ABSTRACTIONS
In this section, we propose the concept of robustly complete
abstractions of discrete-time nonlinear stochastic systems of
the form (10) and provide computational procedures for con-
structing sound and robustly complete abstractions for this
class of controlled stochastic systems under mild conditions.

Note that, in view of the soundness analysis given in The-
orem 4.6, the formulation of a formal inclusion of transition
probabilities, and consequently, the inclusion of the ‘reachable
set’ of marginal probability measures, can be achieved as
long as BMDP abstractions can be constructed. This guar-
antees that the real satisfaction probability is preserved as
in Corollary 4.7, however, creates a deviation from the orig-
inal concrete system. In order to prevent a sound BMDP
abstraction from generating significant deviation, we perform
a completeness analysis in this section. The purpose is to
investigate whether such deviations can be reflected in some
continuous-state systems with arbitrarily small perturbations
when compared to the original concrete systems. By conduct-
ing this type of comparison, we aim to release the abstraction
from the ‘virtual’ systems and establish a perception that even
small deviations would not lead to substantial issues for the
original system.

To do this, we work on the space of probability measure
metricized by the Wasserstein metric (recall Section II-D to
quantify this extra perturbation.

A. CONSTRUCTION OF ROBUSTLY COMPLETE BMDP
ABSTRACTIONS
We consider two continuous-state systems with parameters
ϑ2 > ϑ1 ≥ 0. The first system, denoted by XU1, is given by

Xt+1 = f (Xt , ut ) + b(Xt )wt + ϑ1ξ
(1)
t , ξ

(1)
t ∈ B, (13)

and the second system, denoted by XU2, is driven by

Xt+1 = f (Xt , ut ) + b(Xt )wt + ϑ2ξ
(2)
t , ξ

(2)
t ∈ B. (14)

We construct a sound and robustly complete BMDP abstrac-
tion IA for XU1 in a similar way as in [40], i.e., we build a
state-level relation α and a measure-level �α such that

XU1 ��α IA, IA �
�−1

α
XU2.

242 VOLUME 2, 2023



We define the set of transition probabilities of XUi, for each
fixed u ∈ U, from any box [x] ⊆ Rn as

Tu
i ([x]) = {Tu(x, ·) : Tu ∈ [

[Tu]]i, x ∈ [x]}, i = 1, 2.

The following lemma is to straightforward based on [40,
Lemma 3].

Lemma 5.1: Fix any ϑ1 ≥ 0, any box [x] ⊆ Rn, and u ∈ U.
For all k > 0, there exists a finitely terminated algorithm to
compute an over-approximation of the set of (Gaussian) tran-
sition probabilities from [x], such that

Tu
1([x]) ⊆ T̂u

1([x]) ⊆ Tu
1([x]) + kBW ,

where T̂u
1([x]) is the computed over-approximation set of

Gaussian measures.
Lemma 5.1 is to construct an over-approximation T̂u

1([x])
of the set of Gaussian transition probabilities from the original
concrete system XU1, such that any Gaussian measure within
T̂u

1([x]) will not perturb the mean more than any arbitrarily
small k. We skip the proof due to the similarity to [40, Lemma
3] and [7, Lemma 1]. The main step is to find inclusion func-
tions for f and b, as well as a mesh of [x] with appropriate
size. The over-approximation of the ‘reachable’ mean and
covariance can be obtained by union the regions generated by
inclusion functions acting on the mesh.

Note that, recalling Definition 3.3, we are actually working
on the quantification for the stopped processes. The introduce
a modification that does not affect the law of the stopped
processes, i.e., we use a weighted point mass to represent the
measures at the boundary, and the mean value should remain
the same.

Definition 5.2: For i = 1, 2, we introduce the modified
transition probabilities for XUi = (X,U, {T}i, AP, LXU). For
any u ∈ U, for all Tu

i ∈ [[T]]u
i , let

T̃u
i (x, �) =

⎧⎨
⎩

Tu
i (x, �), ∀� ⊆ W, ∀x ∈ W,

Tu
i (x,Wc), � = ∂W, ∀x ∈ W,

1, � = ∂W, x ∈ ∂W.

(15)

Correspondingly, let [̃[Tu]] denote the collection. Likewise, we
also use (̃ · )u to denote the induced quantities of any other
types w.r.t. such a modification.

We are now ready to show the existence of a robustly com-
plete abstraction given (13) and (14).

Theorem 5.3: For any 0 ≤ ϑ1 < ϑ2, we consider XUi =
(X,U, {̃T}i, AP, LXU), i = 1, 2, that are driven by (13) and
(14), respectively. Then, under Assumption 3.8, there exists
a rectangular partition Q (state-level relation α ⊆ X × Q), a
measure-level relation �α and a finite-state abstraction system
IA = (Q, Act , {�}, AP, LIA) such that

XU1 ��α IA, IA �
�−1

α
XU2. (16)

Proof: We construct a finite-state BMDP abstraction in a
similar way as in [40, Theorem 4]. Aside from the additional
dependence on the control inputs, we also provide tighter
estimations on sets of probability measures. By Assump-
tion 3.8, we use uniform rectangular partition Q on W. We

then let the state-level relation be α = {(x, q) : q = η� x
η
�} ∪

{(	,	)}, and Act = {a : �� u
�
�}, where �·� is the floor func-

tion. The parameters η, � are to be chosen later. Denote the
number of discrete nodes by N + 1.

We construct the measure-level abstraction as follows. We
repeat the procedure with updated notations for the control
systems. For any fixed u = a ∈ Act , for any T̃u ∈ [̃[Tu]]1 and
q ∈ Q,

1) for all ν̃u ∼ Ñ(m, s2) ∈ T̃
u
1(α−1(q), ·), store {(ml , sl ) =

(η�m
η
�, η2� s2

η2 �)}l ;

2) for each l , define ν̃
u,ref
l ∼ Ñ(ml , sl ) (implicitly, we need

to compute ν
u,ref
l (α−1(	))); compute ν̃

u,ref
l (α−1(q j ))

for each q j ∈ Q \ 	;
3) for each l , define μ

u,ref
l =

[ν̃u,ref
l (α−1(q1)), . . . , ν̃u,ref

l (α−1(qN )), ν̃u,ref
l (α−1(	)];

4) compute ws := (
√

2n + 2)η and tv := 2 · ws;
5) construct [[μu]] = ⋃

l{μ : ‖μ − μ
u,ref
l ‖TV ≤

tv(η), μ(	) + ∑N
j μ(q j ) = 1};

6) let �α := {(ν̃u, μu), μu ∈ [[μu]]} be a relation between
ν̃u ∈ T̃

u
(α−1(q)) and the generated [[μu]].

Repeat the above step for all q and then for all u = a ∈ Act ,
the relation �α is obtained. We denote Gu

i := T̃
u
1(α−1(qi ), ·)

and Ĝ
u
i := ̂

T̃
u
1(α−1(qi ), ·).

Step 1: For each u = a ∈ Act , for i ≤ N , let [[�u
i ]] =

�α (Ĝ
u
i ) and the transition collection be [[�u]]. It can be

shown that the finite-state BMDP IA abstracts XU1 based on
Definition 3.6: for each a, there exists u ∈ U (where we set
it to be a), such that for any ν̃u ∈ Gu

i and hence in Ĝ
u
i , there

exists a discrete measures in �u
i ∈ �α (Ĝ

u
i ) such that for all q j

we have ν̃u(α−1(q j )) = �u
i j .

The proof is done by the exact same way as the proof
of [40, Claim 1, Theorem 4] for each fixed control input. We
summarize the methodology as follows:

a) To not miss any possible transition of XU1 from each
x ∈ α−1(qi ), we work on the over-approximation set
Ĝ

u
i of Gaussian measures. It can be easily verified

that, within the abstractions, we also have �α (Ĝ
u
i ) ⊇

�α (Gu
i ). Now we verify that �α given in 6) is indeed

a valid relation that creates an abstraction.
b) For any modified Gaussian ν̃u ∈ Ĝ

u
i , there exists a ν̃u,ref

such that the distance is bounded: ‖ν̃ − ν̃u,ref‖W ≤
‖ν − νu,ref‖W ≤ √

2nη. This is estimated by
Proposition 2.10.

c) Reflecting on the space of discrete measures (a row of
an abstraction matrix), we have the following inflation

∥∥μ − μu,ref
∥∥d

W

≤ ‖μ − ν̃‖W + ∥∥ν̃ − ν̃u,ref
∥∥

W + ∥∥ν̃u,ref − μu,ref
∥∥

W

≤ ws, (17)
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where the first and third term above is to connect a discretized
measure with a continuous measure. Note that for any contin-
uous measure v and its discretized version m,

‖m − v‖W

= sup
h∈C(X),Lip(h)≤1

∣∣∣∣
∫
X

h(x)dm(x) −
∫
X

h(x)dv(x)

∣∣∣∣
≤ sup

h∈C(X),Lip(h)≤1

n∑
j=1

∫
α−1(q j )

|h(x) − h(q j )|dv(x)

≤ η

n∑
j=1

∫
α−1(q j )

dv(x) ≤ η.

(18)

By 5) an 6) and Definition 3.6, we have stored such μ centered
at the reference measure w.r.t. the total variation distance, and
this collection has sufficient amount of transition matrices as
a valid abstraction by definition.

Step 2: Now we choose of η and � such that the constructed
BMDP abstraction can be abstracted by XU2 via the converse
relation �−1

α . Note that a ∈ u + �B for any u ∈ U. We need to
choose η, � and k sufficiently small such that

2η + 1/2 · tv(η) + Lρ + k ≤ ϑ2 − ϑ1, (19)

where L is the Lipschitz constant of f . Then, we have

�−1
α (�α (Ĝ

u
i )) ⊆ Ĝ

u
i + (2η + 1/2 · tv(η)) · BW + L�B

⊆ Gu
i + (2η + 1/2 · tv(η) + L� + k) · BW

(20)

for each i. Note that all the ‘ref’ information is recorded, and,
particularly, for any μu ∈ �α (Gu

i ) there exists a μu,ref within
a total variation radius tv(η).

The inclusions in (20) are to conversely find all possible
corresponding measure ν̃u that matches μu by their probabil-
ities on discrete nodes. All such ν̃u should satisfy,∥∥ν̃u − ν̃u,ref

∥∥
W

≤ ‖ν̃ − μ‖W + ∥∥μ − μu,ref
∥∥d

W + ∥∥μu,ref − ν̃u,ref
∥∥

W

≤ 2η + 1/2 · tv(η), (21)

where the bounds for the first and third terms are obtained in
the same way as (18). The second term is improved compared
to [40] based on the connection (9).

By the construction, we can verify that for each u ∈
U, there exists an a ∈ Act (guaranteed by the finite cov-
ering relation a ∈ u + �B) such that the choice in (20)
makes �−1

α (�α (Ĝ
u
i )) ⊆ T̃

u
2(α−1(qi )), which completes the

proof. �
Remark 5.4: As noted in [40], the key point of the con-

struction in Theorem 5.3 is to record the ‘ref’ points and
corresponding radii, which form finite coverings of the com-
pact space of measures. We use ‘finite-state’ instead of ‘finite’
abstraction because we do not further discretize the dual space

of the solution processes, which is the space of probability
measures.

Remark 5.5: As shown in Step 1.b), we estimate the
Wasserstein distance with the reference measure by the sec-
ond moment difference of the associated random variables.
In this view, we can also replace the additional uncertainty
ξ (1), which is a sequence of point-mass perturbations, by a se-
quence of L1 independent noise with known, bounded second
moment. In this case, we can still eventually obtain a robust
complete abstraction by a similar methodology.

Theorem 5.3 shows that, given any 0 ≤ ϑ1 < ϑ2, there
exists a sufficiently and necessarily refined uniform discretiza-
tion of X, as well as a measure-level relation such that a
robustly complete abstraction IA can be constructed. We
can algorithmically synthesize a control strategy for XU1 by
generating IA and then solving a discrete synthesis prob-
lem for IA with some probabilistic specification. In view of
Corollary 4.7, if a control strategy κ exists to fulfill the prob-
abilistic specification for IAκ , then there exists a policy φ to
guarantee the satisfaction of XUφ

1 . On the other hand, if there
is no policies to realize a specification for IA, then the system
XU2 is also not realizable w.r.t. the same specification. The
latter is implied by the following corollary.

Corollary 5.6: Given a specification formula , let Sν0,φ
2 =

{Pν0,φ
X (X � )}Xφ∈XU2

be the set of the satisfaction probabil-
ity of  under a control policy φ for the system XU2. Then,
for each control policy φ of XU2, there exists a policy κ

for IA such that Sq0,κ

IA
⊆ Sν0,φ

2 for any initial conditions sat-
isfying ν0(α−1(q0)) = 1, where Sq0,κ

IA
= {Pq0,κ

I (I � )}Iκ∈IA.

Both Sq0,κ

IA
and Sν0,φ

2 are compact.
Proof: The inclusion and compactness (for each policy)

is done in a similar way as Theorem 4.6 by the inductive
construction of probability laws. �

VI. A DISCUSSION ON STOCHASTIC CONTROL SYSTEMS
WITH NOISY OBSERVATION
Continuing our objective of developing abstractions, in this
section, we discuss the case when the observations of the
sample paths are corrupted by noise.

Apart from the nonlinear filtering, the philosophy of con-
structing sound and robustly complete abstractions for such
systems maintain the same. We hence do not reiterate the
procedure in this section but rather deliver a discussion on the
mathematical complexity of the potential abstractions. Before
we proceed, we briefly introduce the notion from nonlinear
filtering.

A. NONLINEAR FILTERING FOR DISCRETE-TIME SYSTEMS
Consider the discrete-time signal and observation of the fol-
lowing form

Xt+1 = f (Xt , ut ) + b(Xt )wt , (22a)

Yt = h(Xt ) + βt , (22b)
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where Y is a Y-valued observation via a continuous Borel
measurable function h and i.i.d. Gaussian process β :=
{βt }t∈N with proper dimensions. We also set w and β to be
mutually independent.

Similar to (2), for any fixed t > 0, we define the short hand
notation for the history of observation Y[0,t] := {Ys}s∈[0,t]. Un-
like the system without corrupted observations, it is natural to
suppose that the selection of a control at time t is based on
Y[0,t] and u[0,t−1]. An admissible control policy κ = {κt }t∈N
in this case is such that, for each fixed t > 0, we have, for any
C ∈ B(U),

κt (C | Y[0,t]; u[0,t−1]) = P[ut ∈ C | Y[0,t]; u[0,t−1]]. (23)

A deterministic admissible policy κ is such that ut =
κt (Y[0,t]; u[0,t−1]).

Let H (Yt ∈ A | Xt = xt ), A ∈ B(Y), be the observation
channel, which is the transition kernel generated by (22b).
Given any initial distribution μ0 of X , the probability law
Pμ0,κ of (X,Y, u) := {Xt ,Yt , ut }t∈N can be uniquely deter-
mined based on the the transition kernel, observation channel,
and the control policy.

Given a policy κ (we set it to be deterministic without loss
of generality), the estimation of Xt given Y[0,t] that minimizes
the mean square error loss is given as

�t (�) := Pμ0,κ [Xt ∈ � | Y[0,t], u[0,t−1]], � ∈ B(X).

We call this random measure �t ∈ P(X) for each t the opti-
mal filter. Using Bayes rule, we have

�t (�)

= Pμ0,κ [Xt ∈ � | Y[0,t], u[0,t−1]]

=
∫
X H (Yt |Xt = xt )�ut−1

t−1 (xt−1, �) · �t−1(dxt−1)∫
X

∫
X H (Yt |Xt = xt )�ut−1

t−1 (xt−1, dxt ) · �t−1(dxt−1)

=: F (�t−1,Yt−1, ut−1)(�), (24)

where ut−1 is determined by κt−1(Y[0,t−1], u[0,t−2]). It can
also be shown that the process (�, u) := {�t , ut }t∈N is a
controlled Markov process [21] with transition probability

P[�t+1 ∈ D | �t = πt , ut = ut ]

=
∫
Y
1{F (πt ,yt ,ut )∈D} · n(dyt ), D ∈ B(P(X)). (25)

We also use �u to emphasize the marginal behavior of the
process (�, u). Given the observations and the adaptively gen-
erated control signal, the optimal estimation of the conditional
probability of satisfying any ω-regular formula  is given by

Pμ0,u
� [X � ] := Pμ0,u[X �  | Y ] =

∫
X∞

1{X�} �u(dx).

(26)
Note that it is difficult to obtain the full knowledge of Y ,
our goal is to generate control policies such that the optimal
estimation Pμ0,u[X �  | Y ] possesses certain confidence of
satisfying the probabilistic requirement given any realization

of observation. The above derivation converts the problem
into a fully observed controlled Markov process (�, u) via
an enlargement of the state space, where control policies and
even optimal control policies can be synthesized accordingly
for the (hypothetically) fully observed � [21]. The policy
fulfilling the goal mentioned above is thereby decidable.

The construction of the optimal filter process (or the func-
tion F in (24)) can be decomposed into a two-step recursion
based on the transition relation in (24).

Prediction (Prior): At time t , �t−1(dx) is feed into the
r.h.s. of the prior knowledge of the dynamics for X , i.e.,
(22a). The prediction of Xt based on Y[0,t−1] as well as the
u determined at t is such that

�̂t (dx) =
∫
X

�u
t (x̃, dx)�t−1(dx̃). (27)

Filtering (Posterior): This step is to assimilate the observa-
tion at the instant t , which is given as

�t (dx) = n(Yt )H (Yt |Xt = x)�̂t (dx), (28)

where n(Yt ) = ∫
X H (Yt |Xt = x)�̂t (dx) is the normalizer.

For numerical approximation, we simulate and propagate
the optimal filter process using matrix approximations of each
step’s transition kernel, whereas for formal abstractions, we
need to find the ‘inclusion’ of the transitions for each step as
usual.

B. A BRIEF DISCUSSION ON STOCHASTIC ABSTRACTIONS
FOR CONTROL SYSTEMS WITH NOISY OBSERVATIONS
Motivated by generating optimal control policies using the
knowledge of filter process (�, u), the stochastic abstractions
for partially observed processes can be reduced to obtain
a sound and robustly complete abstraction for the process
(�, u). To convey the idea, we simply consider the following
two systems with noisy observations

Xt+1 = f (Xt , ut ) + b(Xt )wt + ϑ1ξ
(1)
t , (29a)

Yt = Xt + βt + ς1ζ
(1)
t , (29b)

and

Xt+1 = f (Xt , ut ) + b(Xt )wt + ϑ2ξ
(2)
t , (30a)

Yt = Xt + βt + ς2ζ
(2)
t , (30b)

where ζ
(i)
t ∈ B are i.i.d. for each t and each i ∈ {1, 2}, the

intensities satisfy 0 ≤ ς1 < ς2. The rest of the notations are
as previously mentioned.

We convert the filter processes that are generated by (29)
and (30) into the expression of controlled Markov systems

FUi = (X,Y,U, {T }i, [[H]]i, AP, LFU), i = 1, 2, (31)

where the additional Y and its collection of observation chan-
nel [[H]]i are needed in the filtering step for generating the
controlled filter process �u. The other notions are the same as
previously mentioned.
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To find an abstraction for FU1, we need a state-level re-
lation or discretization α as usual. Then, we need both {T }1

and [[H]]1 to be abstracted via some measure-level relation, so
that the transition probability of � is abstracted by a set of
discrete transition probabilities given the same set of discrete
observations in the sense of (2) of Definition 3.6. Now we
denote the BMDP abstraction for FU1 as

IA = (Q,YQ, Act , {�}, [[HQ
]
], AP, LIA), (32)

where YQ is the discretized observation states that are ob-
tained by the state-level relation α, and [[HQ]] is the collection
of the discrete observation channels that are obtained based on
some measure-level relation �α . The intuition of IA is that we
need ‘more’ transitions in the abstraction for the prior knowl-
edge of the dynamics that are related via the measurablility of
labelled nodes, as well as ‘more’ transitions for the filtering
step to obtain enough observations for decision making.

The soundness of IA for the controlled filter process system
FU1 is in the following sense: given any initial distribution,
for each κ (based on the discrete observation YQ) for IA, there
exists a control policy φ such that for each �φ ∈ FU

φ
1 ,

� there exists a �d,κ ∈ IAκ whose observation process YQ
has the same probability with Y of �φ on each discrete
node q ∈ Q, and �d,κ has the same evaluation on all the
discrete measurable sets A ∈ F with �φ ;

� the discrete probability law Pd,κ for �d,κ ∈ IAκ forms a
convex and weakly compact set;

� the optimal estimation satisfies, for a given p ∈ [0, 1],∫
�φ∈B(P(X))

1{
P

ν0,φ

�
[Xφ�]��p

}Pφ (d�φ )

∈
{∫

�d,κ∈B(P(Q))
1{

Pμ0,κ

�
[Xφ�]��p

}Pd,κ (d�d,κ )

}
.

(33)

A proper task is to find an control policy such that the opti-
mal estimation of the probabilistic specification of X �  has
a confidence at least q ∈ [0, 1], i.e., Pφ (Pμ0,φ[X �  | Y ] ��
p) ≥ q. Then we can search control policies κ in IA for all the
filter process �d , such that strategy can make the lower bound
of{∫

�d,κ∈B(P(Q))
1{

Pμ0,κ

�
[Xφ�]��p

}Pd,κ (d�d,κ )

}
�d,κ∈IAκ

greater than or equal to q.
The robust completeness can be verified in a similar way as

Section V, except now we need to decompose the procedure
to guarantee the robust completeness for both prediction and
filtering steps. The discretization need to rely on the value of
ϑ2 − ϑ1 and ς2 − ς1.

Note that the counterpart of Fokker-Planck equations for
evaluating the probability law of the optimal filter in sys-
tems with noisy observations is the famous Zakai’s stochastic
partial differential equation7. The approximation of such a

7We omit the content here and kindly refer readers to [63] for details.

solution already suffers from the curse of dimensionality.
Using formal abstractions to enlarge the partially observed
processes into the filter processes with full observations, based
on which control policies can be determined and utilized back
to the partially observed cases, seems tedious and impractical.
Besides the theoretical formal guarantee of a confidence of a
satisfaction probability (i.e., a probabilistic requirement of the
probabilistic specification), the abstraction essentially solves
the continuous probability law of a continuous conditional
expectation (or a random measure) upon some process with
discrete labels using discrete inclusions. We hence do not
recommend readers to complicate the problem.

VII. CONCLUSION
In this article, we investigated the mathematical properties
of formal abstractions for discrete-time controlled nonlinear
stochastic systems. We discussed the motivation of construct-
ing sound and complete formal stochastic abstractions and
the philosophy in comparison to numerical approximations in
Section IV. A brief discussion on the extension of stochas-
tic abstractions for controlled stochastic systems with noisy
observation was provided in Section VI. The construction of
such abstractions can be analogous to solving a discretized
version of Zakai’s equation via formal inclusions, which suf-
fers from a curse of excessive dimensionality.

We provide an appropriate mathematical language to dis-
cuss the soundness and approximate completeness of ab-
stractions for stochastic systems using BMDP. We show that
abstractions with extra uncertainties are not straightforward
extensions of their non-stochastic counterparts [7], [11], and
view this as the most significant contribution of our work.

For future work, it would be interesting to design algo-
rithms to construct robustly complete BMDP abstractions for
more general robust stochastic systems with L1 perturbations
based on the weak topology. The size of state discretization
can be refined given more specific assumptions on system
dynamics and linear-time objectives. It is also of a theoret-
ical interest to construct robustly complete abstractions for
continuous-time stochastic system and demonstrate the con-
trollability given mild conditions. Even though we aimed to
provide a theoretical foundation of BMDP abstractions for
continuous-state stochastic systems, we hope the results can
shed some light on designing more powerful robust control
synthesis algorithms.
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