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Abstract—Digital signatures based on the Discrete Logarithm
(DL) problem often suffer from long signature sizes, and reduc-
tions made loose by the use of Pointcheval and Stern’s Forking
Lemma. At EUROCRYPT 2003, Goh and Jarecki provided
the first forking-free proof of unforgeability for a DL-based
signature scheme—rooting its security in the hardness of the
Computational Diffie-Hellman problem in the random oracle
model. In this paper, we present and discuss the first machine-
checked proofs for DL-based signature schemes reducing tightly
to CDH, produced using EasyCrypt. We craft our proofs around
a shim which reduces the local proof effort, and helps us identify
patterns that can be easily adapted to similar tightly-secure DL-
based schemes.

I. INTRODUCTION

The EDL signature scheme—based on the Discrete Log-
arithm (DL) problem—was independently proposed with-
out proof by Chaum and Pedersen [1] and Jakobsson and
Schnorr [2]. Goh and Jarecki [3] propose a proof in the
random oracle model that EDL is existentially unforgeable
under chosen-message attacks when constructed over a group
in which the Computational Diffie-Hellman (CDH) prob-
lem is hard. Crucially, Goh and Jarecki’s proposed security
proof does not make use of Pointcheval and Stern’s Forking
Lemma [4]: although EDL signatures contain a Schnorr proof,
it is used as a zero-knowledge proof of discrete logarithm
equality, rather than as a proof of knowledge. This allows a
much tighter reduction than most other DL-based signature
schemes, theoretically supporting shorter signatures.

Chevallier-Mames [5] presents an improvement on EDL
which reduces the size of signatures and allows cost-free use
of coupons. The scheme (denoted CM in the following) relies
on similar techniques to avoid relying on the forking lemma,
but interestingly still relies on the special soundness property
of Schnorr proofs.

A. Our Contributions

Our main contribution is the first machine-checked proof
for a signature scheme with a tight reduction to CDH. We
formalize proofs for both the EDL (Section III) and CM
(Section IV) signatures schemes, and make them publicly
available.1 We reformulate Goh and Jarecki [3] and Chevallier-
Mames’s [5] pen and paper proofs, and mechanise them in

1https://gitlab.org/ec-zksigs/edl.git

EasyCrypt. Like the original results by Goh and Jarecki [3]
and Chevallier-Mames [5], our theorems are concrete—rather
than asymptotic—security statements. However, the original
proofs were direct reductions; ours follows the methodology
based on sequences of games advocated by Shoup [6].

This, and the formalization effort, allow us to identify proof
principles that we believe are more general, and could be
applied more broadly. In developing the proof of security
for EDL, we develop a shim, used in all intermediate steps
of the proof, and whose main interest is in reducing the
amount of boilerplate proof. We reuse the same shim with
very minor tweaks for the CM scheme, whose proof differs
only in probability bounding and reduction steps. Section V
closes with discussions of further potential generalizations as
well as or related and future work.

Due to very minor mistakes and omissions in the original
proof by Goh and Jarecki [3], we cannot prove that the bound
given originally holds; we prove a very close bound instead,
similar to that given for EDL by Chevallier-Mames [5], with
minor amendments to address formal details (discussed where
relevant). Our formal theorem for the CM scheme is in line
with that given originally.

II. BACKGROUND AND OVERVIEW

In this section, we review certain background definitions of
relevance to this paper’s discussions.

A. Code-Based Game-Playing Proofs and Exact Security

Cryptographic proofs often rely on complexity theoretic
reductions, constructing an adversary against some hardness
(or statistical) assumption from an adversary against the con-
struction under study.

If early cryptographic proofs were indeed presented much
like complexity theoretic reductions, the complexity of modern
assumptions and constructions, the difficulty of reasoning
rigorously about probabilistic algorithms, and the desire to use
security proofs to inform parameter selection (and in particular
key sizes) have led to a shift towards code-based game-playing
security proofs [6]. These proofs still construct a reduction, but
do so step-by-step—with each step called a game, allowing
careful reasoning about the relation between the probabilities
of events in successive games, and isolating complex events
whose probability must be reasoned about.
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Further, assumptions, constructions, security notions, and
intermediate games are expressed as simple programs. This
provides clarity in the definitions, but also helps reason about
the complexity of the reduction and its tightness, stepping
away from asymptotic results and providing concrete (or exact)
security claims for given security parameters.

In this paper, we do not use the full power of the method-
ology. Instead, we will only rely on proving statements of the
following form, with D1 and D2 distributions, and E1 and E2

events defined over the relevant distribution’s support.

Pr[D1 : E1 ] ≤ Pr[D2 : E2 ]

In places, we will also prove statements that involve some
additional failure event F2 defined over the support of D2.

Pr[D1 : E1 ] ≤ Pr[D2 : E2 ] + Pr[D2 : F2 ]

We will do so simply by proving the following and applying
the union bound.

Pr[D1 : E1 ] ≤ Pr[D2 : E2 ∨ F2 ]

The distributions we consider are quite often defined
by probabilistic programs with specified inputs. Code-based
game-playing proofs, and their formalization in EasyCrypt,
leverage this by allowing a proof relating two distributions to
be lifted from a proof relating the two programs that produce
them.

B. EasyCrypt

EasyCrypt2 [7] is an interactive proof assistant designed to
construct machine-checked game-based cryptographic proofs.
Cryptographic games and definitions are modelled as proba-
bilistic procedures (with random sampling, conditional state-
ments, loops and procedure calls) over a language of expres-
sions that can be user-extended with various mathematical and
data structures.

In addition to the usual features of an interactive proof
assistant, EasyCrypt features specialized program logics to
reason about probabilistic equivalences between programs (in
the probabilistic Relational Hoare Logic; pRHL), and to
directly reason about probabilities of events in given programs
(in the probabilistic Hoare Logic; or pHL). We now explain
how statements in these logics map to the practice of game-
based proofs.

1) pRHL Judgments: A pRHL judgment of the form

{Φ} c1 ∼ c2 {Ψ}

where c1 and c2 are programs, and the precondition and
postcondition Φ and Ψ (respectively) are relations between
the memories of c1 and c2, can be used to prove—for any
pair of memories m1, m2 such that m1 Φ m2—that

Pr[c1 @ m1 : E1 ] ≤ Pr[c2 @ m2 : E2 ]

2https://www.easycrypt.info

whenever for any pair of memories m′1 and m′2, such that
m′1 Ψ m′2, we have E1(m′1)⇒ E2(m′2). The notation c @ m
defines a distribution over final states by defining some code
c and an initial memory m in which that code is executed.
In the following and in our formal definitions, we always
consider top-level games whose behaviour is independent of
the initial memory (by ensuring that all variables are defined
before use). We therefore omit initial memories where possible
in the remainder of this paper.

pRHL for equivalence up to failure: For readers who
wish to match paper statements here to the formal develop-
ment, we note that a single pRHL judgement can be used
to discharge several statements on probabilities. Anticipating
slightly on discussions of the proofs, this is useful in proving
statements of the following form when the failure event F is
defined over the support of both distributions.

Pr[c1 @ m1 : E1 ] ≤ Pr[c2 @ m2 : E2 ] + Pr[c1 @ m1 : F ]

Indeed, to obtain such a result, a single pRHL judge-
ment—such that the post-condition Ψ implies both that the
failure event F occurs with the same probability in c1 and
c2, and that whenever E1 holds in c1, then either E2 or F
occurred in c2—is sufficient.3

2) pHL Judgments: A pHL judgment of the form

{Φ} c {Ψ} � b

where c is a program, the precondition and postcondition Φ
and Ψ are predicates over the memory of c, b ∈ [0, 1] is some
probability bound, and � ∈ {=,≤,≥} is some relation, can
be used to prove—for any memory m such that Φ m—that

Pr[c @ m : Ψ] � b

Proofs of such statements are relatively straightforward
when the event Ψ occurs in the program’s main component,
but involve invocations of the failure event lemma when the
event is triggered by oracle queries. The failure event lemma,
in the proof we describe below, allows us to lift a bound on
the probability of an event occurring during any one oracle
query into a bound on the probability of that event occurring
during the run of the experiment.

As discussed in relation to game-based proofs, these two
ingredients suffice to follow the proofs given below. We note
that, although we do not give details, all statements below are
given proofs that are fully machine-checked in EasyCrypt.
We instead focus our writing on giving an intuition of the
reasoning formalised in those machine-checked proofs, and
of the aspects of it that might be abstracted into higher-level
proof principles.

C. Mathematical Preliminaries

To better support—and in fact add value to—the formaliza-
tion, we carry out our formal proof on abstract mathematical
objects, without specifying their implementation. As shown

3The full formal interpretation of pRHL judgments—as originally given by
Barthe et al. [8]—allows other deductions, which are not used in this paper.



ExpcdhA (G, gG, n)

a←$Fn

b←$Fn

r← AG,gG,n(g
a
G, g

b
G)

Fig. 1. The CDH experiment.

Expeuf-cma
S,F ()

(pk, sk)← S.KGen()
(m̃, σ̃)← FS.Signsk(·)(pk)
b← S.Verpk(m̃, σ̃)

Fig. 2. The EUF-CMA experiment.

Hd(x)

if x /∈ H

H[x]←$ d

return H[x]

Fig. 3. A Random Oracle that lazily samples
its responses from some distribution d. H is a
map or association list, initially empty.

by Almeida, Barbosa, Barthe and Dupressoir [9], [10], this
does not preclude further refinements, even all the way down
to considering implementation adversaries. More importantly,
the proof formalized then applies to all valid instantiations of
the abstract objects, provided the refinement ensures that the
expected interface is respected.4

We consider constructions that rely on a cyclic group G
of prime order q, and on a specific generator g of G agreed
upon ahead of time. G, q and g are assumed to be public, and
known—in particular—to the adversary. We use multiplicative
notation for the group G, denoting with 1G (or simply 1
when unambiguous) its identity element, and with × its
operation. We use exponents to denote iterations of × but
take exponents directly in the field Fq such that field addition
(+) and multiplication (·) in the exponent are implicitly carried
out modulo q. We use ·−1 for field inversion. Multiplication
symbols are often omitted, as is standard.

D. The Computational Diffie-Hellman Assumption

The security of the schemes considered in this work relies
on the hardness of the Computational Diffie-Hellman (CDH)
problem, of finding gab given ga and gb. We define this as-
sumption more formally, aligning it with principles of concrete
security, and first defining the advantage of a constrained
adversary in solving CDH.

Definition 1 (CDH advantage). Let G be a cyclic group
of finite order n, and gG be a generator of G. Let A be
a computational Diffie-Hellman adversary that, on input a
description of G, n, gG, and gaG and gbG for uniformly chosen
exponents a and b, returns an element r ∈ G. The CDH
advantage of A is defined as

AdvcdhG,gG,n(A) := Pr
[
ExpcdhA (G, gG, n) : r = gabG

]
where the experiment ExpcdhA (G, gG, n) is defined in Figure 1.

The definition of hardness is natural.

Definition 2 (Hardness of CDH). The CDH problem is said
to be (t, ε)-hard in G with generator gG if, for any adversary
A that runs in time at most t, we have

AdvcdhG,gG,n(A) ≤ ε

4In particular, this would normally require the refinement to ensure or check
that inputs are indeed valid encodings of elements in the expected algebraic
structure, or to prove that it does not matter for security.

We will be more particularly interested in the hardness of
the CDH problem in our cyclic group G of prime order q with
generator g, namely AdvcdhG,g,q(A).

E. Signature Schemes

Definition 3. A signature scheme S = (KGen, Sign,Ver)
for messages in some set M consists of three probabilistic
algorithms:
• A key generation algorithm KGen that outputs a key pair

composed of a public (pk) and private key (sk);
• A signing algorithm Sign that, upon input a private key
sk and a message m ∈M, returns a signature σ;

• A verification algorithm Ver that, upon input a public key
pk, a message m ∈M and signature σ, returns a boolean
signifying acceptance (with value true, denoted with 1)
or rejection (with value false, denoted with 0).

As is standard in cryptography, the desired security property
is captured as a game between an adversary attempting to
break the security of the scheme (by forging a valid signa-
ture) and a challenger that mediates interactions between the
adversary and the signature scheme under study to specify
adversarial powers and prevent trivial wins.

More specifically, we consider the notion of existential
forgery under adaptive chosen message attacks (EUF-CMA),
in which the adversary—given the public key and oracle access
to a signing oracle that signs messages of the adversary’s
choice under the challenger’s key—attempts to produce a valid
signature on a fresh message—that is, one that has not been
queried to the signing oracle. As for CDH, we first define
the advantage of an adversary in breaking the security of a
signature scheme.

Definition 4 (EUF-CMA advantage). Given a signature
scheme S = (KGen, Sign,Ver) and an adversary (or forger) F
that, upon input a public key for S and given oracle access to
a signing oracle for S (which produces a signature upon input
a message), the advantage of A in breaking the EUF-CMA
security of S is

Adveuf-cma
S (F) := Pr

[
Expeuf-cma
S,F () : b ∧ m̃ /∈ QS

]
where the experiment Expeuf-cma

S,F () is defined in Figure 2, and
QS is the set of queries issued by the forger F to its signing
oracle.

We can then naturally define EUF-CMA security as the
relevant hardness notion.



Expeuf-cma
H,G,S,F ()

(pk, sk)← S.KGen()
(m̃, σ̃)← FH,G,S.Signsk(·)(pk)

b← S.Verpk(m̃, σ̃)

Fig. 4. EUF-CMA with two Random Oracles H and G.

Definition 5 (EUF-CMA security). A signature scheme S is
said to be (t, qS , ε)-EUF-CMA-secure if, for any adversary A
that runs in time at most t, making at most qS queries to its
S oracle, we have

Adveuf-cma
S (A) ≤ ε

F. The Random Oracle Model

The Random Oracle Model (ROM) was introduced by
Bellare and Rogaway [11] as a tool to reason about the
security of efficient cryptographic constructions that make use
of hash functions. In the ROM, hash functions are modelled
as public oracles that compute a function sampled uniformly
from the appropriate function space at the beginning of the
experiment. Formally, we equivalently capture random oracles
as stateful algorithms whose outputs to unique requests are
sampled following some distribution, as shown in Figure 3.
In the following, we consider uniform random oracles (where
d is the uniform distribution over the relevant (finite) output
space).

When analysing the security of a scheme that uses hash
functions in the ROM, it is crucial to ensure that the adversary
is given oracle access also to the hash functions. All the
schemes we consider in this paper make use of two distinct
hash functions, and we therefore consider forgers who have
access to two random oracles H and G in addition to the
signing oracle. The resulting security experiment is shown
in Figure 4. In such a context, the number of queries the
forger makes to the random oracles should also be bounded
as a resource; in the following we consider a notion of
(t, qH, qG , qS , ε)-EUF-CMA security naturally extending that
from Definitions 4 and 5.

Definition 6 (EUF-CMA security in the ROM). Given two
random oracles H and G and a signature scheme SH,G =
(KGen, Sign,Ver) and an adversary (or forger) F that, upon
input a public key for S and given oracle access to H, G,
and to a signing oracle for SH,G (which produces a signature
upon input a message), the advantage of A in breaking the
EUF-CMA security of S in the ROM is

Adveuf-cma
H,G,S (F) := Pr

[
Expeuf-cma
H,G,S,F () : b ∧ m̃ /∈ QS

]
where the experiment Expeuf-cma

H,G,S,F () is that defined in Fig-
ure 4, and QS is the set of queries issued by the forger F
to its signing oracle. A signature scheme S is said to be
(t, qH, qG , qS , ε)-EUF-CMA-secure in the ROM if, for any

EDLH,G
G,g,q

KGen()

sk←$Fq

return (sk, gsk)

Verpk(m, (z, r, s, c))

h← H(m, r)
u← gspk−c

v← hsz−c

c′ ← G(g, h, pk, z, u, v)
return c = c′

Signsk(m)

r←$ dN

h← H(m, r)
z← hsk

k←$Fq

u← gk

v← hk

c← G(g, h, gsk, z, u, v)
s← k+ c · sk
return (z, r, s, c)

Fig. 5. The EDL signature scheme, parameterized by two random oracles
H :M×N → G and G : G6 → Fq .

adversary A that runs in time at most t, making at most qH
(resp. qG , qS ) queries to its H (resp. G, S) oracle, we have

Adveuf-cma
H,G,S (A) ≤ ε

Although this is not important in this paper, we note in
particular the importance—in general—of exposing these two
oracles also to any adversary against a construction that uses
any of the signature schemes we prove secure here. The
reductions we formally prove here require control over both
ROs, which must thus—in general—be independent from any
ROs taken over by any further reductions—for example, if the
schemes are used in larger protocols.

III. EDL SIGNATURES AND THEIR SECURITY

The EDL signature scheme is defined over a set M of
messages as shown in Figure 5, where, in addition to the cyclic
group G, we also consider a set N of nonces, equipped with
some distribution dN .

Key generation is as standard for DH-style schemes. Sign-
ing is done by producing a non-interactive zero-knowledge
(NIZK) proof of discrete logarithm equality with bases a
message-dependent hash and the generator, and discrete log-
arithm the secret key. Verification recomputes the message-
dependent hash and verifies the corresponding NIZK proof.

We formally prove a tight reduction to breaking CDH
in G from breaking EUF-CMA security of EDL, where by
tight we mean, like Goh and Jarecki [3] that there are no
multiplicative factors involved in relating the time complexity
and advantage of an adversary against the scheme and that of
the corresponding reduction. More precisely, we are looking
for reductions that—when applied to an adversary that breaks
the signature scheme with probability ε in time t—break the
underlying hard problem with probability ε′ ≈ ε in time t′ ≈ t.
Our proof is concrete and constructive: the concrete reduction
used in proving Theorem 1 is displayed in Figure 6.



AFG,g,q(pk, gb)

var H ∈M×N ⇀ G× Fq

var G ∈ G6 ⇀ Fq

(m̃, (z̃, r̃, _, _))← FH,G,Sign(pk)

_←H(m̃, r̃) // This is to ensure (m̃, r̃) ∈ H

d← π2(H[m̃, r̃])

return z̃ · pk−d

Oracle simulation

H(x)

d←$Fq

if (x) /∈ H⌊
H[x]← (gbg

d, d)

return π1(H[x])

G(x)

c←$Fq

if x /∈ G⌊
G[x]← c

return G[x]

Sign(m)

r←$ dN

d←$Fq

H[m, r]← (gd, d)

c←$Fq

s←$Fq

u← gspk−c

v← gdspk−dc

G[g, gd, pk, pkd, u, v]← c

return (z, r, s, c)

Fig. 6. The reduction A from CDH. AFG,g,q uses an EUF-CMA forger F as a black-box, and internally
simulates H and G. H keeps track of both the response h and i. its discrete logarithm in base g (for
queries made by the signing oracle), or ii. the unique value d ∈ Fq such that h = gbg

d (for queries made
by the forger). π1 and π2 are the first and second projections on pairs.

GameEDL
H,G,S,F ()

1 : sk←$Fq

2 : b←$Fq

3 : pk← gsk

4 : gb ← gb

5 : (m̃, (z̃, r̃, s̃, c̃))← FH,G,S(pk)

6 : h← H(m̃, r̃)
7 : u← gs̃pk−c̃

8 : v← hs̃pk−c̃

9 : c← G(g, h, pk, z̃, u, v)
10 : win← c̃ = c ∧ m̃ /∈ QS

Fig. 7. The EDL proof shim.

Theorem 1 (Security of EDL). If CDH is (t, ε)-hard in G with
generator g, then EDL is (t′, qH, qG , qS , ε

′)-EUF-CMA-secure
for all non-negative qH, qG , qS , and with

t . t′ + (qH + 6 · qS + 1) · texp

ε′ ≤ ε+ qS ·
(
qH + qS
|N |

+
qG + qS
q2

)
+
qG + 1

q

where texp is the cost of an exponentiation in G.

Proof. The bound on the reduction’s time complexity t is not
formally verified, and we prove it here: the reduction (as shown
in Figure 6) first runs the EUF-CMA forger and simulates its
oracles. When simulating each of the forger’s qH queries to
H, the reduction computes one exponentiation in G. When
simulating each of the forger’s qS queries to the signing oracle,
the reduction computes two exponentiations and two double-
exponentiations. Finally, the reduction computes one inverse
in Fq (whose cost is omitted, as it is dominated by that of
exponentiations) and one exponentiation to retrieve its answer.
We overapproximate the cost of double-exponentiation as the
cost of two exponentiations to get the bound shown above.

The rest of this Section is dedicated to discussing the proof
for the bound on ε′. Figures 7-8 show the intermediate games
that serve in this proof.

Goh and Jarecki’s original proof [3]—which uses gb
d in-

stead of gbg
d when simulating H—omits certain low proba-

bility cases in which their given simulation fails:
1) when b is 0;
2) when the value of d used in simulating H for forgery

verification is 0; and

3) when the same random nonce is used in two separate
signatures of the same message.

Accounting for these cases yields a valid (and indeed machine-
checked) security proof, with a slightly worse bound than that
given here. We instead formalize and check a different proof,
which yields a more precise bound.

A. Intuition

We first note that a valid forgery (m̃, (z̃, r̃, s̃, c̃)) cannot be
such that the signature scheme queried H on (m̃, r̃) (if that
were the case, the forgery would not be fresh), so either the
forger has made that query herself, or we can make the query
on her behalf after she returns. Note also that, in an honestly
computed signature (z, r, s, c) for a message m, we have h =
zsk, where h ← H(m, r). The key insight in the reduction is
to embed the CDH challenge into the EUF-CMA game, using
ga as public key (so that sk = a), and embedding gb into the
answers given by H to the forger (so that h = gbgd for some
d known to the simulator). In this setting, a valid forgery that
is such that z̃ = hsk can be used to compute gab as z̃ · pk−d.

z̃ · pk−d = ha · (ga)−d = (gbgd)a · g−ad = gab

With this key insight, a proof can be obtained by further
proving that 1) the reduction—without access to the private
key—can simulate the signing oracle an EUF-CMA forger
against EDL expects to have access to, and 2) the probability
of verification succeeding for a forgery (m̃, (z̃, r̃, s̃, c̃)) such
that z̃ 6= ha (with h← H(m̃, r̃)) is low.

We now detail the sequence of games and local claims
which formalise and leverage this intuition. The sequence of
games itself (Lemmas 2 to 4) shows that the simulated oracles
from Figure 6 are indistinguishable from the actual EUF-CMA



oracles for EDL. We then show (Lemma 6) that any run of the
forger that finds a forgery in the final game lets the reduction
solve the CDH challenge, except if the forgery is such that
z̃ 6= ha, and bound the probability that this occurs with a
successful forgery (Lemma 5).

Proofs for the local claims give an intuition of the machine-
checked reasoning on programs involved, but do not delve
into detailed discussions of the tactics used. We keep the
description here as close as possible to the EasyCrypt proof,
but omit some formal details in probability-bounding steps.
Indeed, in the formal proof, we must first transform the game
to explicitly count oracle queries. Our final theorem, like
Theorem 1 does quantify over adversaries that make a bounded
number of queries.

B. Formalization

We formally define 3 intermediate games that bridge the gap
between the EUF-CMA experiment and the CDH experiment.
We write these intermediate games as instances of a common
shim GameEDL

·,·,·,·() (shown in Figure 7), which is parameterized
by oracles presenting the same interface as the random and
signing oracles, and by a forger. Any two successive games
in our formalization differ only in the oracles provided to the
shim. The oracles we use in our proof, along with the definition
of our intermediate games as instances of the shim, are shown
in Figure 8.

Locally, using a shim allows us to focus reasoning on the
parts of the experiment that do change between the successive
games, and reduces the amount of boilerplate proof code we
need to write. In EasyCrypt, we reuse a single proof base over
the shim in all proof steps, which reduces the proof obligation
to obligations on the oracles themselves, the shim essentially
serving as a distinguisher between the various sets of oracles
we consider in our games.

The formal proof proceeds in 4 steps:
1) we refactor the EUF-CMA security of EDL as an in-

stance of the shim;
2) we embed the CDH challenge into the responses given

to H queries;
3) we simulate the proof of discrete logarithm equality

without using the witness (here the secret key); and
4) we show that a forgery either exploits the (negligible)

unsoundness of the proof of discrete logarithm equality,
or answers the given CDH challenge.

1) Refactoring: The first step refactors the EUF-CMA
game to make use of the shim, as GameEDL

0 (F) :=
GameEDL

H,G,S0,F () where H, G, and S0 are shown in Figure 8.

Lemma 2 (EDL Refactoring). For any forger F , we have

Pr
[
Expeuf-cma
H,G,EDL,F () : b ∧ m̃ /∈ QS

]
= Pr

[
GameEDL

0 (F) : win
]

Proof. This is a simple program equivalence: GameEDL
0 (F) is

the EUF-CMA experiment for EDL with KGen and Ver in-
lined, and with the addition of ineffective operations (sampling

of b and computation of gb, which are not used in the rest of
the game.

2) Embedding: In our second step, we modify the way in
which queries to H are handled to embed the CDH chal-
lenge in the log of forger queries. Consider GameEDL

1 (F) :=
GameEDL

H′,G,S1,F (), with H′, G, S1 as defined in Figure 8.
To the forger, we expose H′—which computes its output as

gbg
d for some uniformly sampled d that is kept alongside the

oracle’s response.
The signing oracle S1 is modified so that it always samples

a fresh value of h (although keeping in its log its discrete
logarithm d), regardless of whether its (m, r) had already
appeared as a query to H′ or in a signing query. This change
is visible to the adversary—who can distinguish between
GameEDL

0 (F) and GameEDL
1 (F) when the pair (m, r) being

used in a signing query already appears in the map H. We
capture this event as badH.

In addition, we keep track of an event badG , which is
triggered when the query to G made by the signing oracle
is not fresh. This event is not observable by the adversary,
but is easier to bound in GameEDL

1 (F) than in the next game,
where it does become observable.

Lemma 3 (EDL Embedding). For any forger F , we have

Pr
[
GameEDL

0 (F) : win
]

≤ Pr
[
GameEDL

1 (F) : win
]

+ Pr
[
GameEDL

1 (F) : badH
]

In addition, for any forger F that makes at most qH queries
to her H oracle, and at most qS queries to her signing oracle,
we have

Pr
[
GameEDL

1 (F) : badH
]
≤ qS ·

qH + qS
q

Proof. Thanks to the use of a common shim, we only need to
consider differences in behaviour arising from the oracles.

First we observe that logging d in H has no effect on the
adversary’s view of the system: computing gbg

d and gd both
yield the uniform distribution over G when d is uniform in
Fq , and the value of d is not used (other than in computing
the response of the random oracle) while the forger is running.
Focusing on the signing oracle, it is clear that S1 is equivalent
to S0 as long as badH is false: indeed, in that case, S1
is exactly S0 with H inlined, the conditional reduced to its
true branch, and h sampled in a way that reveals its discrete
logarithm (this is marked as the dashed box in Figure 8). This
proves the first part of the lemma.

Second, we bound the probability of badH occurring. Dur-
ing any one execution of S1, badH becomes true if a fresh
value r sampled in dN already appears in H. H increases in
size by at most 1 for each query toH′ and to S1. So each query
to S1 sets badH with probability at most qH+qS

q . A forger that
makes qS query to S1 therefore triggers badH with probability
at most qS · qH+qS

q .



S0(m)

r←$N

h← H(m, r)

z← hsk

k←$Fq; u← gk; v← hk

c← G(g, h, gsk, z, u, v)
s← k+ c · sk
return (z, r, s, c)

H(x)

h←$G
if x /∈ H

b H[x]← h

return H[x]

G(x)

c←$Fq

if x /∈ G

b G[x]← c

return G[x]

S1(m)

r←$N ; badH ← badH ∨ (m, r) ∈ H

d←$Fq; h← gd

H[m, r]← (h, d)

z← hsk

k←$Fq; u← gk; v← hk

badG ← badG∨
(g, h, gsk, z, u, v) ∈ G

c← G(g, h, gsk, z, u, v)
s← k+ c · sk
return (z, r, s, c)

H′(x)
d←$Fq

if x /∈ H⌊
H[x]← (gbg

d, d)

return π1(H[x])

S2(m)

r←$N
d←$Fq; h← gd

H[m, r]← (h, d)

z← pkd

c←$Fq; s←$Fq

u← gspk−c; v← hsz−c

badG ← badG∨
(g, h, pk, z, u, v) ∈ G

G[g, h, pk, z, u, v]← c

return (z, r, s, c)

Fig. 8. Oracle simulations for use in intermediate steps in the security proof for EDL signatures. Lemmas 2 and 3 use GameEDL
0 (F) := GameEDL

H,G,S0,F ().
Lemmas 3 and 4 use GameEDL

1 (F) := GameEDL
H′,G,S1,F (). Lemmas 4 and 6 use GameEDL

2 (F) := GameEDL
H′,G,S2,F ().

3) Simulation: In our third step, we simulate the proof of
discrete logarithm equality. We rely on its zero-knowledge
property to simulate the signing oracle without using the secret
key.

GameEDL
2 (F) := GameEDL

H′,G,S2,F () carries out this simula-
tion by programming the random oracle G on inputs queried by
the signing oracle—regardless of their freshness. GameEDL

2 (F)
can therefore be distinguished from GameEDL

1 (F) by the forger
exactly when the signing oracle programs G in a point the
forger had previously queried. This event—which we captured
as badG already in S1—occurs with low probability since
some of its parameters are freshly sampled in high entropy
distributions. This probability, however, is easier to bound in
S1, and we rely on the argument outlined in Section II-B1 to
prove the bound.

Lemma 4 (EDL Simulation). For any forger F , we have

Pr
[
GameEDL

1 (F) : win
]

≤ Pr
[
GameEDL

2 (F) : win
]

+ Pr
[
GameEDL

1 (F) : badG
]

In addition, for any forger F that makes at most qG queries
to her G oracle, and at most qS queries to her signing oracle,
we have

Pr
[
GameEDL

1 (F) : badG
]
≤ qS ·

qG + qS
q2

Proof. Note the fact that we bound the probability of badG
occurring in the embedding game, rather that the simulation
game. This requires a bit of additional effort. We prove the
following two relations, combining them to prove the first
claim.

Pr
[
GameEDL

1 (F) : badG
]

= Pr
[
GameEDL

2 (F) : badG
]

Pr
[
GameEDL

1 (F) : win
]

≤ Pr
[
GameEDL

2 (F) : win
]

+ Pr
[
GameEDL

2 (F) : badG
]

We do so—both in EasyCrypt and in the argument be-
low—with a single equivalence proof, in which we establish
that the badG events occur with the same probability in both
games, and that a forger F that wins against S1 also wins
against S2 unless its run against S2 triggers badG .

The oracles H′ and G are as in the previous game, with
the only difference lying in the signing oracle S2. We must
prove two facts relating executions of S1 and S2 starting from
the same memory where badG has not yet been set. First,
we must prove—unconditionally—that they produce the same
distribution over badG . Second, we must prove that executions
that leave badG unset always yield the same distribution over



the output (z, r, s and c) and state (maps H and G) of the
oracles.

Variables d and z follow the same distribution in both
games, since d is sampled in the same distribution, and
z = gd·sk.

In order to reason about further equivalences, it is necessary
to consider the code of G. Consider a version of S1 with G
inlined. Now it is clear that variable c can be sampled at the
same time as k without change in the semantics. Now, the
distribution in S1 of (k, c, k + c · sk) is the same as that of
(s− c · sk, c, s) in S2. The distributions of u, v and badG are
therefore also equal. From here on, we only need consider the
case where badG does not occur. In this case, the conditional
in G follows the then branch, yield the same distribution
over output and state. This concludes the proof of the first
claim.

Now, as discussed, we bound the probability of badG
occurring in GameEDL

1 (F) to conclude the proof. Variable
badG is set by a signing query if the tuple it uses as input
to G coincides with one of the inputs on which G has already
been queried (one that is set in G). Signing oracle S1 makes
only queries of the form

(
g, gd, gsk, z, gk, v

)
where k and d are

sampled freshly and uniformly at random in Fq . Therefore, the
probability that such a query is one of the at most qG + qS
already set in G is upper-bounded by qG+qS

q2 . The forger makes
at most qS queries to its signing oracle, so badG occurs with
probability at most qS · qG+qS

q2 .

4) Reduction: In the final step of the proof, we show that if
a forger F wins GameEDL

2 (F), the CDH adversary AF from
Figure 6 succeeds in solving its given CDH instance, except
with low probability. More specifically, a successful forgery
either can be used to solve the given CDH instance, or relies
on an unsound proof of discrete logarithm equality.

We start by stating and proving a lemma bounding the
probability of the forger relying on unsoundness.

Lemma 5 (z̃ 6= hsk). For any forger F that makes at most qG
queries to her G oracle, we have

Pr
[
GameEDL

2 (F) : win ∧ z̃ 6= hsk
]
≤ qG + 1

q

Proof. If the forger produces a valid forgery such that z 6= hsk

then there exists in map G—at the end of the game’s run—an
input-output pair ((g, h, y, z, u, v) , c) such that z 6= hlog y and
(u × yc)log h = v × zc. Indeed, consider the input-output pair((
g, h, gsk, z̃, gs̃g−sk·c̃, hs̃g−sk·c̃

)
, c
)

involved in the G query
made by the shim during verification of the forgery. Since
the forgery is valid, it must be that c̃ = c and the conditions
hold.

We now bound the probability that any specific query to G
adds such an input-output pair to G. Since all G queries made
by the signing oracle have z = hsk, it must be that the G query
we consider was either made by the forger or shim—there are
at most qG+1 such queries. Each of them samples c at random
in Fq , and—all inputs being set—there is only one value in Fq

that meets the constraints—namely c = log(v/ulog h)/log(hlog y/z).
Oracle G samples this one value with probability 1/q.

Lemma 6 (EDL Reduction). For any forger F that makes at
most qG queries to her G oracle, and at most qS queries to
her signing oracle, we have

Pr
[
GameEDL

2 (F) : win
]
≤ AdvcdhG,g,q(AFG,g,q) +

qG + 1

q

Proof. We split the probability depending on whether the
forgery breaks the discrete logarithm equality proof’s sound-
ness, and bound the summands pairwise to conclude.

Pr
[
GameEDL

2 (F) : win
]

= Pr
[
GameEDL

2 (F) : win ∧ z̃ = hsk
]

+ Pr
[
GameEDL

2 (F) : win ∧ z̃ 6= hsk
]

Lemma 5 bounds the second summand. We now bound the
first, proving that our reduction can make use of a successful
forgery run that does not break the soundness of the proof to
solve its CDH challenge.

Pr
[
GameEDL

2 (F) : win ∧ z̃ = hsk
]

≤ Pr
[
ExpcdhAFG,g,q

(G, g, q) : r = gab
]

We first show that GameEDL
2 (F) and

ExpcdhAFG,g,q
(G, g, q)—where we recall that AFG,g,q is defined

in Figure 6—are equivalent as programs until the forger
returns (Line 6 in Figure 7). Indeed, note that the shim—up
to that point—is an inlined prefix of ExpcdhA (G, g, q). Its code
samples two field elements, hides them in the group, then
calls the forger with oracles that are themselves equivalent to
those used in AFG,g,q:
• the simulated H oracle from Figure 6 is syntactically

equal to H′;
• the simulated G oracle from Figure 6 is syntactically

equal to the oracle G defined in Figure 8; and the signing
oracles differ only cosmetically

• we define h = gd in GameEDL
2 (F), and simply propagate

the definition in AFG,g,q; and
• we no longer keep track of badG in the simulated signing

oracle.
After the call to H made by the challenger at Line 6 in

Figure 7), we have H[x] = (gbg
d, 〈d〉A) for some d ∈ Fq . In

this case, we know that h = gbg
d and the CDH adversary

recovers the value d corresponding to h from the random
oracle’s record. We, therefore always have z̃ × pk−d =
gb

skgd·skg−d·sk = gb
sk. Our reduction runs with sk = a and

gb = gb, where a and b are the CDH secrets. Therefore, if the
forger wins with a valid forgery such that z̃ = hsk, then the
reduction returns the value of gab.

Combining Lemmas 2, 3, 4, and 6 allows us to conclude
the proof of Theorem 1.



CMH,G
G,g,q

KGen()

sk←$Fq

return (sk, gsk)

Verpk(m, (z, s, c))

u← gspk−c

h← H(u)
v← hsz−c

c′ ← G(m, g, h, pk, z, u, v)
return c = c′

Signsk(m)

k←$Fq

u← gk

h← H(u)
z← hsk

v← hk

c← G(m, g, h, gsk, z, u, v)
s← k+ c · sk
return (z, s, c)

Fig. 9. The CM signature scheme, parameterized by two random oracles
H : G→ G and G :M× G6 → Fq .

IV. CM SIGNATURES AND THEIR SECURITY

The CM signature scheme is defined over messages in M
as shown in Figure 9. The most notable difference from EDL
is that the message is not included in the random oracle
query to H whose output serves as the second base for the
proof of discrete logarithm equality; instead, the message is
included as an auxiliary input to the challenge-generating
random oracle query, in a way similar to standard Schnorr
signatures. This change supports security without the use
of additional randomness (which shortens the signature), but
also allows the use of coupons, where the most part of the
signature’s computation can be done offline and ahead of the
message being produced. The on-line part of the signature
then simply consists in one hash query, and two simple field
arithmetic operations.

Following Chevallier-Mames [5], we formally prove a tight
reduction to breaking CDH in G from breaking the EUF-
CMA security of CM. The proof is, here again, concrete and
constructive. The reduction is displayed in Figure 10. Unlike
the EDL simulator, the simulator shown in Figure 10 must
keep track of different information when simulating random
oracle queries placed by the forger or internal to the simulation
of signatures. We capture this in code using a tagged disjoint
union, denoting with 〈X〉t`]〈Y 〉tr the set that contains values
from set X tagged with tl and values from set Y tagged with
tr (for distinct tags). We use a tagged tuple notation (with
〈v〉t denoting a value v tagged with tag t) to denote values in
sum types, using match to match on the tag t and bind the
tuple’s elements to names provided in the pattern. We later
use π as a notation to project out a tagged union’s contents
so that π(〈v〉t) = v.

Theorem 7 (Security of CM). If CDH is (t, ε)-hard in G with
generator g, then CM is (t′, qH, qG , qS , ε

′)-EUF-CMA-secure
for all non-negative qH, qG , qS and with

t . t′ + (6 · qS + (qH + 1) + 5) · texp

ε′ ≤ ε+ qS ·
(
qH + qS

q
+
qG + qS
q2

)
+
qG + 1

q
+ 2 · qS · (qG + 1)

q

where texp is the cost of an exponentiation in G.

Proof. The complexity bound is not formally verified, so we
argue the time bound here: the reduction (see Figure 10) first
runs the EUF-CMA forger, simulating its oracles. When sim-
ulating H, the reduction computes one exponentiation and one
product in G (whose cost we omit). Simulating G is straight-
forward and incurs no cost. Simulating signature queries
requires two exponentiations and two double exponentiations
(which we cost as four exponentiations). Finally, extracting
the CDH solution from the simulator’s state and the forger’s
output costs one H query, two double exponentiations and one
exponentiation (with some operations on exponents whose cost
is omitted, as dominated by the cost of exponentations in G).

The rest of this Section is dedicated to discussing the proof.
As with EDL, we include a high-level and intuitive overview
and details of its formalization, but do so at a lesser level of
detail, focusing instead of aspects that differ, and patterns that
are common to both proofs.

A. Proof Overview

The security argument for CM signatures is slightly less
intuitive. Indeed, the statement being proved as part of the
signing process is entirely independent from the message
which is instead included into the challenge. This means that
valid forgeries can in fact involve a query to H that was made
by the signing oracle.

If the forger produces a forgery such that z 6= hsk, or in
cases where the verification of the forgery involves a fresh
query to H, or one that was made by the forger, the proof is
exactly as that of EDL. However, there is one additional case
to consider. Indeed, the final reduction for the EDL scheme
exploits the fact that the message to be signed is included in
the input to H to deduce that a fresh forgery must involve a
query to H whose response contains the CDH challenge gb.

In CM, we cannot exclude a valid signature (z̃, s̃, c̃) on
some fresh message m̃ where u = gs̃pk−c̃ was previously
used as input to H in a signing query. In such a situation,
however, we have two valid pairs (c, s) and (c̃, s̃) such that
gspk−c = u = gs̃pk−c̃ (the former from the simulator’s log of
the original query of H on u, and the latter from the forgery
itself), and we can recover the secret key as sk = s−s̃

c−c̃ when
c 6= c̃. There is a low probability of having c = c̃ here,
which is accounted for using a final failure event col, which
captures collisions in the output of G, and whose probability
accounts for the final term in the probability bound. (We
in fact need to capture only some such collisions, since we
also know that the forgery is fresh. Details are discussed in
relation to Lemma 12, below.) As such, and interestingly, the



AFG,g,q(pk, gb)

var H ∈ G⇀ G× (〈Fq〉A ] 〈Fq × Fq〉S)
var G ∈M×G6 ⇀ Fq

(m̃, (z̃, s̃, c̃))← FH,G,Sign(pk)

u← gs̃pk−c̃

_←H(u) // This is to ensure u ∈ H

match (π2(H[u])) with

| 〈d〉A 7→ return z̃ · pk−d

| 〈s, c〉S 7→ return g
s−s̃
c−c̃

b

Oracle simulation

H(u)

d←$Fq

if u /∈ H⌊
H[u]← (gb · gd, 〈d〉A)

return π1(H[u])

G(x)

c←$Fq

if x /∈ G⌊
G[x]← c

return G[x]

Sign(m)

d←$Fq

s←$Fq

c←$Fq

u← gspk−c; h← gd

z← pkd; v← hsz−c

H[u]← (h, 〈s, c〉S)
G[m, g, h, pk, z, u, v]← c

return (z, s, c)

Fig. 10. The reduction A to CDH. A uses an EUF-CMA forger F as a black-box, and internally simulates
H and G through initially empty finite maps H and G. H keeps track of both the response h and the random
exponents s and c used in the related signature (for queries made by the signing oracle), or the value logg(h ·
g−1
b ) (for direct queries). π1 and π2 are the first and second projections on pairs.

GameCM
H,G,S,F ()

sk←$Fq

b←$Fq

pk← gsk

gb ← gb

(m̃, (z̃, s̃, c̃))← FH,G,S(pk)

u← gspk−c̃

h← H(u)

v← hs̃pk−c̃

c← G(m̃, g, h, pk, z̃, u, v)
win← c̃ = c ∧ m̃ /∈ QS

Fig. 11. The GameCM
·,·,·,·() shim used

in the security proof for CM. We use
a dashed box to isolate code that serves
as the core of the reduction (Figure 10).

proof still leverages the special soundness of Schnorr proofs,
but does so without making use of the forking lemma. The
scheme itself is designed so that the forger gives the simulator
(via random oracle queries) enough information to fork its
execution without rewinding when producing a forgery from
which a CDH solution can only be extracted via special
soundness.

B. Formalization

As before, throughout the formal proof, we make use of
a shim game (Figure 11), which remains unchanged except
in the first and last steps, allowing us to focus the formal
reasoning (and, here, the discussions) on meaningful changes
in the oracles and to limit boilerplate proof artefacts. As
before, variables shared between the shim and the intermediate
oracle definitions in Figure 12 are simply made global in the
shim so they can be accessed directly.

Figure 12 shows the oracles we use in the sequence of
games, with claims on the game transitions displayed as
Lemmas 8 and 9, and on the final reduction as Lemma 12. In
our CM sequence of games, we omit details of the refactoring
step, but display the corresponding oracles (in Figure 12) for
completeness and clarity in proofs.

1) Step 1 — Embedding: In this proof step (Lemma 8),
we change the way in which queries to H are handled. We
expose H′ to the forger so that gb can easily be recovered
by the simulator from the answers given, without affecting
their distribution. In the signing oracle, we program answers
to internal H′ queries regardless of previous queries. The
corresponding simulations are shown in Figure 12.

As with the EDL proof, oracle S1 keeps track of a failure
event badG that will only become relevant in Lemma 9.

Lemma 8 (CM Embedding). For all forgers F that make at
most qH queries to their H oracle, and at most qS queries to
their signing oracles, we have

Adveuf-cma
CM (F) ≤ Pr

[
GameCM

1 (F) : win
]

+ qS ·
qH + qS

q

Proof. The proof is an easy replay of those of Lemma 2 and
Lemma 3, noting that the randomiser in the input to H is now
sampled in G instead of N .

2) Step 2 — Simulation: The second step (Lemma 9) sim-
ulates the zero-knowledge proof by programming the relevant
random oracle in the signing oracle. In this proof, unlike in that
for EDL, we need to modify also the random oracle exposed
to the forger as G′ to detect collisions in G′ as they happen,
and to keep track of which of the forger or signing oracle
made particular queries (by internally tagging responses). We
wield both of these tools in the proof of Lemma 12, below.

Lemma 9 (CM Simulation). For all forgers F that make at
most qG queries to their G oracle and at most qS queries to
their signing oracle, we have

Pr
[
GameCM

1 (F) : win
]

≤ Pr
[
GameCM

2 (F) : win
]

+ qS ·
qG + qS
q2

Proof. The proof is the same as that of Lemma 4, noting in
addition that the colS and colA events do not affect the oracles’
behaviour, and that neither does internally tagging responses
from G′ with the party that first observed them.



S0(m)

k←$Fq

u← gk

h← H(u)
z← hsk; v← hk

c← G(m, g, h, gsk, z, u, v)
s← k+ c · sk

return (z, s, c)

H(u)

h←$G
if u /∈ H

b H[u]← h

return H[u]

G(x)

c←$Fq

if x /∈ G

b G[x]← c

return G[x]

S1(m)

k←$Fq

u← gk; badH ← badH ∨ u ∈ H

d←$Fq

h← gd; z← hsk; v← hk

badG ← badG∨
(m, g, h, gsk, z, u, v) ∈ G

c← G(m, g, h, gsk, z, u, v)
s← k+ c · sk

H[u]← (h, 〈s, c〉S)
return (z, s, c)

H′(u)

d←$Fq

if u /∈ H⌊
H[u]← (gbg

d, 〈d〉A)
return π1(H[u])

S2(m)

s←$Fq; c←$Fq

u← gspk−c

d←$Fq

h← gd; z← pkd; v← hsz−c

badG ← badG∨
(m, g, h, pk, z, u, v) ∈ G

colS ← colS ∨ ∃x̃.G[x̃] = 〈c〉A
G[m, g, h, pk, z, u, v]← 〈c〉S

H[u]← (h, 〈s, c〉S)
return (z, s, c)

G′(x)
c←$Fq

if x /∈ G⌊
colA ← colA ∨ ∃x̃.G[x̃] = 〈c〉S
G[x]← 〈c〉A

return π(G[x])

Fig. 12. Oracle simulations for use in intermediate steps in the security proof for Chevallier-Mames signatures. Lemmas 8 and 9 use GameCM
1 (F) :=

GameCM
H′,G,S1,F

(). Lemmas 9 and 12 use GameCM
2 (F) := GameCM

H′,G′,S2,F
().

3) Step 3 — Reduction: Finally, the reduction step shows
that if a forger F wins GameCM

2 (F), the CDH adversary
AF from Figure 10 succeeds in solving its given CDH
instance, except with low probability. We prove (Lemma 12)
that a successful forgery: i. solves the given CDH instance;
ii. relies on an unsound proof of discrete logarithm equality
(Lemma 10); or iii. finds a (restricted) collision in the random
oracle (Lemma 11).

We start by bounding the two events that prevent the
simulator from solving CDH.

Lemma 10. For all forgers F that make at most qG queries
to their G oracle, we have

Pr
[
GameCM

2 (F) : win ∧ z̃ 6= hsk
]
≤ qG + 1

q

Proof. The proof is identical to that of EDL (Lemma 5).

Lemma 11. For all forgers F that make at most qG queries to
their G oracle and at most qS queries to their signing oracle,
we have

Pr
[
GameCM

2 (F) : colA ∨ colS
]
≤ 2 · qS · (qG + 1)

q

Proof. First note that

Pr
[
GameCM

2 (F) : colA ∨ colS
]

≤ Pr
[
GameCM

2 (F) : colA
]

+ Pr
[
GameCM

2 (F) : colS
]

We now show that Pr
[
GameCM

2 (F) : colA
]
≤ qS ·(qG+1)

q .
The colA event occurs when the freshly sampled value c

coincides with one of the c values previously sampled by the
signing oracle. There are at most qS such values, and the event
occurs with probability at most qS

q during each one of the
at most qG + 1 queries made to qG during the execution of
GameCM

2 (F) (at most qS made by the forger, and one made
to validate the forgery).

To conclude the proof, we establish the same bound on
Pr
[
GameCM

2 (F) : colS
]

using a symmetric argument (with
the roles of qG + 1 and qS reversed).

Lemma 12 (CM Reduction). For all forgers F that make at
most qG queries to their G oracle, and at most qS queries to
their signing oracle, we have

Pr
[
GameCM

2 (F) : win
]

≤ AdvcdhG,g,q(AF ) +
qG + 1

q
+ 2 · qS · (qG + 1)

q

Proof. First, note that we can split the forger’s success prob-
ability as follows, for any forger F .

Pr
[
GameCM

2 (F) : win
]

= Pr
[
GameCM

2 (F) : win ∧ z̃ = hsk
]

+ Pr
[
GameCM

2 (F) : win ∧ z̃ 6= hsk
]



We can further split the first summand based on whether
one of the collision events captured as colA and colS occurred
during the run.

Pr
[
GameCM

2 (F) : win ∧ z̃ = hsk
]

≤ Pr
[
GameCM

2 (F) : colA ∨ colS
]

+ Pr
[
GameCM

2 (F) : win ∧ z̃ = hsk ∧ ¬(colA ∨ colS)
]

With Lemmas 10 and 11, it is now sufficient to prove that a
forger that wins with a forgery such that z = hsk and without
causing a collision in G allows our reduction to solve its given
CDH instance.

Pr
[
GameCM

2 (F) : win ∧ z̃ = hsk ∧ ¬(colA ∨ colS)
]

≤ Pr
[
ExpcdhAFG,g,q

(G, g, q) : r = gab
]

First observe that GameCM
2 (F) and ExpcdhA (G, g, q), as pro-

grams, share i. their oracles (up to projection on G, and the
removal of code that tracks failure events badG , colS and
colA); and ii. a common prefix, which ends at the end of the
dashed box shown in Figure 11 (for GameCM

2 (F)) and after
the third line of AFG,g,q (for the CDH game). Up until those
points, the two programs are perfectly equivalent, and produce
the same state (up to projections on G).

Consider two possible cases after the call to H made
by the challenger as part of the verification query (or,
rather, at the end of the dashed box in Figure 11): either
i. H[u] = (gbg

d, 〈d〉A) for some d (when u was not used
in a signature); here, the same proof as in EDL applies, or
ii. H[u] = (gd, 〈s, c〉S) for some d, s and c (when u was used
in a signature).

In the second case, we have H[u] = (gd, 〈s, c〉S) for some d,
s and c such that gs−sk·c = u = gs̃−sk·c̃ (where the first equality
comes from the fact that the signing oracle only inserts pairs
of values with that property into H, and the second equality
comes from the construction of u by the reduction). If c 6= c̃,
then we can compute the discrete logarithm sk = s−s̃

c−c̃ of pk,
allowing us to solve the CDH instance (pk, gb) given as input
to A—simply by computing gb

sk (sk = a and gb = gb, where
a and b are the CDH secrets).

It remains to show that we are in a case where c 6= c̃.
We know that u was queried to H by the signing oracle.
Therefore, it must be that there exists a message m such
that G[m, g, h, pk, hsk, u, usk] = 〈c〉S (since the signing ora-
cle always inserts such an element in G after inserting an
element in H). Since the forgery is fresh, it must be that
m 6= m̃. Since the forgery is also valid, it must also be that
G[m̃, g, h, pk, hsk, u, usk] = 〈c̃〉A (the query may be fresh; this
does not impact the reasoning). Therefore, it must be that c 6= c̃
or one of colA or colS would have occurred.

As before, combining Lemmas 8, 9 and 12 allows us to
conclude the proof of Theorem 7.

V. CONCLUSION

We now briefly discuss and reflect on the formal develop-
ment itself before discussing related work (both on tight DL-
based signatures and machine-checked cryptographic proofs)
and highlighting interesting directions for further generaliza-
tions beyond the shim presented here and beyond simple
digital signatures.

A. Formal Development

We now discuss some aspects of the formal development.
Differences between paper and formal proofs: The

bounds we prove formally are slightly tighter than those
presented in this paper.

In practice, our formal proof bounds the probability of badH
as Pr

[
GameEDL

1 (F) : badH
]
≤ qS ·

qH+
qS−1

2

q instead of qS ·
qH+qS

q for EDL, and has similarly tighter bounds for badG
and for both events in the CM proof. This is simply due to
more precise accounting of queries: during the ith query to
S, we can bound the number of entries in H by qH + i − 1
instead of qH+ qS , and the bound is

∑
0≤i<qS

qH+ i instead
of the bound

∑
0≤i<qS

qH+qS discussed in the proofs above.
We choose to keep the bound (and related discussions) simple
in this presentation, as these details add little to the paper’s
contributions while making the pen-and-paper argument more
difficult to trust.

In order to formally obtain the tight bounds discussed here,
our formal shim is slightly more complex than the ones shown
in Figures 7 and 11, and takes two different G oracles, with
the second used only in the shim’s verification query. This
allows us to instantiate the shim’s verification algorithm with
a version of G that does not count towards the total number
of queries when bounding the probability of badG in the
simulation step.

Related to this, an unfortunate amount of the complex-
ity in the formal proof comes from the need to explicitly
count oracle queries when bounding probabilities. In practice,
EasyCrypt in fact requires that oracles that may trigger
the event whose probability is being bounded be called a
statically bounded number of times. Our formal development
uses the manipulations discussed by Barthe et al. [7] to instead
bound the adversary. We expect ongoing work on formalizing
complexity analysis to better support such analyses in future
developments.

Proof Effort and Challenges: An initial version of the
formal proof for EDL was developed over the course of 6
person-months by a novice to both cryptography and formal
proof. The starting point was Goh and Jarecki’s 2003 proof [3],
which our initial proof followed and extended with additional
failure events. The initial proof for CM was carried out in one
person-week by an experienced EasyCrypt developer, relying
heavily on the insights gained during the EDL formalization
(in particular, adapting the sequence of games instead of
starting from the direct reduction). The development of the
common shim, along with adapting the existing proofs to
make use of it, took one additional person-week. The effort



involved in its ideation is more difficult to quantify, as it
occurred continuously through the roughly 6.5 person months
of development—and additional reading of related work.

The proof relies on algebraic arguments which form the
core of its practical difficulty (past initially formalizing the
sequence of games). Further support for symbolic techniques
(perhaps inspired by the tools discussed by Barthe et al. [12])
would greatly simplify our proofs, and future proofs in DL-
based settings.

Lessons Learned: Our formal efforts started from existing
pen-and-paper proofs, based on direct reductions. We first
isolated the three steps on paper and almost immediately
started formalizing the arguments. Although we converged
relatively quickly towards the pattern embedding, simulation,
reduction, initial formalization efforts which placed a different
order on the proof steps were in large part wasted—derivations
of group and field arithmetic results were mainly preserved.
This—once again—highlights the value of first gaining as full
an understanding as possible on paper of the arguments to
formalise before starting the machine-checking effort itself.

On the other hand, later iterations to adapt the full proofs
to make use of the shims were almost lossless, in the sense
that the main changes we needed to make to the proofs were
removals of repeated arguments. These modifications were
only made possible by the identification—through the initial
formalizations—of the proofs’ common structure.

Striking the right balance between gaining understanding
before embarking on a formalization effort and gaining un-
derstanding through the formalization effort remains a del-
icate exercise. We cannot offer insights, but hope that this
simple observation encourages both more thorough pen-and-
paper arguments and more deliberate experimentation with
formalization.

B. Related Work

We now discuss closely related work, first considering
digital signature schemes, and then the state of machine-
checked proofs for DL-based cryptographic constructions.

Proofs for digital signature schemes: Tight proofs for
digital signatures exist for PSS [13]. EDL, CM and their
variants by Katz and Wang [14] and Goh et al. [15] are—to our
knowledge—the only DL-based signature schemes equipped
with tight proofs. Coron [13], and Bader, Jager, Li and
Schäge [16] show the impossibility of obtaining tight reduc-
tions in some settings (for FDH, and for signing in multi-
user settings). Proofs following our game sequence are not
necessarily tight: the final reduction step is where looseness
could be introduced, rather than the sequence itself. As such,
we believe the techniques presented here are not limited to
those schemes for which tight bounds can be established.

Katz and Wang [14] discuss a proof technique—based on
claw-free permutations—that applies to PSS as well as to
DL-based signing schemes to obtain tight security proofs.
Machine-checking their proofs could yield interesting insights
in future. Barthe et al [17] formalise a security proof for PSS.
Although the proof involves the consideration of faults, it also

establishes a tight machine-checked security bound for the
security of PSS in the absence of faults, following proofs by
Coron and Mandal [13], [18]. The proof’s structure is in fact
similar to that of the proofs discussed here; considering it as
an instance of our shim may help generalize the shim further
for broader applicability.

El Kaafarani, Katsumata and Pintore [19] propose a tightly-
secure post-quantum signing scheme based on CSIDH [20]
and CSI-FiSh [21]. Their proof relies on a generic result on the
security of Fiat-Shamir in the Quantum-Random Oracle Model
(QROM) due to Kiltz, Lyubashevsky and Schaffner [22]. The
proof shape we formalise here does not consider the QROM,
and is unlikely to apply in the presence of quantum-capable
adversaries. Extensions in this direction would be natural as
future work. We note, however, that the formalization of such
proof is still on the edge of feasibility [23].

Machine-checked proofs for DL-based cryptography:
Although this paper presents the first machine-checked proof
for a DL-based signature scheme, other machine-checked
proofs exist for DL-based cryptography more generally.

EasyCrypt was used to formalize the security of Cramer-
Shoup [24], one-round key exchange protocols [25] and Ama-
zon Web Services’ Key Management Service [26].

Only the Cramer-Shoup proofs involve reasoning about
arithmetic in cyclic groups similar to that done here, with the
others focusing on DL-based key exchange and key encap-
sulation. (Complexity in these other cases often stems from
considering multiple interactive instances with corruption.)

Proofs in other tools, such as F∗ [27] or CryptoVerif [28]
(for Wireguard [29], TLS 1.3 [30], [31], Signal [32],
OEKE [33] and HPKE [34]), also focus on protocol reasoning,
with little to no reasoning about the group structure involved,
and challenges arising from the complexity of the properties
being proved rather than inherent complexity in the mathemat-
ical arguments involved.

C. Further Generalizations

The security proofs of EDL and CM, as initially presented
by Chevallier-Mames [5], are very similar—and indeed carry
over very similar objects. In this formalization effort, we
purposefully sought out similarities, and attempted to factor
them out. We believe the proof pattern extracted in this way
could be adapted to other constructions—existing or new—to
obtain new proofs of tight security.

In particular, we outline a three-step proof structure, that
relies on:
• embedding the underlying challenge into random oracle

answers;
• simulating the zero-knowledge proof; and
• reducing from a combination of soundness of the zero-

knowledge proof and the underlying computational as-
sumption (perhaps via special soundness).

We now discuss potential directions for further generalizations.
Embedding in EDL and CM involves computing the random

oracle answer h from gb and some trapdoor information d such
that h is distributed uniformly at random in G but such that



f(d, hsk) = gb. In this context, the embedding operation is in
fact a one-time pad, and our proof relies on its malleability.
It is worth considering whether the proof technique could be
generalised to cases where the secrecy of the embedding is not
perfect. This may be required in settings where the embedding
function itself (or the extraction function f ) is not as simple
as in this case.

A related observation is that the relation being proved by the
(sound, zero-knowledge, and potentially special sound) proof
or argument needs to be tightly integrated with the embedding
function: it is only because we can malleably push exponents
into the embedding that we can leverage the soundness of
the proof system to extract the solution to the given hard
problem instance. The occurrence of special soundness in the
CM proof may appear—at first glance—more ad hoc, but also
highlights a precious ingredient in the proof pattern: for CM-
style schemes that commit to the message only late in the
signing process, it is important that the witness for the relation
be sufficient to solve the target hard problem.

D. Future Work

Beyond the generalizations discussed above, we also note
that the results presented here, and associated proof artefacts,
also open new directions to push formalization into.

The original EDL scheme was proposed by Chaum and
Pedersen [1] for use in a tamper-resistant wallet. Signature
computation was meant to be split, with the host producing
the value h and a proof of its well-formedness, and the
wallet producing the rest of the signature. Direct Anonymous
Attestation schemes [35] are very similar in their structure.
They are widely deployed in Trusted Platform Modules, and
ECC-DAA [36] is now part of a FIDO alliance standard
(as ECDAA). This makes DAA schemes excellent targets for
formalization on the back of the results presented here.

A more immediate extension would also consider the
schemes by Katz and Wang [14] and Goh, Jarecki, Katz and
Wang [15], which also benefit from tight discrete logarithm-
based reductions. Extending the proof schema—and the cor-
responding formal shim—to support, notably, Goh, Jarecki,
Katz and Wang’s techniques to leverage unpredictability—as
opposed to full randomness—of the second base h would
extend the class of signature schemes whose security could
be machine-checked at minimal cost.
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