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With the rise of COVID-19, remote monitoring tools that
can monitor or possibly identify respiratory conditions would
be very beneficial. One of the most common symptoms of
respiratory disease is cough, whose characteristics can provide
medical insight to health care professionals when identifying
the underlying cause (e.g. virus, bacteria, or acute/chronic
condition) [13]. Cough characteristics are typically explored
by a physician during an appointment by 1) asking the patient
to describe the characteristics of the cough, e.g. frequency
and productivity, 2) listening to involuntary coughs during the
encounter, 3) listening to the lungs of the patient during deep
breathing and 4) potentially asking the patient to produce a
voluntary cough. However, voluntary coughs may have dif-
ferent characteristics when compared to an involuntary cough
[14]. Self-report measures are well known to be inconsistent,
which is especially true in the older adult population.

The automatic characterization of cough based on some
of the current medical ontology (wet cough, dry cough,
whooping cough) may prove beneficial as an additional source
of information for physicians when making medical decisions.
Furthermore, characterization of specific underlying condition
associated with a particular cough (e.g. COVID-19) may have
implication in disease identification, monitoring and contact
tracing in public areas.

Studies have indicated that cough caused by COVID-19 is
likely to have distinct latent features. In [15], the authors ana-
lyzed the pathomorphological changes caused by the COVID-
19 in the respiratory system from the studies examining X-
rays and CT scans of COVID-19 patients. Their study also
included the autopsy report studies of deceased patients. Their
findings suggest that cough sound signatures with COVID-
19 are likely to have some idiosyncrasies stemming from
the distinct underlying pathomorphological alterations. In an-

Abstract—Remote monitoring and measurement are valuable 
tools for medical applications and they are particularly important 
in the context of pandemic outbreaks, like the current COVID-
19. This paper presents an analysis of sound measurements of
cough events from the point of view of their predictive content
with respect to identification of different types of cough, including
positive COVID-19 cases. The data consisted of a collection of
audio samples collected from different sources including dry, wet,
whooping and COVID-19 coughs. Unsupervised and supervised
machine learning techniques were used to reveal the underlying
structure of the data, described by dissimilarity spaces con-
structed from pair-wise dynamic time warping measures derived
from the original sound measurements. Intrinsic dimensionality,
nonlinear mappings to low-dimensional spaces and visual cluster
assessment techniques allowed a representation of the cough types
distribution. Supervised classification t echniques w ere u sed to
obtain models identifying cough classes and high performance
classifiers were obtained for most of them, including COVID-19.
These results are preliminary and there is potential to improve, as
they were obtained directly from a small dataset, without signal
preprocessing (trimming, filtering, e tc.), hyperparameter tuning,
ensemble models, and class imbalance handling approaches.
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time warping, dissimilarity spaces, machine learning, COVID-
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I. INTRODUCTION

The use of remote monitoring tools has been more read-
ily adopted in recent years. This is especially true in the
current climate of physical distancing due to the COVID-19
pandemic. From a medical perspective remote monitoring and
measurement can provide essential information to physicians,
especially now that remote appointments are being used more
frequently. Measurements that have been investigated recently
include; respiratory measurements [1] [2] [3] [4] [5], pre-
existing condition monitoring [6] [7] [8] [9], and sleep moni-
toring [10] [11] [12].
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other study [16], the authors discovered vocal biomarkers of
COVID-19 based on the coordination of subsystems of speech
production involving respiration, phonation, and articulation.
Their study hints that biomarkers derived from measures of
vocal subsystem coordination provide an indicator of COVID-
19 impact on respiratory function.

Recent studies indicate the feasibility of AI-enabled diag-
nosis of COVID-19 patients from cough samples. In [15],
an AI engine could distinguish between COVID-19 patient
coughs and several types of non-COVID-19 coughs with over
90% accuracy. The performance can be further improved if
more and better data become available. In another study [17],
the authors conducted analysis on a large-scale crowdsourced
dataset of respiratory sounds collected to aid diagnosis of
COVID-19. Their results indicate that even a simple bi-
nary machine learning classifier is able to classify correctly
health and COVID-19 sounds (cough or breathing sound).
Their models achieved an AUC (Area Under the Curve) of
above 80% across all tasks. Very recent studies with large
datasets incorporating laboratory molecular-test and clinically
validated samples processed with deep learning techniques,
have achieved very good results [18]. These recent research
developments have therefore motivated us to develop machine
learning approaches for distinguishing cough sounds including
COVID-19 positive cases.

The novelty of our paper includes: i) the classification
of between different types of coughs (dry, wet, whoop and
COVID-19), and ii) an analysis using unsupervised machine
learning methods for characterizing the cough data and its
internal structure. The paper is organized as follows: Section II
describes the data, Section III discusses the signal processing
techniques used to construct the datasets processed, Section IV
describes the unsupervised and supervised machine learning
techniques (ML) used in the study. Section V presents the
results and Section VI the conclusions and final remarks.

II. COUGH DATA

The dataset used in this study consisted of a collection
of 215 cough audio samples compiled from three sources.
The wet and dry coughs were labeled as such by a medical
professional and were originally used in [4]. The whoop cough
sounds were downloaded from [5] and were originally used to
create a diagnosis tool for pertussis (whooping cough) . Only
a subset of the links were still available on YouTube (23/38),
which were manually segmented and labeled by a techni-
cian familiar with cough sound analysis. Finally COVID-19
positive cough events were used as the final class and were
obtained from the NoCoCoDa database [13].

In the specific case of COVID-19 samples, the NoCoCoDa
database contains cough events (in the form of wav format
files), obtained from online interviews with COVID-19 pos-
itive individuals. All interviews were found online and were
published by news sources. The dataset used in this study
contains instances of four types of cough and the classes and
their distribution are shown in Table I. Examples of cough
audio signals (one from each class) are shown in Fig. 1.

TABLE I
COUGH CLASSES AND SIZES (215 OBJECTS)

index Class Size Size (%)
1 Dry 19 8.33
2 Wet 27 11.84
3 Whoop 96 42.11
4 COVID-19 73 32.02

Fig. 1. Examples of cough audio signals for different classes.

III. SIGNAL PROCESSING

The signals from the 215 cough event recordings from the
collated database were used in their original (raw) form. Typ-
ically, signals go through a preprocessing stage which entails
trimming, noise and artifact removal (with different digital
filtering techniques), transformations, etc. The present study
aims at making first assessments of the data structure and the
predictive potential of the original information. It is acknowl-
edged that avoiding the always important preprocessing stage
implies a risk with respect to the results, but it would reduce
the degrees of freedom and biases of the data analysis process,
which involves parameter-dependent algorithms. Accordingly,
the results obtained should be considered as preliminary and
baseline-defining.

A. Dynamic Time Warping

Dynamic Time Warping (DTW) is a classical method to
compute a measure between two time series with different
length, used to compare their similarity [19], [20]. It is based
on the notion of optimal match between two time sequences,
where each index from the first series is matched with one



or more indices from the other one and conversely, following
some monotonicity rules between the indices of the two series.
The DTW measure is not based on features extracted from the
signals (as required by other measures), but directly on the
signal values in a holistic manner. DTW is not a distance in the
metric sense as it does not guarantee the triangular inequality.
However, it is a dissimilarity which has been extensively and
successfully used in time series analysis, signal processing
and information retrieval. In the present data, some signals
have initial delays at the beginning of their cough events, but
they have near zero values which have little effect on DTW
dissimilarities. In this paper, the only operation performed on
the original signals in order to create the data used by machine
learning methods of the next sections was the computation of
a pairwise DTW matrix.

IV. MACHINE LEARNING TECHNIQUES

A. Unsupervised Methods

1) Intrinsic Dimension: Data objects are typically repre-
sented in feature spaces, but they can also be described by
a structure composed of pairwise distances or dissimilarities.
The dimensions of these descriptor spaces can be large,
affecting the performance of statistical and machine learning
procedures ( the curse of dimensionality). In reality, the data
often exist in low dimension non-linear manifolds within the
higher dimensional descriptor spaces. The intrinsic dimension
(IDim) is defined as the dimension of the embedded manifolds
actually containing the data and revealing these manifolds
helps to understand the internal structure of the data and to
improve the performance of machine learning techniques. Four
different approaches for estimating the intrinsic dimensionality
were used in this paper [21], [22], [23] [24].

A low dimensional transformation of the original space
provides an environment representing the data where the
information could be visualized. If the intrinsic dimension is
sufficiently low, the new space would accurately represent the
structure of the information contained in the data. Otherwise,
it would provide an approximation.

2) Low Dimensional Mapping: Uniform Manifold Approx-
imation and Projection (UMAP) is a general-purpose manifold
learning and dimension reduction algorithm [25], [26], that can
be used for nonlinear mapping, non-linear dimension reduction
and visualization purposes. The algorithm is founded on three
assumptions about the data: i) The data is uniformly distributed
on a Riemannian manifold (one with a collection of inner prod-
ucts for every point on a tangent space); ii) The Riemannian
metric is either locally constant or can be approximated as
such, and iii) The manifold is locally connected. From these
assumptions the manifold is modeled with a fuzzy topological
structure. From it, the mapping is found by searching for a low
dimensional projection of the data that has the closest possible
equivalent fuzzy topological structure.

This approach was used for approximating the manifold
defined by the DTW distance matrix as a 3D space, based on
the IDim obtained with the methods from Section. IV-A1.
The final transformation is given by the composition ϕ =

(U ◦P), where U is the nonlinear UMAP mapping and P is a
principal components transformation applied to the nonlinear
space with a number of components equal to the number of
target dimensions. As a result, ϕ is a canonical mapping where
the axis are ordered according to a monotonic decrease of
variance in the nonlinear space.

3) Cluster Tendency Assessment: Clustering is a very im-
portant component of the exploratory data analysis process,
crucial for the understanding of the data, prior to subsequent
stages involving modeling, prediction, etc. The clustering
tendency assessment problem consists of estimating whether
there are (natural) clusters in the data and their quantity.
The VAT family of algorithms [27], [28], [29], [30], [31]
are among the few oriented to this problem (VAT stands for
visual assessment of (cluster) tendency). The general idea is
to reorder a pairwise dissimilarity matrix and then display
it as a dissimilarity image, where possible clusters in the
data can be identified as dark blocks aligned along the main
diagonal. In particular, the iVAT (improved VAT) member was
used [31], which uses geodesic distances derived from the
original dissimilarities to obtain an improved assessment of the
presence of clustering structure within the data. An example
of the iVAT’s way of assesing clustering structure is shown
in Fig. 2. In this paper, iVAT was used to make an initial
assessment of the structure of the DTW matrix derived directly
from the raw signals.

Fig. 2. Example of a synthetic dataset containing two irregular clusters and
the corresponding iVAT representation of the distance structure.

B. Dissimilarity Spaces
A Dissimilarity Space [32] is a mapping defined by a

dissimilarity measure between N objects of any kind from a
given set (O). The measure does not necessarily need to be a
metric in the triangular inequality sense. Typically, a subset of
prototype objects are set forth P ⊆ O, P = card(P) and the
dissimilarities are considered only with respect to the objects
in P (card(X) is the cardinality of set X). The dissimilarity
space is then given by the matrix

Ds(O,P) =

δo1,p1
· · · δo1,pP

. . .
δoN ,p1

· · · δoN ,pP


N×P

(1)

where δoi,pk
is the dissimilarity between objects oi ∈ O and

pk ∈ P . In the present case, δoi,pk
is the DTW distance

between signals oi and pk and this matrix can be used as a
data matrix by machine learning procedures. Multiple dissim-
ilarity spaces can be constructed by incorporating additional
dissimilarity measures between signals.



C. Supervised Methods

The k-nearest neighbors (k-NN) is a classical non-
parametric, instance-based machine learning algorithm, exten-
sively used for both classification and regression problems. In
the former case, the decision for a given object is the result a
majority vote among the classes corresponding to the k-most
similar objects.

Extreme Gradient Boosting (XGBoost) [33] is a tree-based
algorithm where ensemble techniques are used so that previous
model errors are resolved in the new models (gradient boost-
ing). It is considered one of the most successful ML algorithms
with high performance in most situations. Random Forests
(RF) is a classification algorithm operating with a collection
of classification trees [34]. It samples objects from the training
set at random (with replacing), growing a tree with the sample.
In the same way, a subset of attributes of a given fixed size
are randomly chosen using them for splitting the nodes of the
trees, which are ensembled using a voting scheme. RF and
XGBoost are closely related and work well in most problems,
including those involving a large number of attributes (the
present case). They were applied to the dissimilarity space
data from Section IV-B.

The operation of the supervised classifiers used in this paper
can be parametrized by the mapping f : O → C , where
C = {c1, · · · , cn} is class set (n = 4 is its cardinality).
f operates on objects O = {O1, · · · , ON} of the dissim-
ilarity space with Oi ∈ RNtr , where Ntr are the objects
in the training set (the prototypes). Since the dissimilarities
are computed with respect to the objects in the training set
only, there is no information leakage. All algorithms (kNN,
XGBoost and Random Forests) operate on the dissimilarity
space. The N = 215 objects were divided into training and
testing sets using a 90%/10% random stratified split (193/22
objects), implying Ntr = 193, where the 10% testing was held
out and used for validation of the classifiers. In addition, 10-
fold crossvalidation (CV) was used to obtain appraisals of the
generalization capability of the classifiers.

V. RESULTS

A. Unsupervised Analysis

The first step is an assessment of the structure of the data
and the mutual relationships between the objects in the original
space. For that purpose, a 215 × 215 dynamic time warping
distance matrix was computed for the cough audio signals.
Based on the data structure determined by that matrix and
regardless of the distribution of the classes of interest in the
study, the next step is to investigate whether there are natural
groupings (clusters) induced by the pairwise DTW distances.
The clustering tendency assessment obtained with the iVAT
procedure (Section IV-A3) is shown in Fig. 3.

The image representing the reordered DTW matrix does
not reveal clearly defined clusters, even though iVAT uses a
path-based distance transform to improve the effectiveness of
the basic VAT process. The algorithm seems to be affected by
noise and possibly also by bridge points between clusters in the

Fig. 3. iVAT representation of the DTW dissimilarity matrix between the 215
cough audio samples.

dataset, making the result in-conclusive. However, it suggests
the presence of a relatively higher density core region (upper
left area in Fig. 3), progressively becoming more diffuse
(lower-right of the figure).

The 215 DTW attributes associated to each of the samples in
the dissimilarity space could be considered as the dimension
of that space to represent the data, but rarely it is the real
dimension of the manifold that actually contains the objects.
The intrinsic dimensionality estimates for the DTW distance
matrix using the techniques presented in Section IV-A1 were:
i) Correlation Integral: 2.64, ii) Maximum Likelihood: 3.63,
iii) Nearest Neighbor Information: 2.57, iv) convergence prop-
erty of U-stats: 1 , v) Packing Number method (Greedy alg.):
1.35.

Clearly, most estimates coincide in identifying a rather
low dimensional manifold (around [2, 4]D), embedded in the
original 215D space. An approximation to the low-D manifold
could be obtained with nonlinear mappings and inspected with
visual techniques. The 3D space obtained with the (U ◦ P)
transformation is shown in Fig. 4 , where class membership
was incorporated a-posteriori as colors as an aid to interpreta-
tion (the mapping itself is unsupervised). Due to the canonical
nature of the mapping, the smallest variance of the nonlinear
space occurs along the Z-axis. The actual variance distribution
is 82.5% along the X axis, 14.3% along Y and 3.2% along
Z, resulting in a quasi-2D structure, in agreement with the
intrinsic dimension findings.

The distribution of the objects in the 3D space does not
exhibit sharply defined clusters. Rather, there are regions of
relative higher density, particularly around the periphery, and
a central, lower density area, coinciding with the pattern



Fig. 4. (U◦P) 3D nonlinear mapping of the DTW matrix. Top: General view,
mostly showing the XY plane. Bottom: View from above, mostly showing the
XZ plane. Colors indicate class membership: Green: Dry, Cyan: Wet, Blue:
Whoop, Red: COVID-19.

suggested by the iVAT algorithm (Fig. 3). Roughly, the class
distribution patterns are: i) The Dry class members (green)
are mostly located at the lower-right periphery, ii) those of the
Wet class (cyan) are mostly at the lower-left and lower-right,
iii) the Whoop class (blue) predominates at the upper-edge and
the lower-left regions and iv) the central-inner region is mostly
occupied by the COVID-19 class, usually close to elements of
the Whoop class. Most classes exhibit multimodal distributions
and there are many cases of elements between the modes.

B. Supervised Methods

The kNN classifier was used with k = 4 neighbours,
whereas XGBoost and Random Forest has the default parame-
ters specified in [35]. The results obtained on the testing set are
shown in Table II, summarized by the typical precision (Prec),
recall and F1 measures (2(Prec×Recall)/(Prec+Recall)).
The row order correspond to the four classes (Dry, Wet,
Whoop and COVID-19) considered in that order (COVID-19
results in bold).

TABLE II
CLASSIFICATION QUALITY MEASURES FOR THE TESTING SET (KNN,

XGBOOST AND RANDOM FOREST). CLASSES ARE (FROM TOP TO
BOTTOM) :{Dry,Wet,Whoop, Covid− 19}. THE COVID-19 CLASS IS

HIGHLIGHTED.

kNN XGBoost Random Forest
Prec Rec F1 Prec Rec F1 Prec Rec F1
0.50 1.00 0.67 1.00 1.00 1.00 1.00 0.50 0.67
0.60 1.00 0.75 1.00 0.33 0.50 1.00 0.33 0.50
0.86 0.60 0.71 0.70 0.70 0.70 0.70 0.70 0.70
0.83 0.71 0.77 0.67 0.86 0.75 0.60 0.86 0.71

For kNN the cross-validation mean accuracy on training was
56.45%, which improved for XGBoost (68.89%) and Random
Forest (68.33%). On the testing set, kNN had a better recall

for the Dry and Wet classes than for Whoop and COVID-19.
However, precision was better for the latter two classes than for
the first two. XGBoost and Random Forest exhibited a good
recall for the Dry and COVID-19 classes, a moderate one for
Whoop and a low performance for the Wet class. Notably, both
recalled COVID-19 with 86% accuracy, even though precision-
wise kNN was better. For that class, XGBoost compensated
the drop in precision with respect to kNN with a high increase
in recall. For the Wet class, kNN outperformed XGBoost and
Random Forest recall-wise, which is a consequence of the
highly multimodal distribution of that class, which tends to
favour instance-based algorithms.

In the overall, considering the sum of the F1 index, XG-
Boost was slightly better than kNN, but the complexity of the
class distribution makes no algorithm better when considering
all classes and measures. With the exception of the Whoop
class, for each cough type there was always a classifier that
delivered high performance, precision of recall-wise. In the
case of Whoop this behavior is also observed, but in a lesser
degree, as the top recall was 0.7 and the top precision 0.86.
Ensemble models perform better in such cases.

The availability of more data samples, particularly for the
much harder Wet class would create better conditions for the
machine learning classifiers. It is noteworthy that in the espe-
cially important case of the COVID-19 class it was possible
to obtain high rank classification accuracies directly from the
audio cough signals. Clearly, the aggregation of other sources
of information like clinical data, X-rays and measurements
from other medical information acquisition devices would
improve the preliminary results obtained. In the same way,
the introduction of dedicated data preprocessing strategies
(e.g. appropriate signal filtering) also represents a source
of potential improvement. The machine learning techniques
should include hyper-parameter optimization, class imbalance
handling, and particularly ensemble methods, working with
multiple dissimilarity spaces and other strategies.

VI. CONCLUSIONS

Sound recordings of cough events contain predictive infor-
mation with respect to the identification of different types of
cough, including COVID-19. Unsupervised machine learning
methods revealed a complex structure for the dynamic time
warping distance between the audio signals without neatly
defined clusters. However, there are class distribution patterns
within the signal space with enough structure as to enable
supervised classifiers to achieve high performance for the Dry,
Whoop and COVID-19 cough types (the Wet was not so ef-
fectively retrieved, in the framework of individual classifiers).

The results presented here should be considered as baseline
since they were obtained directly from the raw audio signals
of a small dataset, without dedicated preprocessing like signal
trimming, filtering, etc. Moreover, no hyperparameter tuning
was applied to the machine learning techniques used, which
did not include ensemble models, nor elaborated schemes for
class imbalance. For classifying a new sample signal, a feature
vector is constructed by computing the dissimilarities between



the new signal and the training set prototypes. Then, the
classifier is applied to the feature vector to obtain the predicted
class. There is potential to improve the characterization and the
classification results obtained, including a more comprehensive
analysis of the methods. These should be aspects to be
considered in future studies.
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