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Abstract.COVID-19 is a deadly disease which causes infection 
in both animals and human beings. It is a zoonotic disease that 
scatters worldwide in the beginning of the year 2020. COVID-19 
is termed as Coronavirus Disease 2019 that makes the whole 
world to suffer from this existential infection. The lung contami-
nation is found automatically by chest Computed Tomography 
images that help to tackle COVID-19. During the separation of 
the diseased portion from the X-ray slices, it produces lots of 
demands which include huge difference in the disease attribute 
and low intensity difference in the middle of infected tissue and 
usual tissues. The collection of huge quantity of information is 
impossible in a short period of time and pedagogy of the deep 
model. For overcoming the Lung disease separation of COVID-
19 by using Seg-Net is suggested to analyze the affected portions 
automatically from chest X-ray scan. Here, Convolutional Neu-
ral Network (CNN) architecture for semantic pixel-wise segmen-
tation named as Semantic Network is utilized. Seg-Net segmenta-
tion is a core trainable engine that contains an encoder network 
and also a corresponding decoder network that is continued by a 
pixel-wise classification layer. The structure of the encoder net-
work is physiographic and it is equal with the 13 convolutional 
layers in the Visual Geometry Group 16 network. The original i-
ty of the semantic network is located in this method of decoder 
up samples with the lower resolution input map features. Exact-
ly, the pooling was applied by the decoder that indicates max 
pooling process in the corresponding encoder for behaving like 
the non-linear up sampling. Comprehensive observation in 
COVID-19 real CT volumes and the SemiSeg are determined 
and it is suggested that the Semantic network performs the cut-
ting edge segmentation models, and then it promotes the state in 
the art presentation. 

Keywords:COVID-19, Lung Segmentation, Convolutional Neural 
Network (CNN), Computed Tomography (CT) images. 

I. INTRODUCTION
Medical imaging is the function which produces clear depic-
tion of internal formation of the body for scientific and me-
dicinal learning and therapy and also visible perspective of 
the inner tissues. By using this function the disorder can be 
identified and managed easily. It generates the information 
bank of regular composition and function of the organs to 
understand clearly about the anomalies. This process consists 

of both organic and radiological imaging that is utilized in the 
electromagnetic energies, magnetic scopes, thermal and iso-
tope imaging. Though, there are more technologies for re-
cording the information about the position and purpose of the 
body. It consists of lots of limitations analyzed to restrain for 
giving the images.  

Corona virus is the huge ménage of viruses that can pro-
duce infection in every living organism. There are many co-
rona viruses from that, seven corona viruses will cause the 
infection in human beings throughout the world. Though 
there are seven corona viruses people get affected commonly 
by only four corona viruses. The four common human being 
corona viruses are HKU1, 229E, OC43 and NL63. The infec-
tion normally produces a wheezing (i.e. the patient cannot 
breathe easily) that begins with normal cold and it leads to the 
dangerous infections like MERS that is Middle East Respira-
tory Syndrome and SARS that is Severe Acute Respiratory 
Syndrome. COVID-19 is the corona virus found nowadays 
and it is called as Corona virus Disease 2019 which is an 
infectious disease. It is a zoonotic infection that is produced 
by SARS-CoV-2 that is Severe Acute Respiratory Syndrome 
Corona virus 2.  

Initially World Health Organization (WHO) named the 
deadly infection as Novel Corona virus Infected Pneumonia 
(NCIP) and they named this virus as 2019-nCoV which is 
2019 novel Corona virus.  

Then, on 11th of February in year 2020, the World 
Health Organization formally changed the name of this virus 
by the medical conditions of COVID-19 as a reduction of 
Corona Virus Disease 2019, which was released in tweet. An 
epidemic of the virus COVID-19 is induced by 2019 novel 
corona virus (SARS-CoV-2) which was started in Wuhan, 
Hubei Province, China in the month of December and in year 
2019. The contemporary epidemic is formally pervasive. 
After all the intelligence about this virus (COVID-19) is 
quickly spreading, the bookworms are advised to keep on 
renovate oneself repeated. 

Convolutional Neural Network was proposed by 
Fukushima in the year 1988. It was not utilized extensively, 
because it consists of limitations in the computation of the 
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equipment for preparing the network. From the beginning of 
1990 and it is applied in a gradient- based learning algorithm 
to CNNs and acquired the prosperous consequence for the 
manuscript digit classification problem. Scientist developed 
CNNs and described the state of the art which produces the 
results in lots of identification tasks. CNNs have different 
benefits over DNNs, which includes being human visual pro-
cessing system, being extremely developed by the construc-
tion for preparing 2D and 3D images and being effective at 
assimilate and extracting conception of 2D attribute. The max 
pooling layer of CNNs is sufficient in consuming acclimate 
difference. Furthermore, controlled of infrequent connections 
with the restrict weights. For example, the CT image is taken 
from the COVID-19 suspected person and the taken image is 
given as the input image to this proposed method and check 
whether this proposed method is able to detect the COVID-19 
from the CT image by using CNN process. 
 

II. RELATED WORK 
Gordaliza, et. al., (2018) proposed an automatic way which 
enables the robust segmentation of the infected lungs which 
have the infections which is joined with the parenchyma and 
they are influenced by the respiratory variation antiquity in a 
Mycobacterium Tuberculosis contamination pattern. The 
important ways in the separation of fine bronchi tissue and the 
air passage tree which is then replaced by the rejection of the 
linty borders. The achievement was related with the 
separation is obtained by using: 1) a half operating device and 
2) a beginning which is dependent on linty accordance. The 
accord apportionment which results by the generality of 
voting by the three adept clarifications is regarded through the 
ground control. 
S.Wang, et. al., (2017)proposed an information directed pat-
tern, described the Central Focused Convolutional Neural 
Networks (CF-CNN) for dividing lung clot in x-ray scan. 
This methodology is used to merge the major two observa-
tions: 1) the suggested pattern takes the disparate position in 
the clot delicate characteristics in the couple of the three di-
mension and the two dimension CT images repeatedly, 2) 
once ordering the depiction voxel, then the impacts with the 
acquaintance of the voxels may differ as respected by the 
epidemic of the computative area. It is an incident by sugges t-
ing a novel central pooling layer that retains more data in a 
voxel patch center, and then it is replaced by using multi scale 
patch learning approach. Besides, a loaded experience is used 
for assisting the instruction pattern and the instructed models 
are chosen based on the standard of the apportionment prob-
lematic. 
 

III. SYSTEM IMPLEMENTATION 
A novel coronavirus 2019 is detected by the advanced 
segmentation of infection present in lung by using Deep 
Residual Network (Resnet50) is suggested here to find the 
affected portion in the chest X-ray scan automatically. 
SqueezeNet CNN (Convolutional Neural Network) is used for 
lung segmentation. After segmentation, to extract the features, 
and for advancing the recognition of the affected area in the 
lungs by using residual network Technique. Residual network 
technique is first analyzed and then applied in the process of 

the conclusion of COVID-19, for example evaluating the 
affected regions and checking the longitudinal infect ion 
changes. 
The proposed work is having the followed main contribution 
over the lung segmentation for diagnosis of COVID-19. 

 Image Preprocessing 
 Lung Segmentation-Seg-Net 
 Feature extraction 
 Residual Network Classification. 

 
Fig 1.Proposed Block Diagram. 

 
A. Preprocessing 
The pre-treating or straining process is used for decreasing 
the deterioration which is analogous to the cacophony. While 
arranging coherent cacophony constraint strainers, it will have 
batch of effort. The cacophony like the shadow on the input 
depiction is extracted by utilizing the pre-treating strainers 
like the average strainers. Here the process of extracting the 
cacophony from the input is very important stage and it is 
obligatory for intensify lung depiction grade then makes the 
attribute abstraction intrinsic greater dependable on the ad-
vance of wide and small input depiction. 
 
B. Lung Segmentation   
The proposed work is implemented with the CNN based s e-
mantic segmentation (Seg-Net) method for lung detection. 
Semantic Segmentation (SEG-NET) 
Every encoder behaves like the convolution layer with the 
filter bank in each and every encoder network for generating a 
group of the map features. This process is called as batch 
normalized. The rectified linear unit is used here which is in 
the form of element. The next step consists of the max pool-
ing layer it has 2_2 window then with the stride of two which 
is known as non-overlapping window then it is functioned to 
produce the output as the sub sampled with the factor of two.  
 The translation of the invariance for less spatial shifts is 
by using max pooling layer which is located in the input im-
age. The consequence in the sub sampling bounteous of the 
given image has the condition for every pixel in the map fea-
tures which is called as spatial window. The max-pooling and 
sub sampling has several different layers which is concluded 
with the huge amount of translation invariance in the classifi-
cation of robust that corresponds the losing of spatial resolu-
tion for the featuring of maps. For segmentation the progres-
sively lossy representation of the image is not favorable for 
the boundary depiction which is very essential. This im-
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portance for apprehending and keeping the boundary data in 
the feature of maps in the encoder network during sub sam-
pling is in the process.  

 The memory through the inference is not restraint 
and the encoder map features are stored. The case is not us u-
ally utilized in the feasible implementation so; it is submitted 
for storing the information. This process includes collecting 
the max-pooling indication, which is the position in the fea-
ture value is the maximum value in every pooling window 
then it is recollected in every single encoder feature map. This 
is performed by utilizing 2 bits for every 2x2 pooling window 
and it gives large efficient for storing which compares for 
recollecting the feature maps in float precision. The smaller 
storage of memory produces the moderate loss in the accura-
cy yet it is used in the feasible implementations. The CNN 
encoder designed and formulated by using VGG-16 as the 
basic design and additionally it consists of de-convolution-
based decoder. It is designed using the most efficient units. It 
consists of 13 convolutional layers which correspond with the 
first 13 convolutional layers in the VGG-16 network and it is 
for the classification of the object. Every encoder has the 
corresponding decoder layer.   

 
Encoder 

       • In encoder network, there are convolution layers and 
max pooling layers. 

       • Each encoder has 13 convolutional layers fromVGG-
16 network. 

       • During max pooling in 2x2, the indices are deposit-
ed. 
Decoder 

       • In decoder network, upsampling and convolutions 
are performed.  

       • It consists of softmax classifier for each pixel. 
• During upsampling, the max pooling gives the corre-

sponding encoder layer and then it is called as upsample. 
 

Seg-Net Encoder Addition executes improved result beside 
corresponding variants. 

1. The greatest production is consummate once the en-
coder feature maps are deposited in full. 

2. Immense decoder develops the presentation in the 
specified encoder network.  

C. Feature Extraction 
Feature extraction is the procedure of planning a current Con-
volutional Neural Network design which is very monotonous 
step and it needs the large capacity of the information and 
also the assets during the implementation. The precoached 
designs like AlexNet will assimilate during the transfer learn-
ing. Here, AlexNet works which is depending on the architec-
ture of CNN for transfer learning. Originally, the precoached 
AlexNet designs along the ImageNet dataset force is extracted 
for the feature extraction along the ImageNet dataset with the 
comprehend filters of the Convolutional Neural Network 
architectures, by using these steps feature coordinate is co l-
lected. The precoached CNN pattern has the initial category 
of layers which consists of the least number of features that 
has the complementary crucial details alike the edges. Finally, 

completely connected layers of pre coached network are ex-
tracted. The completely connected layer neuron is now added 
in the head of the Convolutional layers. They are used for 
gathering the removed features from the Convolutional layers. 
Finally, the inspection of the various completely connected 
layers the features have the effective perception as the deci-
sion. 

 
D. Residual Network (ResNet) 
ResNet has been created by Kaiming He beside the aim of 
creating the ultra-deep networks which unlike go through by 
disappearing incline predicament which is precursors. ResNet 
is designed with several individual numbers of layers such as 
34, 50, 101, 152 and even 1202. ResNet50 is the famous net-
work has forty nine convolution layers and one fully connect-
ed layer in bottom of networks. Absolute of total weights and 
MACs to entire network is 25.5M and 3.9M consequently.  
Residual Network (ResNet) is a conventional feed forward 
lattice which has the remaining connection. Then, the output 
of the residual layer is explained by bases in the outputs with 
the (l-1)th that is proceeded by the precursory layer which is 
explained as xl-1. F(xl-1) is the output behind executing dif-
ferent performance and for example the convolution which is 
with dissimilar sizes of the filters, Batch Normalization (BN) 
is pursued by the stimulation responsibility, like Rectified 
Linear Unit(ReLU) on xl-1. The accomplishment output of 
residual of unit is xl that might be expressed by the following 
equation 

xl= F(xl-1) + xl-1. 
Residual network (ResNet) contains lots of the fundamental 
residual blocks. Despite, functions present in residual block 
could be differed based on the non-identical structural design 
of the residual networks. The comprehensive description in 
the residual network was suggested and then the surrogate 
advanced residual network perspective is called as the accu-
mulated residual metamorphose was produced. Newly, some 
interchangeable alternative of the residual designs is initiated 
and it is depend on the ResNet structure. Additionally, vari-
ous developed architectures are integrated by the establis h-
ment of the Residual units.  

 
IV. RESULTS AND DISCUSSION 

This section deplits the simulation we got in this proposed  
work. In this process the first step is giving the input CT im-
age for processing. The following fig 2 represents the sample 
CT lungs image tested with this proposed work. 

 
Fig 2. Input image. 
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The next process is converting RGB image into gray image. 
The input images consume more memory to process and for 
that reason; firstly, the image is converted into grayscale 
where only one band is going to represent the pixel value that 
varied from 0 to 255. The following fig 3 shows the grayscale 
images. 
 

 
Fig 3. Grayscale image. 

 
The preprocessed image is the extraction of the lung from the 
x-ray input along with the other pixels is given as ‘0’. In pre-
processed image the image contrast is improved, and the 
noises are removed. After grayscale conversion, improve the 
contrast of the image by using an average filter. The follow-
ing fig 4 represents the preprocessing image. 
 

 
Fig 4.Preprocessed image. 

 
After preprocessing the image is contoured. The process of 
initial contour is used for contour the lungs separately in the 
CT image. The following fig 5 represents the Initial Contour. 

 
Fig 5.Initial contour image. 

 
The image is now contouring. After contouring the image got 
iterated. Iteration stage is the operation of manipulating indi-
vidual component in the digital structure. In order to operate 
all of the pixels, we need to be able to visit all the rows 
andthe columns completely in the image. The following fig  6 
represents the iteration image.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig 6.Iteration image. 

 
The final boundary mask image will convert the segmentation 
gray image to black and white image. This process clearly 
separated the lung image from the CT image. The following 
fig 7 represents the final boundary mask. 

 
Fig 7.Final Boundary Mask Image. 
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After Segmentation the layer processing step is used to com-
pare the image to the already trained CT images and produce 
the result. CNN based classification is processed to classify 
whether the image is positive or negative. The following fig 8 
represents the layer index image. 
 

 
Fig8.Layer index image. 

 
After the process of layer index processing, the COVID-19 
infected portion is segmented from the CT lung image by 
comparing the image with the already trained images and in 
the next step it will produce the result. The following fig 9 
shows the Segmentation maps. 

 

 
Fig 9.Segmentation maps. 

 
After the process of the image by convolutional neural net-
work the result is produced. The result shows whether 
COVID-19 is positive or negative. The following fig 10 rep-
resents the final output. 

 
Fig 10.Classification output. 

 
The accuracy of the output produced is 98.2%. 

 
V. CONCLUSION 

This paper proposes the detection of COVID-19 infection 
automatically in lung by using segmentation process from CT 
images, named semantic segmentation network in Convolu-
tional Neural Network (CNN) and it is the pixel wise segmen-
tation. This process is proposed for segmenting the infected 
regions from lung CT images. This structure holds admirable 
possible which can be seek during the evaluation in the detec-
tion of COVID-19, for example, computing the affected area, 
observing the longitudinal infection difference, and aggrega-
tion disguising transforming. The network achieved is higher 
accuracy. Seg-Net structure, which has been used less than 
other popular deep learning methods in previous studies, 
combined with image processing methods, has shown a suc-
cessful result. The proposed Seg-Net method has the higher 
accuracy when compare with the existing methods like Atten-
tion-U Net, Gated- U Net, Dense-U Net. The Seg-Net has 
higher level of Sensitivity, Specificity and Precision.  
 
 

REFERENCES 
1.C. Wang, P. W. Horby, F. G. Hayden, and G. F. Gao, “A novel coronov i-

rus outbreak of global health concern,” The Lancet, 395(10223), pp. 470-
473, feb(2020). 

2.C. Huang, Y. Wang et al., “Clinical features of patients infected with 2019 
novel coronavirus in Wuhan, China,” The Lancet, 395(10223), pp. 497-
506, feb (2020). 

3. “Coronavirus COVID-19 global cases by the center for systems science 
and engineering at johns Hopkins university,”  
https://coronavirus.jhu.edu/map.html, accessed: 2020-04-02. 

4. T . Ai, Z. Yang et al., “Correction of chest CT and rt-pcr testing in corona-
virus disease 2019 (COVID-19) in China: A report of 1014 cases,” Radi-
ology, 2019, p. 200642, feb (2020). 

5. G. D. Rubin, L.B. Haramati et al., “The role of chest imaging in patient 
management during the COVID-19 pandemic: A multinational consensus 
statement from the flesichner society,” Radiology, p. 201365, apr (2020). 

6.   F. Shi, J. Wang et al., “Review of Artificial Intelligence Techniques in 
Imaging Data Acquisition, Segmentation and Diagnosis for COVID-19,” 
IEEE Reviews in Biomedical Engineering, (2020). 

7. Y. Fang, H. Zhang et al., “Sensitivityof chest CT for COVID-19: Compari-
son to RT -PCR,” Radiology, p. 200432, (2020). 

8. M. Y. Ng, E. Y. Lee, and others, “Imaging profile of the COVID-19 infec-
tion: Radiologic findings and literature review,” Radiology: Cardiotho-
racic Imaging,2(1), p. e200034, (2020). 

9. “COVID-19 CT segmentation dataset,” https://medicalsegmentation. 
com/covid19/, accessed: 2020-04-11. 

10. Z. Ye, Y. Zhang, Y. Wang, Z. Huang, and B. Song, “Chest CT manifesta-
tions of new coronavirus disease 2019 (COVID-19): a pictoral review,” 
European Radiology, 2019(37), pp. 1-9, mar (2020). 

11. J. P. Cohen, P. Morrison, and L. Dao, “COVID-19 image data collec-
tion,” arXiv, (2020). 

Proceedings of the Fifth International Conference on Trends in Electronics and Informatics (ICOEI).
IEEE Xplore Part Number:CFP21J32-ART; ISBN:978-1-6654-1571-2

978-1-6654-1571-2/21/$31.00 ©2021 IEEE 743



 

 
 

12. J. Zhao, Y. Zhang, X. He and P. Xie, “COVID-CT-Dataset: a CT scan 
dataset about COVID-19,” arXiv, (2020). 

13. “COVID-19 Patients Lungs X Ray Images 10000,”  
https://www.kaggle.com/nabeelsajid917/covid-19-x-ray-10000-images, 
accessed: 2020-04-11. 

14. M. E. H. Chowdhury, T. Rahman et al., “Can AI help in screening Viral 
and COVID-19pneumonia?” arXiv, (2020). 

15.V. Rajinikanth, N. Dey, A. N. J. Raj, A. E. Hassanian, K. C. Santosh, and 
N. S. M. Raja, “Harmony Search and Otsu based System for Coronavirus 
Disease (COVID-19) Detection using Lung CT Scan Images,” arXir, 
(2020). 
16. M. Keshani, Z. Aaimi far, F. Tajeripour, and R. Boostani, “Lung 
nodule segmentation and recognition using SVM classifier and active 
contour modeling: A complete intelligent system,” Computers in Biology 
and Medicine, 43(4), pp. 287-300, (2013). 

17. S. Shen, A. A. Bui, J. Cong, and W. Hsu, “An automated lung segment a-
tion approach using bidirectional chain codes to improve nodule detec-
tion accuracy,” Computers in Biology and Medicine, 57, pp. 139-149, 
(2015). 

18. S. Wang, M. Zhou et al., “Central focused convolutional neural networks: 
Developing a data driven model for lung nodule segmentation,” Medical 
Image Analysis,40, pp. 172-183, (2017). 

19. D. Jin, Z. Xu, Y. Tang, A. P. Harrison, and D. J. Mollura, “CT -realistic 
lung nodule simulation from 3D conditional generative adversarial net-
works for robust lung segmentation,” in MICCAI. Springer, 2018, pp. 
732-740, (2018). 

20. J. Jiang, Y. C. Hu et al., “Multiple resolution residually connected feature 
steams for automatic lung tumor segmentation from CT images,” IEEE 
Transactions on Medical Imaging, 38(1), pp. 134-144, (2018). 

 

Proceedings of the Fifth International Conference on Trends in Electronics and Informatics (ICOEI).
IEEE Xplore Part Number:CFP21J32-ART; ISBN:978-1-6654-1571-2

978-1-6654-1571-2/21/$31.00 ©2021 IEEE 744



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.7
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


