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       Abstract: COVID 19 disease rooted in China, spread across 

other parts of the world and became a devastating pandemic. The 

detection of COVID-19 has become a crucial task in the medical 

sector because of the soaring cases and the paucity of 

pharmaceutical supplies for detection. Considering the urgency, 

an immediate auxiliary automatic detection system is required for 

early diagnosis of the disease and helps the affected patients to be 

under immediate care. In this work, we aimed to propose an 

automatic detection system based on lung X-ray images, as 

radiography modalities is a promising way of faster diagnosis. In 

this work, we built a machine learning model considering X-ray 

images taken from publicly available data sets of 2000 images.  

The relevant features from the images were taken for building the 

model, prior that proper segmentation was applied to the X-ray 

images. The X-ray images are prone to noise and spatial aliasing 

which leads the boundary to be indistinguishable, so proper image 

segmentation is required. Comprehensive validation has been 

performed on different segmentation techniques, among those, 

Sobel demonstrated an accurate result, which is not only effective 

in detecting edges but also good in removing noises within the 

image. Further, the preprocessed image is fed to a support vector 

machine (SVM) model, which accomplished the maximum 

classification accuracy of 99.17%, also SVM achieved precision, 

recall, and F1 score of 99.24%,98.13%,98.68% respectively in 

predicting the COVID-19 versus other pulmonary diseases. 

Taking the advantage. the model can be helpful to medical persons 

that can be used as an initial screening of individuals. 

     Keywords - Covid Detection, data augmentation, pre-

processing, edge detection, gradient methods, filtering, Support 

Vector Machine 

1.  INTRODUCTION 

      The outbreak of COVID-19 virus emerged reportedly 

from China has infected millions of people around the world 

and many countries are in lockdown. At the time of writing 

this report (May 2021), the total affected cases worldwide 

have been more than 158,334,441 and death reported were 

3,297,034 which is considered as a disaster to the humankind 

[17]. The symptomatic or asymptomatic nature of COVID 19 

has been changing over some time, based on age, personal 

immune, and this leads to delay in finding an effective 

vaccine to fight against this virus. 
 

       The unavailability of therapeutic equipment and the cost 

of purchasing those for the diagnosis of COVID –19 disease 

put the medical sectors in a major crisis especially in 

developing and underdeveloped countries as the daily 

COVID-19 affected cases are rapidly rising. There are several 

prevailing methods for COVID detection viz. NAAT tests 

(Nucleic Acid Amplification Tests), Serological Tests, 

Antigen tests. The standard prevailing confirmatory medical 

test for COVID-19 is polymerase chain reaction (RT-PCR) or 

sequencing, which requires manual intervention and also 

time consuming. In an emergency situation, where the daily 

cases are significantly rising, these tests might not be 

sufficient because of the unavailability of domain experts and 

medical kits. Computed tomography (CT) is one of the 

available screening methods for the diagnosis of pneumonia 

which can be considered as a potential complication of 

COVID-19 in this prevailing epidemic context [1][14]. 

 

        The restricted availability of viral testing kits and the 

time-consuming nature of the tests such as RT-PCR leads 

radiology come to the front line of diagnosis. CT scans are 

mostly used for patients with severe symptoms related to 

lungs and image-based diagnosis significantly help to assess 

the seriousness of such diseases [15]. Typical CT findings 

included bilateral ground-glass opacity, pulmonary 

consolidation, and prominent distribution in the posterior and 

peripheral parts of the lungs [2]. Chest X-Rays (CXR) helps 

to differentiate a patient affected by COVID-19 from other 

lung affected illness [16]. Like other types of pneumonia, 

COVID-19 pneumonia increases the density of lungs. This 

may be seen as white patches in the lungs on radiography 

known as Ground-glass opacities (GGOs) [4] that can be 

considered as a sign of abnormality. It causes inflammation 

in air spaces of the lungs increasing fluid build-up and makes 

difficult the transfer of oxygen into the bloodstream. 

According to Fleischer study, CXR images gives a visual 

index of such abnormalities, and medical practitioners use 

CXR for the diagnosis of COVID-19 as a preliminary 

modality [18]. 

 

COVID-19 affected time period became a significant phase 

for doctors to rapidly screen and diagnose patients and isolate 

them from other individuals to prevent further spreading. 

Also in a short time, it is a challenge for medical persons to 

extract the features of coronavirus and   discriminate it from 

other viruses or pulmonary disease. Many articles and studies 

came up with machine learning algorithms to detect corona 

and its features. Such works with Artificial Intelligence (AI) 

can be considered as a global solution to tackle COVID from 

lung x-rays and an early diagnosis. Ramsey W etal.  [6] 

conducted study on COVID using lung X-ray. The authors 

study validated that machine learning algorithms were able to 

detect COVID-19 faster about ten times through X-ray 
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images and more accurately than thoracic radiologists. 

Various edge detection methods were also carried out to find 

the abnormalities related to lungs in X-ray images. O. R. 

Vincent et al. had demonstrated their work based on X-ray 

image edge detection using Sobel which concluded that Sobel 

performs a two-dimensional spatial gradient method on an 

image and also justified with reasons for the superiority of 

Sobel over other edge detection techniques [7]. In [8], the 

authors had explored various edge detection algorithms for 

the analysis of X-ray images. 

 

The trends in Machine Learning (ML) and artificial 

intelligence (AI) aided us to classify whether a patient is 

diagnosed COVID or other pulmonary disease. From the 

detailed literature study on Machine learning algorithms 

related to COVID and lung X-ray, Support Vector Machine 

(SVM) was found to be an efficient and simplest technique 

for classification of COVID techniques using CXR images 

over other existing techniques [3][6]. Compared to other 

techniques the model using SVM is much easier to implement 

as well as efficient too. 

 

While performing image-based analysis, it is necessary to 

differentiate Region of Interest from other background noises 

in the image. The CXR image taken for the study contains 

many background noises and the connecting wires are also 

evident in the CXR images. For identifying the infectious 

lesions associated with Coronavirus on CXR, the 

aforementioned noises need to be removed while conducting 

AI based studies. This work focuses on the comparison of 

various image analysis techniques based on X-Ray images 

and to find the appropriate technique for the classification of 

COVID-19. The X-rays are pre-processed using image 

processing techniques such as feature extraction, filtering, 

noise reduction and edge detection. The tool, OpenCV was 

used for pre-processing the images, Scikit-learn was used to 

import required libraries, and models that helped to recognize 

X-rays of COVID. SVM was used for classification and the 

performance of the model was evaluated using the 

performance metric: precision, recall, f1-score, and the 

confusion matrix and the accuracy of the model was 

predicted. 

 

The entire work is organized as follows:  Section II 

demonstrates System Architecture, Section III focuses on 

Methodology, Section IV demonstrates Results and Analysis 

and section V concludes the entire work 

 

II. SYSTEM ARCHITECTURE  

A. System Architecture: 

         As aforementioned in the paper, we have exploited 
Chest X-ray (CXR) images for COVID-19 among other 
pulmonary diseases as radiographic based studies are much 
extensive and cost efficient compared to conventional 
diagnosis. The image dataset was taken from publicly 
available repository which consists of COVID affected 
patients, non-COVID and pneumonia cases and a model was 
built based on that. The CXR images were preprocessed to 
increase the accuracy of the system. The CXR images are 
affected by noise, this has to be removed effectively before 

being fed to the ML model. So suitable preprocessing was 
performed on the images which further increased the 
accuracy and reliability of the model and the preprocessed 
data were given to the ML algorithm for the classification of 
COVID. 

 In a nutshell, the entire work can be illustrated as follows: 
starting from data collection which contains COVID and 
Non-COVID CXR images, proceeded to get reliable 
classification data preprocessing such as data resizing, 
augmentation and noise removal filtering were performed. As 
a first step to the AI process, the data was split into 
appropriate ratios for training and testing. The split data was 
passed through an SVM classifier, undergone the 
classification and finally arrived to analyze the performance 
of the system by examining different parameters such as 
confusion matrix, accuracy, precision, recall, F1-score.           

For a better understanding of the model and to get an idea of 
the entire workflow, the process is demonstrated with the help 
of the flowchart as in Fig.1.  

 

 

                            Fig.1 Flow chart  

B. Data Collection: 

II. Data collection is chosen based on the required 
factors for training our model. A dataset that contains images 
of COVID affected along with other non-COVID images is 
considered and classified the whole data set into two 
categories. These two categories are named COVID and Non-
COVID. CXR of COVID affected is seen as shown in 
Fig.2(a), Fig.2(b) is a CXR of Non-COVID cases of other 
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pulmonary disease and normal person. A total of 3000 images 
were taken for classification and among those, augmented 
images were also included to avoid overfitting. The training, 
validation and test data were taken as a ratio of 70:10:20. The 
dataset of two categories were trained to get the output of 
interest.  A trained dataset in were also taken for reference 
and validation and added more sets of images for accurate 
observation. The image that is affected by noise is removed 
using suitable filters.  

 

            Fig.2 Lung x-rays of (2a) COVID, (2b) Non COVID 

III. METHDOLOGY 

 

A. Data Preprocessing: 

 

1) Data Augumentation 

             In this work, we have adopted the Data augmentation 
technique to increase the dataset size, as there are limited 
CXR images available from public repositories. Lack of 
sufficient data will result in wrong predictions, when given to 
AI based classifiers.  Data augmentation is a basic tool used 
to create datasets from existing data sets. It creates new and 
different images from the existing image data sets. This 
process is done by applying various transformation 
techniques such as rotation of the existing image by 
appropriate degrees, zooming, cropping, shearing, and 
flipping off the existing set of images in different directions.  
The original CXR image is given in Fig. 3a. The image that 
is flipped is shown in Fig. 3c. Fig.3d shows the rotated images 
of given dataset. After all the processing the image data was 
increased to 3648, which includes the CXR images with 
medical connecting wires and clips. We have intentionally 
taken those images with wires for training the model, 
considering the fact that in real scenario those factors exist in 
CXR images. Using our model, we, could effectively remove 
those wires during preprocessing. 

 

 

Fig. 3 Preprocessed images of (3a) original sample, (3b) shows the Flipped 

Image, figure (3c), (3d) shows the rotated images 

 

2) Data Reshaping 

              The dataset for the classification was taken from 

different publicly available datasets and the images have a 

dynamic range of resolutions that need to be scaled down to 

a common acceptable size for the design developed. Based on 

the design and trial experiment, an acceptable image 

resolution was chosen for the proposed model as 250 × 250. 

After reshaping, the images were split into the training set and 

testing set. All the processed images were then stored into a 

common repository for further investigation 

B. Image Filtering 

   Removing the unwanted data is necessary for every model 

to accomplish greater accuracy that can be achieved through 

some of the filtering techniques- smoothening and enhancing. 

Enhancing the image plays a major role in image pre-

processing techniques because it provides us a better image 

for further examination [9].  

 

   In image filtering, the first task was to select the best filter 

that removes noise in the image and enhances the quality of 

the image. Taking all these into consideration, the images of 

lung X-rays are filtered using different image processing 

techniques such as Gaussian, Sobel X, and Sobel Y as shown 

in Fig.4. Other filters such as Laplacian and HOG were also 

taken and implemented for the study, but it showed poor 

results. In the CXR image data set, many connecting wires 

and clips used for medical examinations were seen. The 

inclusion of these in the images for processing may result in 

wrong prediction, so to remove these unwanted effects, the 

appropriate filter has to be selected. By examining these 

filtered images using the mentioned techniques and by 

running edge detection algorithms, Sobel X and Sobel Y gave 

accurate results and was chosen for further classification. Our 

proposed model in the preprocessing stage was able to figure 

out the pulmonary lesions in the image. 

 

       

            Fig.4 Images with filtering 

  

C.  Edge detection 

In order to classify an image whether a COVID or 

not, the important factors that need to be considered are edges 

which help to get an accurate outcome. It is also a basic 

feature of an image that provides valuable information for 

image perception [11]. Edge detection considerably reduces 

the processing time by reducing the amount of data while 

preserving the structural boundary of the region of interest 
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(ROI). The proposed method preserves the structural 

information of the boundary where pulmonary lesions were 

present and removed the background. 

 

Edges preserves the contour features of the ROI in the image. 

The detection of edges mainly involves the measurement and 

localization of gradient change in gray scale image as edge is 

a sharp discontinuity in intensity over the boundary in an 

image [11]. Smoothing was the first step performed in edge 

detection as it suppresses the noise without disturbing the 

edges. While smoothing the image, especially X-ray images 

the image quality may degrade. So, to enhance the quality of 

the edges, image sharpening was performed. Then, to 

determine which edge pixels must be removed as noise and 

which must be retained and finally exact localization of the 

edges corresponding to ROI need to be evaluated. All these 

factors were considered and our model gave accurate results. 

There are numerous ways to perform edge detection, out of 

which, the gradient method was chosen that calculates the 

gradient change in the pixel values of the image in a given 

direction. In this work, the Sobel filter which comes under the 

family of edge detection filters based on gradient method 

were used where we have done iterative approaches to obtain 

optimal results for edge detection.  

 

1) Sobel filtering  -  A Gradient method  of filtering  

Sobel is an orthogonal gradient operator which corresponds 

to the first derivative. It uses two slicing windows in which, 

one is column and other is row [13]. These slices use 3x3 

matrices that take each pixel value one by one by shifting one 

unit to the right. In this method, the convolution of two 

kernels is performed to calculate the gradient Gx and gradient 

Gy, along x-axis and y-axis respectively. 

 

Absolute gradient in Sobel is calculated as: 

                                     𝐺 = √(𝐺𝑥2 +  𝐺𝑦2)                (1) 

  And it is approximated as     

  

                         |𝐺|  =  |𝐺𝑥|  + |𝐺𝑦|                       (2) 

The output of a gradient edge detector is its magnitude (1) 

(2). After calculating the magnitude of the first order 

derivative, identify the pixels corresponding to an edge. For 

that, thresholding the gradient image is necessary. So, the 

edge is recognized by the pixels with gradient value greater 

than that of the threshold. One of the problems with edge 

detection is it prone to noise. The noise is increased as a result 

of spatial domain differentiation strengthening high 

frequencies [12].  

2) Kernel Calculation  

Kernels are used to calculate the pixel orientation with 

respect to location denoted as Gx and Gy its gradient is given 

by:        𝛻𝑓 (𝑥, 𝑦)  =  [𝐺𝑥 𝐺𝑦]𝑇 =  [
𝜕𝑓

𝜕𝑥
  ,

𝜕𝑓

𝜕𝑥
 ]          (3)   

The gradient magnitude and angle are given in (4) and (5): 

           𝑚𝑎𝑔 (𝛻𝑓 ) =  |𝛻𝑓(2) | =     [ 𝐺𝑥2  𝐺𝑦2]½      (4) 

            𝜙 (𝑥, 𝑦) = 𝑎𝑟𝑐𝑡𝑎𝑛 (𝐺𝑥 /𝐺𝑦)                             (5) 

These derivatives have to be estimated for every pixel region. 

We use two 3x3 convoluted templates, one for Gx and the 

other for Gy. These templates are shown below:  

-1 0 1 

-2 0 2 

-1 0 1 

                Gx                 

1 2 1 

0 0 0 

-1 -2 -1 

                Gy 
Fig. Kernels 

The above two kernels are used to perform convolution with 

every point in the image. As a result, one kernel has its 

maximum approximation of the derivative to the column 

edge and the other to the row edge. The edge magnitude is 

the maximum values of the two convolutions. Their 

convolutions are as follows (6)(7)(8) 

 
𝑔1(𝑥, 𝑦)  =  ∑ ∑ 𝑠1(𝑘, 𝑙)

𝐿𝑖𝑠𝑡

𝐼=−1

𝑅𝑜𝜔

𝑘=1
+ 𝑓(𝑥 + 𝑘, 𝑦 + 𝑙)

  (6) 

𝑔2(𝑥, 𝑦)  =  ∑ ∑ 𝑠2(𝑘, 𝑙)
𝐿𝑖𝑠𝑡

𝐼=−1

𝑅𝑜𝜔

𝑘=1
+ 𝑓(𝑥 + 𝑘, 𝑦 + 𝑙)

     (7) 

 𝑔 (𝑥, 𝑦)  = 𝑔1
2(𝑥, 𝑦), +𝑔2

2(𝑥, 𝑦)           (8) 

Here 𝑔1(𝑥, 𝑦) > 𝑔2(𝑥, 𝑦) indicates that the edge is passing 

through the vertical coordinates. If f(x, y) satisfies the below 

conditions, then f(x,y) of a point (x,y) is considered as an 

edge :

𝑔(𝑥, 𝑦) >  4 ∗  ∑ ∑
𝑔(𝑖,𝑗)

2

𝑅𝑜𝑤
 

𝐿𝑖𝑠𝑡

𝑗=−1

𝑅𝑜𝜔

𝑖=1

∗ 𝐿𝑖𝑠𝑡 

 

𝑔1(𝑥, 𝑦) > 𝑔2(𝑥, 𝑦) 

𝑔(𝑥, 𝑦 − 1) <= 𝑔(𝑥, 𝑦) 

                           𝑔(𝑥, 𝑦) >=  𝑔(𝑥, 𝑦 + 1)                          (9) 

 

Similarly, when the edge is passing through the horizontal 

coordinates. If f(x,y) satisfies the below conditions, then 

f(x,y) of a point (x,y) is considered as an edge 

 

𝑔(𝑥, 𝑦) >   4 ∗  ∑ ∑
𝑔(𝑖,𝑗)

2

𝑅𝑜𝑤
 

𝐿𝑖𝑠𝑡

𝑗=−1

𝑅𝑜𝜔

𝑖=1

∗ 𝐿𝑖𝑠𝑡

 

 𝑔(𝑥, 𝑦) > 𝑔2(𝑥, 𝑦 

𝑔(𝑥 − 1, 𝑦) ≤ 𝑔(𝑥, 𝑦) 

                               𝑔(𝑥, 𝑦)  >= 𝑔(𝑥 + 1, 𝑦)             (10) 
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D. Support Vector Machine 

               Here, SVM was preferred because It can facilitate 

image classification problems easily and results in the best 

classification measures by transforming it into a problem of 

squared optimization. This helps in the reduction of steps in 

the process of learning and also a faster solution compared to 

other algorithms such as KNN, Random forest and so 

on. SVM is a powerful and convenient classification and 

regression algorithm used in supervised Machine Learning by 

producing efficient results by optimal computation.   

In classification, it can separate features into data classes and 

tries to get the maximum marginal hyperplane. It can be done 

by generating hyperplanes iteratively and providing the best 

class division and choosing the best plane among them. It 

selects a point far from the features of the data classes to get 

a line. The distance between each data class is calculated for 

the best-chosen hyperplane by the SVM model. 

IV. RESULTS AND  ANALYSIS 

A. Performance Mesaures of SVM model 

            In this division, we provided the common 

methodology for the experiments to measure the performance 

using a validation set. Classification performance metrics are 

used for the prediction of diseases. A confusion matrix is used 

to understand and evaluate the SVM model by using standard 

metrics. For binary classification, the confusion metrics use 

true positives (TP), false positives (FP), true negatives (TN) 

and false negatives (FN). Accuracy is obtained as  

                𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

 

The ratio of truly predicted positive values to the total number 

of predicted positive values gives the Precision. Higher value 

of precision results in a lower false-positive value   

                     𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛   =  
 𝑇𝑃

(𝑇𝑃+𝐹𝑃)

   

Recall is known as sensitivity; it is the ratio of truly predicted 

values to the total values in all original sets. It results in the 

positive values that are correctly identified. 

                      𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
  

The weighted mean of Precision and Recall results in F1-

Score. Particularly, if the data is non-uniform distribution, the 

precision and recall values sometimes are erratic, and F-

Measure (F-Score) tends to be intuitive. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  2 ∗  
((𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑅𝑒𝑐𝑎𝑙𝑙)

((𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙)
 
 

 

B. Experimental Results: 

           The experimental results provide information on the 

validation process. Through the proposed SVM model, the 

accuracy achieved was Accuracy:0.98. The data set division 

is as follows as shown in Table I. Confusion Matrix of the 

model is shown in Fig.5, where the colored diagonal elements 

represent the correctly predicted samples and the black 

diagonal elements shows the false classification. We can 

observe that the out of 1095 tested images, 556 are truly 

predicted as COVID cases and 525 are predicted as truly Non 

COVID cases. The performance measures such as Recall and 

precision is obtained from the confusion matrix and F1-score 

is also calculated from precision and recall.  

TABLE I    DATA SET DIVISION FOR TRAIN AND TESTING  

Type of Data COVID Non COVID 

Original data 125 200 

Augmented data 912 912 

Sobel Filtering 1824 1824 

Total Images 3648  

Train Set 2553  

Test set 1095  

 

 

                            Fig.5 Confusion Matrix 

 

Precision, Recall, and F1-Score from proposed model are 

tabulated as shown in Table II. 

                TABLE II    PERFORMANCE MEASURES OF MODEL  

Precision value 0.99243 

Recall / Sensitivity 0.9813 

F1-Score 0.9868 

 

V. CONCLUSIONS 

 

     The foremost objective is to study SVM machine learning 

model for the identify and detecting the COVID-19. The 

dataset has 2000 X-rays images that included augmented 

images also, which helps to obtain the training efficiency of 

99 %. The Sobel filtering helps in intensifying the image 

features and increases the performance of the model. The 

suggested system provides good accuracy of 98.72. 

Moreover, the model obtains good precision, recall, F1-

Score. It is proved that the values obtained from this model 

are quite enough to predict the COVID-19. This concludes 

that the implemented model can be useful for the physicians 

to classify and analyse the COVID 19 as a supporting system. 

In future works, the real time medical x-ray examination in 

with the SVM model can be used to enhance the performance 

and obtain good accuracy. 
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