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Abstract—COVID-19 is a respiratory disease caused by
severe acute respiratory syndrome coronavirus (SARS-CoV-2).
This paper proposes a deep learning model to assist medical
imaging physicians in diagnosing COVID-19 cases. We designed
the Parallel Channel Attention Feature Fusion Module (PCAF),
and brand new structure of convolutional neural network
MCFF-Net was put forward. The experimental results show that
the overall accuracy of MCFF-Net66-Convl-GAP model is
96.79% for 3-class classification. Simultaneously, the precision,
recall, specificity and the sensitivity for COVID-19 are both
100%. Compared with the latest state-of-art methods, the
experimental results of our proposed method indicate its
uniqueness.
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1. INTRODUCTION

Novel coronavirus pneumonia (hereafter referred as
COVID-19) is a respiratory disease caused by severe acute
respiratory syndrome coronavirus (SARS-CoV-2). Currently,
the most commonly used COVID-19 diagnostic technology is
real-time reverse transcription polymerase chain reaction (RT-
PCR) technology. Since the RT-PCR detection process takes
several hours, and the sensitivity is as low as 60%-70%,
leading to a high false-negative rate in the test results [1], so
there are limitations in the diagnosis process of COVID-19.
COVID-19 has obvious clinical imaging characteristics.
Compared with CT, Chest X-Ray (CXR) has the advantages of
convenient detection process, low cost, and low ionizing
radiation intensity [2]. It causes less harm to patients and is
easy to carry out large-scale promotion in remote and
underdeveloped areas.

In recent years, deep learning has become one of the
popular research fields in artificial intelligence. W Wang. et al.
[3] improved a deep learning method for detecting
colonoscopy polyp images, and implemented excellent effect.
W Wang. et al [4] introduced the dense connection idea of the
DenseNet model in the MobileNet model, and proposed a new
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type of image classification model Dense-MoblieNet. On the
basis of the original model, the accuracy of the image
classification task is improved and the complexity of the model
is reduced. W Wang. et al [5] combined the dense connection
idea with the full convolutional network FCN, proposed a
dense full convolutional network DFCN, and used this model
to perform semantic segmentation tasks on the Chenzhou
remote sensing image dataset, and achieved good results. After
the outbreak of COVID-19, the use of DCNN to detect
COVID-19 has become a recognized research direction.
Meanwhile, many outstanding research results have emerged in
this direction. According to the characteristics of CXR images,
W Wang. et al [6] devised a module named channel feature
weight extraction (CFWE), and the network CFW-Net based
on this module was proposed, which realized good
classification effect. Based on the VGG19[7] network model,
Ioannis et al. [8] performed a 3-class classification experiment
on a dataset containing COVID-19 positive, COVID-19
negative, and normal CXR images, and the classification
accuracy reached 93.48%. In another work, Wang and Wong et
al. [9] proposed a COVID-Net model based on the PEPX
structure, and introduced Depthwise separable convolution [10]
into the structure, with a classification accuracy of 93.3%.
While reducing the amount of model parameter, a good
classification accuracy is obtained. Ozturk et al. [11] proposed
the DarkCovid-Net network model in their research work. The
model is improved on the basis of the Dark-Net19 model. The
accuracy of 2-class classification is 98.08%, and the accuracy
of 3-class classification is 87.02%. Recently, Khan et al. [12]
raised the CoroNet network in view of Xception module [13],
and conducted 2-class, 3-class, and 4-class classification
experiments for CXR images. The classification accuracy were
99%, 95% and 89.6% respectively.

Unlike ordinary image classification tasks, CXR images
have the characteristics of high inter-category similarity and
low intra-category variability. This kind of data characteristics
is easy to cause problems like model deviation and over-fitting,
which may lead to a decline in the generalization performance
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of the network and increase the difficulty of model recognition
in image classification tasks. To solve this problem, this paper
designs a parallel channel attention feature fusion module
(Parallel channel attention feature fusion module, PCAF).
Based on the PCAF module, a new convolutional neural
network structure MCFF-Net is proposed.

II. PCAF-MODULE

In order to relieve the pressure of current medical staff and
improve the diagnosis speed of COVID-19, we adopt a
convolutional neural network that can adaptively learn feature
information to identify and classify CXR images. CXR images
have high inter-category similarity and low intra-category
variability. These problems will lead to model deviation and
over-fitting as well as reduce the recognition ability and
generalization performance of the model. Hence, we designed
a PCAF module, whose structure is shown in Fig. 1. C is the
number of channels related to the input feature map. H and W
represent the height and width of the feature map. "r"
represents the channel compression ratio. "GAP" [14]
represents the global average pooling. "PWConv" represents
the 1x1 Point convolution. "BN" [15] means batch
normalization. "Leaky-ReLU" [16], "Sigmoid" are activation
functions. " @ " represents the feature matrix bitwise addition
operation. " ® " represents the feature matrix bitwise

multiplication operation.
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Fig. 1. The Structure of PCAF module

The PCAF module is composed of two parallel branches,
namely the global feature extraction branch and the local

feature extraction branch. Input feature map X , whose size is
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CxHxW , is imported into the two branches for feature
extraction. Local feature extraction branch is composed of
double point convolution "PWConv". The size of convolution
kernel for the first PWConv is C/rx1x1, compressing the

channels of feature map to C/r , reducing the dimension of
the feature map. The size of the second PWConv convolution
kernel is Cx1x1 , restoring the channels of the feature map
to C, raising the dimension of the feature map.

On the basis above, the global feature extraction branch
introduces the global average pooling layer (Global Average
Pooling, GAP), which consists of one "GAP" and two
"PWConv". The GAP operation can compress the global
information around the feature map into a real number, which
has the receptive field of global information to a certain extent.

Therefore, the global feature extraction branch focuses on
extracting widely distributed global information in the feature
map. The size of feature map in local feature extraction branch
remains H xW . It has not been compressed by the global
average pooling from beginning to end. Consequently, more
attention is paid to extract the local subtle information of the
feature map.

III. MCFF-NET

Based on the PCAF module, three convolutional neural
networks with different depths are proposed: Multi-scale
Channel Feature Fusion Network (MCFF-Net), as shown in
TABLE 1. When calculating the network depth in TABLE 1, a
PCAF module is recorded as one layer, and the depth of the
classifier in MCFF-Net is uniformly recorded as one layer. The
"Conv" structure in TABLE I can be expressed as an integrated
structure containing "convolution", "Batch Normalization" and
"ReLU activation function". The value after "Conv" represents
the number of channels corresponding to the structure. The
network diagram is shown in Fig. 2.

In traditional convolutional neural networks, such as
AlexNet [17] or VGGNet [7], three fully connected layers (3
Full Connection layer, 3-FC) are used as classifiers. This can
increase the non-linear expression ability of network,
accompanied by a large amount of memory occupation and
high calculation overhead, which has caused a substantial
increase in the amount of network parameters. In order to
reduce the network parameters, our network uses a fully
connected layer (1-FC) as the classifier to convert the
computational overhead of the image recognition task to the
convolutional layer, which reduces the burden of the fully
connected layer.

Due to the extremely large number of features output by the
convolutional layer, one Fully-Connected layer which presents
as the classifier will cause tremendous parameters. Therefore,
we first reduce the output feature map size of the convolutional
layer to 1x1 through the GAP operation, and then the fully
connected layer realizes the function of classifying, which
reduces the parameter of the network model to a certain extent.
"GAP-FC" is used to represent this structure.

TABLE L. MCFF-NET CONFIGURATION

[ MCFF-Net5s0 | MCFF-Net66 |  MCFF-Net134 |
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Fig. 2. The Network structure of MCFF-Net

Besides, 1x1 point convolution is considered to be inserted
in front of the GAP structure, reducing the dimensionality of
the output feature map at the end of the network. The classifier
designed under this idea is nothing to do with the fully
connected layer, thereby further reducing the amount of
parameter. "Conv1-GAP" is used to represent this structure.

IV. NETWORK COMPLEXITY

When MCFF-Nets with different depths use different
classifiers, the parameters are shown in TABLE IL
Comparison of floating-point of operations(FLOPs) are shown
in TABLE III.

TABLE II. THE PARAMETERS COMPARISON OF MCFF-NET(IN MILLIONS)
MCFF-Nets50 | MCFF-Net66 | MCFF-Netl134
GAP-FC 23.08 45.79 82.74
Conv1l-GAP 23.08 45.78 82.73
1-FC 46.37 144.1 181.04

It can be seen from TABLE II that the choice of the
classifier has a great influence on the amount of network
parameters. In the case of the same network depth, the
networks using the "1-FC" classifier are obviously more than
those using other classifiers. Therefore, when the hardware
conditions and memory conditions are limited, the "1-FC"
classifier should be avoided as much as possible under the
premise of ensuring the classification accuracy. In addition, the
network depth also has a huge impact on the amount of
network parameters. The number of parameters of MCFF-
Net134-GAP-FC is 3.90 times that of MCFF-Net50-GAP-FC,
and the parameters of MCFF-Netl134-GAP-FC is 1.26 times
that of MCFF-Net66-GAP-FC.

TABLE IIL. THE COMPARISON OF FLOATING POINTS OF
OPERATIONS(FLOPS, IN MILLIONS)
MCFF-Nets50 | MCFF-Net66 | MCFF-Net134
GAP-FC 3781.22 5792.03 11286.62
Conv1-GAP 3805.82 5890.28 11384.86
1-FC 3695.81 5890.23 11384.81

According to TABLE III, the computational cost is mainly
determined by the depth of network. MCFF-Net134 is very
computationally intensive. Compared with MCFF-Net66,
MCFF-Net134 has a FLOPs increase of 94.87%. MCFF-Net66
has an increase of 53.18% compared to MCFF-Net50.
Compared with MCFF-Net66, MCFF-Net134 has an increase
of 194.87%, which is the largest increase in calculations. In
conclusion, when the difference of experimental result is not
obvious, for the purpose of saving computational cost, MCFF-
Net66 has the highest cost performance.

V. EXPERIMENTS AND RESULTS

A. Data sets

Since COVID-19 is a new type of disease, there is a lack of
datasets suitable for this study. In this paper, we have
constructed a dataset-A by collecting CXR images from public
image databases.

Dataset-A combines the images of two public databases
[18,19], which contains three types of CXR images, namely
COVID-19, pneumonia, and normal, with a total of 6252
images. The training set has a total of 5526 images, containing
310 images of COVID-19 patients, 1341 normal images, and
3875 normal pneumonia images. There are 726 images in the
test set, including 102 images of COVID-19 patients, 234
normal images, and 390 ordinary pneumonias. The sample
images from the dataset are shown in Fig. 3.
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Fig. 3. Chest X-ray images

During the training process, in order to allow the model to
learn more feature information from images, we first resize the
training set and the test set images to a fixed resolution of
224%224 size. Then perform data enhancement processing on
the training set images. The data enhancement technique was
achieved by the frame of deep learning named fastai. Obtaining
the data-enhanced training set, the amount of data in the
training process is equivalent to 4 times that before processing.

B. Experimental setup

As the precondition, the whole experiments are conducted
on unanimous software platform and environment, which
guarantee the credibility of the comparison results among
various network models. TABLE IV indicates the software
configuration detail of the experimental platform. The batch
size of the training set and the test set are both 16.

GAP performs best on Dataset-A, with the highest
experimental result in the TABLE V, the various indicators are
respectively 97.70%, 98.40%, 97.62%, 98.45% and 98.01%.
The overall accuracy of MCFF-Net66-Conv1-GAP is 96.79%,
which is about 0.5% higher than MCFF-Net50 and about 0.5%
lower than MCFF-Net134. The result shows that as the
network deepens, the classification capability of the network
does not change notably. Considering the complexity of the
model, the calculation amount of MCFF-Net134 is 1.933 times
and 2.99 times that of MCFF-Net66 and MCFF-Net50,
respectively. And the amount of parameter is 1.807 and 3.584
times that of MCFF-Net66 and MCFF-Net50, respectively.
Compared with the shallower network, the overall accuracy of
the deep network is only less than 1% higher. The overall
accuracy of MCFF-Net66-Convl-GAP is higher than that of
MCFF-Net66-1FC and MCFF-Net66-GAP-FC. Considering
the classification performance and model complexity, and has
the best cost performance.

TABLEIV.  EXPERIMENTAL PLATFORM CONFIGURATION TABLEV.  PERFORMANCE OF DIFFERENT DEPTH MCFF-NET (%)
Attributes Configuration information Accura | Preci Specific Fi-
: Model : Recall | P
operating system Ubuntu 18.04.5 LTS cy sion ity Score
GPU GeForce RTX 2080
CUDNN CUDNN 7.5.0 MCFF-Net50-GAP-FC 96.32 97.3 95.99 97.48 96.64
CUDA CUDA 10.0.130 M prNeR0-Convl- g 61 | 9720 | 9640 | 9776 | 9684
Frame Fastai
MCFF-Net66-1FC 96.19 97.01 95.91 97.48 96.46
IDE PyCharm
Language Python MCFF-Net66-GAP-FC 96.49 97.30 | 96.44 97.69 96.87
.T.he learning rate annealing algorlthm is 1ntroduced {n.the MCFF-Net66-Conv1- 9679 | 9772 | 9654 | 9785 97 12
training process, and a larger learning rate is used in the initial | GAP
stage of training. As the number of iterations increases, the | niCFF-Net134-1FC 9668 | 9746 | 9654 | 97.77 97.00
learning rate is gradually reduced. This algorithm can avoid TN 34GAP
large fluctuations of classification accuracy in the later stage of FC “Netl34-GAP- 97.52 | 9821 | 9742 | 9833 97.81
training, so as to get closer to the optimal solution. After [CFF-Net134-Convl-
repeated experiments, we finally adjusted the parameter | gap 9770 | 98.40 | 97.62 | 98.45 98.01

settings as follows: the initial learning rate is set to 0.001.
Since the first 50 epochs, the learning rate decays twice as
much as before, and then decreases by 2 times every 50 epochs.
A total of 300 epochs are used for training. In order to evaluate
the performance of the model more objectively, we take the
recognition accuracy of the last 10 epochs on test set to
calculate the average value, which is used as the final
classification accuracy.

C. Experimental results

In this section, we will explain the evaluation indicators
used to quantify the classification performance of the model:
accuracy, precision, sensitivity, specificity, and Fl-score. In
order to study the depth and the classifier of MCFF-Net’s
influence on CXR image classification performance, 9 types of
MCFF-Net are used to execute experiments on Dataset-A with
3 types of CXR images. For each experiment, the average
value of the last 10 epochs is used as the experimental result,
which is shown in TABLE V.

In the light of TABLE V, the recognition performance of
MCFF-Net using the "1-FC" classifier is totally lower than the
network using the other two classifiers. MCFF-Net134-Conv1-
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In TABLE VI, more detailed results are given for the
recognition performance of MCFF-Net66-Conv1-GAP.

TABLE VL PRECISION, RECALL, SPECIFICITY AND F1-SCORE OF MCFF-
NET66-CONV I-GAP (%).
Class Precision | Recall | Specificity | F1-score
COVID-19 100 100 100 100
Normal 97.73 91.88 98.98 94.71
Pneumonia 95.30 98.72 94.34 96.98
Average 97.68 96.87 97.77 97.23

According to the TABLE VI, our proposed model MCFF-
Net66-Convl-GAP can efficiently help classify CXR images
of COVID-19 positive patients, normal and ordinary
pneumonia patients. What’s more, the overall accuracy,
sensitivity, specificity and F1-score of COVID-19 images have
reached 100%. We compare MCFF-Net66-Convl-GAP with
the existing classic deep learning methods such as ResNet50
and DenseNetl21, etc. The comparative experimental results
are presented in TABLE VII.

TABLE VII.  PERFORMANCE COMPARISON WITH OTHER CNNS (%)




Covi

Model Accc;lra Proelclls1 R::lca Spietc;fic sf(:;e lglic
ResNets0 T KR TR R R e
e R R Y P B R VETR R
é}[ggéleNet 9256 | 9520 | 9156 | 9578 | 9337 | 95.1
5(2;](;19[7] 9311 | 9609 | 9293 | 9647 | 9449 | 100
UCHLINCO0 | 9679 | 9772 | 9654 | 9785 | 9712 | 100

ResNet50 constructs an identity mapping between the input
and output of the convolutional layer, which solves the
degradation problem caused by the deepening of the network to
a certain extent, and has a good performance in CXR image
recognition tasks. DenseNetl21 realizes the repeated use of
features by introducing dense connections in the network, and
further deepens the network depth on the basis of ResNet.
Good classification accuracy is also achieved on Dataset-A, but
the calculation amount of DenseNet is much higher than our
method. The accuracy of VGG19 is about 3.68% lower than
that of MCFF-Net66-Conv1-GAP. Due to its superficial depth,
it is hard for the network to amply extract the features from
CXR image. Moreover, VGGI19 uses three fully connected
layer as a classifier, which greatly increases the parameter and
calculation, improves the requirements for hardware resources,
and reduces the timeliness of CXR image classification tasks.
The PCAF module proposed in this paper can fuse the global
feature information and local feature information in the CXR
image, so that the network can learn more important features
from the image in a targeted manner, enhance the classification
performance and the generalization ability of the network.

VI. CONCLUSIONS

In this paper, a Parallel Channel Attention Feature Fusion
(PCAF) module is designed according to the characteristics of
CXR images. And based on this module, we propose a brand
new convolutional neural network MCFF-Net to classify CXR
images to diagnose and detect COVID-19 cases. Through the
analysis and comparison of the experimental results, we
believe that MCFF-Net66-Convl-GAP has the highest
application value. The overall accuracy of the 3-class
classification experiment and the COVID-19 image recognition
accuracy have reached 96.79% and 100%, respectively.
Despite the excellent results have been realized, MCFF-Net
still needs clinical research and testing. We will overcome the
limitations of hardware conditions and train our proposed
MCFF-Net method with a larger dataset to further improve its
classification accuracy.
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