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Abstract—False data injection attacks (FDIAs) have re-
cently become a major threat to smart grids. Most of the
existing FDIA detection methods have focused on mod-
eling the temporal relationship of time-series measure-
ment data but have paid less attention to the spatial re-
lationship between bus/line measurement data and have
failed to consider the relationship between subgrids. To
address these issues, in this article, we propose a subgrid-
oriented microservice framework by integrating a well-
designed spatial–temporal neural network for FDIA detec-
tion in ac-model power systems. First, a well-designed neu-
ral network is developed to model the spatial–temporal
relationship of bus/line measurements for subgrids. A
microservice-based supervising network is then proposed
for integrating the representation features obtained from
subgrids for the collaborative detection of FDIAs. To evalu-
ate the proposed framework, three types of FDIA datasets
are generated based on a public benchmark power grid.
Case studies on the FDIA datasets show that our method
outperforms state-of-the-art methods for FDIA detection in
these datasets.

Index Terms—Bad data detection, deep learning, false
data injection attack (FDIA), FDIA detection, microservice,
privacy preserving.

I. INTRODUCTION

IN RECENT years, false data injection attacks (FDIAs) have
drawn the attention of researchers to the vulnerability of

cyber-physical smart grids [1]–[3]. Well-designed FDIAs have
the capability to circumvent conventional residual-based bad
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data detection of a state estimation [4], resulting in serious
consequences for physical power grids. Compared with certain
cyber-attacks (for example, malware attacks), FDIAs aim at
maliciously manipulating measurement data that are generated
by sensors. FDIAs can pass the residual-based bad data detection
because the maliciously modified measurements can perfectly
obey the power flow equations [4]. To address this issue, many
data-driven methods have been proposed [5], and among such
methods, machine-learning-based approaches have achieved a
state-of-the-art detection performance [6].

Despite their success, most of the existing methods [7]–[9]
are specifically focused on dc-model power systems and are not
well suited to real-world power systems, which are based on
the ac model. For example, Wang et al. [8] proposed a CNN-
based method for detecting FDIAs in dc-model power systems
by capturing the inconsistency and co-occurrence dependence
in malicious measurement data. In recent years, to effectively
detect FDIAs in ac-model systems, some deep-learning-based
methods have been proposed [10]–[14]. Kundu et al. [11]
proposed an autoencoder-based unsupervised learning method
to detect FDIAs in ac-model systems. In addition, Zhang et
al. [14] proposed a semisupervised deep learning approach by
integrating an autoencoder into a generative adversarial network.
Compared with the method in [11], labeled false measurement
data are used to train the network model. In both methods, the
measurement data are used as the training dataset. Different from
these two methods [11], [14], Yu et al. [13] proposed using state
variable values estimated from measurement data as the training
dataset to train a deep neural network for FDIA detection.
However, the estimated state values as the training dataset may
incur some potential risks. For example, the second-hand state
values estimated from the measurement data may suffer from
data noise.

Although these machine-learning-based methods have
achieved some success in detecting FDIAs in ac-model sys-
tems, the accuracy can be further improved. Most of those
methods focus on temporal relationships between time-series
measurement data and pay less attention to the spatial relation-
ship of the measurement data between buses and transmission
lines. For example, the autoencoder-based method proposed
in [11] only considers the temporal relationship of normal
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time-series measurement data. Because the measurement data
at a particular time step are treated as a 1-D input, the spatial
relationship between buses and lines is not considered in the
power grid. In the method proposed in [14], the measurement
data captured at a particular time step for a power grid are
simply treated as a 1-D sample, resulting in a loss of spatial
relationships between buses and lines. Yu et al. [13] proposed a
gated recurrent unit (GRU) network-based detector to model the
temporal relationship between time-series measurement data.
Compared with the two aforementioned methods [11], [14], one
major difference is that the estimated state values instead of
the original measurement data are used as the training dataset
to train the FDIA detector. However, the estimated state val-
ues obtained from measurement data cannot thoroughly rep-
resent the spatial–temporal data pattern of the measurement
data.

As discussed above, most of the aforementioned state-of-the-
art methods [10]–[14] focus on modeling the temporal relation-
ships in a power grid from time-series measurement data using
autoencoders, a recurrent neural network, or a GRU; however,
they fail to consider the spatial relationships between buses
and lines. In addition, existing machine-learning-based FDIA
detection methods attempt to learn a distinctive data pattern
or distribution for the entire power grid between the normal
measurement data and the malicious measurement modified
using the FDIAs. Most, if not all, of these existing methods fail
to consider the mutual relationship between subgrids of a power
grid. Because a power grid is a meshed physical system, a mutual
relationship exists between subgrids. Hence, data distribution
of the measurement data in each subgrid can be utilized to
collaboratively detect the FDIA patterns.

With the rapid development of microservices, some studies
have explored the application of microservice technology in
the field of smart grids [15]–[17]. Although a microservice-
based architecture offers many benefits for smart grids, with
the deregulation of the power systems [18], a power grid system
is run by many different companies competing with each other.
Therefore, the privacy of their local system data needs to be pro-
tected. To address these issues, we propose a subgrid-oriented
privacy-preserving microservice framework integrating a well-
designed spatial–temporal neural network for FDIA detection in
ac power systems. The experimental results based on the public
benchmark dataset SimBench [19] show that compared with
the state-of-the-art methods, the proposed framework achieves
significant improvements in terms of precision, recall, and F1

score.
The main contributions of this article are summarized as

follows.
1) Conventional centralized methods do not offer data pri-

vacy protection of local measurement data. We propose a
novel subgrid-oriented microservice framework for FDIA
detection in smart grids by collaboratively learning the
relationship between a specific subgrid and the remaining
subgrids. Subgrid-level features are learned using subgrid
models applied to represent the subgrids. A supervising
model is designed to integrate these features and col-
laboratively detect FDIAs. The proposed framework has

three major benefits: data privacy preservation, parallel
computing, and low latency.

2) Compared with most of the existing methods that focus
on temporal relationship between the measurement data,
we propose a novel spatial–temporal neural network to
learn a subgrid-level representative feature to represent
the spatial–temporal relationship between time-series
bus/line measurement data. Network layers are designed
to learn equal dimension representations for all bus/line
measurement data. Fully connected perceptron layers are
designed to model the spatial relationship between the
bus/line representations. Long short-term memory layers
are integrated into the neural network to effectively learn
the temporal relationship from time-series measurement
data.

3) Compared with most of the existing methods that do
not consider the spatial relationship between bus and
line measurement data, we propose a neural network
architecture to model such spatial relationship. Because a
smart grid is a meshed physical network, where a bus/line
is mutually dependent upon its connecting buses/lines, we
propose the use of a fully connected perceptron layer to
model such a relationship between one bus/line and the
remaining buses/lines.

4) Compared with the existing methods that treat the mea-
surement as a 1-D input, we propose an efficient learning
mechanism for bus and line measurement data of different
dimensions to facilitate the subsequent model learning.
With this mechanism, we propose learning the bus and
line measurements separately, and thus, the approach is
flexible in terms of the neural network design. To facilitate
the subsequent model training, we propose learning an
equal dimension representative feature for all bus/line
measurement data.

The rest of this article is organized as follows. Section II
reviews related state-of-the-art methods on machine-learning-
based FDIA detection. Section III provides necessary back-
ground knowledge regarding FDIA in ac-model power systems.
The proposed framework is presented in detail in Section IV. The
experimental setting and evaluation results are then covered in
Section V. Finally, Section VI concludes this article.

II. RELATED WORK

In smart grids, errors in measurement data may be generated
for various reasons, such as a poor telecommunication medium,
meters with finite accuracy, and reading failures [20]. This
type of error can usually be efficiently detected and removed
by the residual-based bad data detection function in the state
estimation. However, Liu et al. [4] proved that a type of well-
designed malicious measurement vector generated according
to system equations, i.e., FDIA, can successfully circumvent
the conventional residual-based bad data detector in dc-model
power systems; in addition, the study in [21] expanded this attack
to ac-model power systems [4]. In recent years, various methods
have been developed to efficiently detect and defend against
FDIAs [22]. However, most of these studies focus on protecting
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some special meters or encrypting the measurement data instead
of detecting the FDIAs from the measurement data [23], [24].
Some methods have been developed to detect FDIAs, such as
statistic-based method [25], graph-theory-based methods [26],
[27], a time-series simulation [28], and machine-learning-based
methods [7]–[9]. However, most of the aforementioned meth-
ods focus on FDIA detection for dc-model power systems. In
this study, an FDIA detection neural network is proposed for
ac-model power systems.

In recent years, to effectively detect FDIAs in ac-model power
systems, some deep-learning-based methods have been pro-
posed [10]–[14]. Kundu et al. [11] developed an attention-based
autoencoder detector by capturing the relationships between
normal measurement data. Its key hypothesis is that an autoen-
coder model trained on clean measurement data can be used
to infer whether measurement data are positive or negative. As
an advantage, historical time-series measurement data are used
to train the detector. However, this detector is only trained on
normal measurement data without FDIA measurement data. In
addition, this method does not consider the spatial relationship
between buses and lines. By comparison, we proposed a neural
network based on fully connected perceptron layers to capture
the spatial relationship. Furthermore, not only the normal mea-
surement data but also malicious measurement data are utilized
to train the neural network. The experiment results show that
the proposed neural network achieves a better accuracy in FDIA
detection in terms of the recall, precision, and F1 score. Zhang
et al. [14] proposed a semisupervised deep learning approach by
integrating an autoencoder into a generative adversarial network.
The autoencoder is used to reduce the dimensions of the input
data and extract representative features. The generative adversar-
ial network is then used to capture the nonconformity between
malicious and normal measurement data. Unlike the method
in [11], labeled FDIA measurement data are used in this method
to train the network model. Compared with our framework, this
method does not consider the spatial relationship between buses
and lines. In addition, this method does not take into account
the mutual relationship between subgrids. Different from these
two methods [11], [14], Yu et al. [13] proposed using state
values estimated from measurement data as the training dataset
instead of the measurement data to train a deep neural network
for FDIA detection. However, estimated state values as the
training dataset may incur some potential risks. For example,
the second-hand state values estimated from the measurement
data may suffer from data noise. Therefore, to avoid this risk,
first-hand measurement data are utilized to train the proposed
neural network.

With the rapid development of smart grids and microservices,
some research studies are exploring the application of microser-
vice technology in the field of smart grids [15]–[17]. Liang et
al. [15] proposed a cloud-based microservice architecture for a
real-time data process in the supervisory control and data acqui-
sition (SCADA) power control system. As an advantage, in this
article, the functions of the data collection, processing, storage,
interaction, and display in the SCADA system are analyzed.
In addition, a front collection subsystem and front collection
service are discussed in the proposed cloud-based SCADA

microservice system. However, this article mainly focuses on the
microservice application in the SCADA control system from the
concept level. Huang et al. [16] investigated the design scheme
of a microservice architecture, elaborated on key technologies
of the microservice, and proposed a microservice architecture
for a power grid dispatching control system. The experimental
results show that the proposed microservice system achieves
an improvement in terms of fault tolerance, maintainability,
and scalability. Lyu et al. [17] proposed a microservice-based
architecture for an energy management system. As an advantage,
this architecture improves the load performance and scalability
of an energy management system. Power systems are currently
being deregulated in many countries. Data privacy protection
for these competing local operators has become an emergent
issue [18].

III. PRELIMINARY KNOWLEDGE

In this section, we mainly provide some necessary background
knowledge on a state estimation and the bad data detection
mechanism in ac-model power systems. Following that, we
present a general approach to the design of FDIAs applied
against conventional bad data detection.

A. AC State Estimation

State estimation is an essential function in a modern power
management system. The function of the state estimation is
to determine the optimal state for a power system according
to proper measurement data. For example, in an N -bus sys-
tem, there are n = 2N − 1 values in state x, as denoted by
x = [θ2, θ3, . . . , θN , V1, V2, . . . , VN ]T , where Vi and θi are the
bus states at bus i, and the phase angle θ1 as the reference
angle is normally set to zero radians. The state of a power
system can be thoroughly described by the voltage magnitudes
and phase angles at all buses [29]. Then, an entire power grid
can be mathematically modeled according to its optimal state,
grid topology, and physical parameters of various electrical
equipment. The measurement data usually include bus and
line measurement data. Bus measurement data are typically
comprised of the voltage magnitude, active power injection,
and reactive power injection. The line measurement data are
typically comprised of an active/reactive power flow at two ends
of the lines. For ac power systems, the nonlinear relationship
between the measurement data and the states can be formulated
as follows [13]:

z = h(x) + e (1)

where z ∈ Rm is the measurement vector at a time step, x ∈ Rn

is the state vector, e ∈ Rm is a measurement error vector with a
zero mean, and h(x) is a set of m nonlinear power functions of
the measurement and state. Each error ei ∈ e for measurement
zi ∈ z is assumed to be independent and follow a zero-mean
Gaussian distribution N (0, σ2

i ). Here, hi(x) ∈ h(x) represents
the power function between the measurement i and state vector
x. Specifically, givenx = [θ2, θ3, . . . , θN , V1, V2, . . . , VN ]T , the
power flows at a line connecting buses i and j can be formulated
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as

Pij = V 2
i (gsi + gij)− ViVj(gij cos θij + bij sin θij)

Qij = −V 2
i (bsi + bij)− ViVj(gij sin θij − bij cos θij)

where θij = θi − θj . gij + jbij and gsi + jbsi are the
parameters.

The state estimation is an optimization process used to de-
termine the optimal state vector x by solving the following
weighted least-squares optimization problem:

J(x) = (z− h(x))TR−1(z− h(x)) (2)

where R = diag[σ2
1 , σ

2
2 , . . . , σ

2
m] is a weight matrix, whose el-

ements indicate the measurement accuracy of those measure-
ments. The function J(x) can be minimized using iterative
approximation methods (such as the Newton–Raphson method).
The state estimation can then be formulated using

x̂ = argmin
x

J(x) (3)

where x̂ indicates the optimal states estimated on the measure-
ment data z.

B. Residual-Based Bad Data Detection

Because measurement data (bad data) with large noise may
lead to significant errors in the state values obtained from the
state estimation process, bad data detection is, therefore, devel-
oped to detect whether the measurement data contain bad data.
One commonly used method is the Chi-square test [30].

The residual is defined as the difference between the original
measurement values z and values obtained from the power
functionsh(x̂)with the optimal state values x̂, formulated using

r = z− h(x̂). (4)

Let γi = ri/σi, where ri ∈ r. The variable γi then follows
the standard normal distribution N (0, 1). Here, Υ is defined as
the sum of the square of γi, which is formulated by

Υ =

m∑
i=1

γ2
i . (5)

Then, Υ follows a chi-square distribution χ2
m−n with m− n

degrees of freedom. According to the theory of χ2 testing, the
value ofΥ can be utilized to determine whether the measurement
data contain bad data [30]. Therefore, bad data can be detected
and removed from the measurement data; in addition, correct
state values can be obtained by reconducting the state estimation
process according to the clean measurement data.

C. False Data Injection Attack

Because measurement data maliciously modified using
FDIAs are generated according to the power functions, they can
circumvent the residual-based bad data detection mechanism.
According to (1), malicious measurement data can be generated
by deliberately manipulating certain special measurements. The
stealth FDIA can be deduced from the residual-based bad data

detection mechanism, as follows [21]:

‖za − h(x̂bad)‖ = ‖z+ a− h(x̂+ c)‖

=

∥∥∥∥∥
(

z1

z2 + a2

)
−
(

h1(x̂1)

h2(x̂1, x̂2 + c)

)∥∥∥∥∥
=

∥∥∥∥∥
(
z1

z2

)
−
(

h1(x̂1)

h2(x̂1, x̂2)

)∥∥∥∥∥
= ‖z− h(x̂)‖

(6)

where variables with a subscript of 1 indicate those that stay
untouched during the attack, and variables with a subscript of 2
indicate those that will be maliciously modified (one of the ef-
fective approaches used to determine the attacked measurements
is presented in [21]). Vector c denotes an attack vector against
the selected state variables; in addition, the vector a denotes
the required changes in the attacked measurements. If (7) is
satisfied, the attack is, thus, a stealth attack and can circumvent
the residual-based bad data detection mechanism as follows:

a2 = h2(x̂1, x̂2 + c)− h2(x̂1, x̂2). (7)

Therefore, the malicious attack measurement can fool the bad
data detection mechanism.

IV. PROPOSED FRAMEWORK

In this section, we present details of the proposed subgrid-
oriented microservice framework for FDIA detection in ac-
model power systems. The FDIA detection task is formulated
as a multilabel classification problem to detect whether mea-
surement data are malicious. The proposed microservice frame-
work is composed of two main components: a subgrid-level
spatial–temporal architecture as a subgrid microservice mod-
ule, denoted by MST

sub, and a supervising architecture as the
supervising microservice module, denoted by Msup. The MST

sub
aims to learn a representative feature for a subgrid to represent
the spatial–temporal relationship between time-series bus/line
measurement data. In addition, Msup aims to integrate these
representative features and collaboratively detect FDIAs in the
power grid. Compared with federated learning, one similarity is
that there is no training data sharing during the entire training
process. Therefore, it is helpful for preserving data privacy. One
of differences is that there is no model sharing in the proposed
framework, while federated learning will share the global model
with other local clients during the training process. Therefore,
the proposed framework further strengths privacy preservation
in the deregulated smart grids. Fig. 1 provides an overview of
the proposed microservice framework.

A. Subgrids and Measurement Data

In this framework, a power grid G is logically represented
by several subgrids, denoted by G = {G1, G2, . . . , Gτ}, where
τ denotes the number of subgrids. For each subgrid Gi, we
design a spatial–temporal neural network MST

sub-Gi
to learn a

representative feature OGi
and represent the spatial–temporal
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Fig. 1. Diagram of the proposed microservice framework.

relationship between time-series bus/line measurement data. Be-
cause the bus and line measurement data are usually of different
dimensions, we design network layers to learn equal dimension
representations for them. Then, we design neural architectures
to model the spatial–temporal relationship between bus/line
representations, as denoted by OGi

= fGi
t (fGi

s (Db
Gi
, Dl

Gi
)) =

MST
sub-Gi

(Db
Gi
, Dl

Gi
), where fGi

s denotes the spatial architecture,

fGi
t denotes the temporal architecture, and Db

Gi
and Dl

Gi
stand

for the bus and line measurement data, respectively.
For an nb-bus system with nl lines, the measurement data

normally consist of bus and line measurement data. The mea-
surement data at bus bi are typically comprised of the voltage
magnitude Vi, active power injection Pi, and reactive power
injection Qi. The measurement data at line lij connecting buses
bi and bj are typically composed of the following:

1) Ps, the active power flow at the “from” side;
2) Qs, the reactive power flow at the “from” side;
3) Pt, the active power flow at the “to” side;
4) Qt, the reactive power flow at the “to” side.

We denote the bus measurement data at time ti as zbti ∈ Rnb×3

and denote the line measurement data at time ti as zlti ∈ Rnl×4.
Hence, the entire measurement data at time ti can be denoted as
zti , which is composed of zbti and zlti , as formulated using zti =

{zbti , zlti}. For the time-series measurement data, we denote this
as Zti = {zti−K

, . . . , zti−1 , zti}, where K is the time window.
For convenience, we also represent it asZti = {Zb

ti
,Zl

ti
},where

Zb
ti
= {zbti−K

, . . . , zbti−1
, zbti} and Zl

ti
= {zlti−K

, . . . , zlti−1
, zlti}.

For measurement data zti , we define its label as follows:

yti =

⎧⎪⎨
⎪⎩

1, if zti is maliciously manipulated by FDIAs

and can circumvent the bad data detection

0, if zti is normal measurements without FDIAs

.

(8)
During the experiments, the bad data detection mechanism

embodied in the commercial software PowerFactory-2017-SP41

is utilized to generate the labeled data.

B. MST
sub: Subgrid-Level Spatial–Temporal Microservice

Architecture

The proposed moduleMST
sub aims to learn a representative fea-

ture OGi
for each subgrid Gi to represent the spatial–temporal

1[Online]. Available: https://www.digsilent.de/en/newsreader/digsilent-
releases-powerfactory-2017-sp4.html

TABLE I
CONFIGURATION OF PARAMETERS IN MST

sub

relationship between time-series bus/line measurement data.
The model architecture is shown in Fig. 2. The corresponding
values of the related parameters are summarized in Table I,
where f c-n-a

∗ indicates a convolution layer followed by a batch
normalization and an activation exponential linear unit (ELU),
and f l-a

∗ indicates a linear perceptron layer followed by an
activation ELU.

In theMST
sub module, we first design two network layers, f c-n-a

1-b
and f c-n-a

1-l , to learn equal dimension representations for buses
and lines. Compared with the methods in the literature [11],
[13], [14], whereas bus and line measurements are mixed as
a 1-D input, our module has the following advantages: 1) the
measurement data for each bus and line are treated separately,
which can retain the topology information, and 2) equal dimen-
sion presentations are learned to represent each bus and line
facilitating the subsequent model learning. The construction of
the network layers is formulated as follows:{

Ob
1 = f c-n-a

1-b (Zb
ti
) = fa(fn(Zb

ti
∗Wb

1 + ab1))

Ol
1 = f c-n-a

1-l (Zl
ti
) = fa(fn(Zl

ti
∗Wl

1 + al1))

where Wb
1 ∈ R3×6, Wl

1 ∈ R4×6, and ab1 and al1 are the additive
bias. Here, O1 is obtained by concatenating Ob

1 and Ol
1, where

nbl = nb + nl. The layer f c-n-a
2 is designed to further model

hidden representative features, which are formulated using

O2 = f c-n-a
2 (O1) = fa(fn(O1 ∗W2 + a2))

where W2 ∈ R6×3 and a2 is the additive bias. To model the
spatial relationship between a bus/line and the remains of the
buses/lines, we design the layer f l-a

3 , which is formulated using

O3 = f l-a
3 (O2) = fa(O2 ∗W3 + a3)

where W3 ∈ R3×nbl×nbl , and a3 is the additive bias. The layer
f c-n-a

4 aims to model a fixed-length spatial representation for
measurement data at a time step, which is formulated using

O4 = f c-n-a
4 (O3) = fa(fn(O3 ∗W4 + a4))

where W4 ∈ Rnbl×40, and a4 is the additive bias. To model
the temporal relationship between time-series spatial represen-
tations obtained from the layer f c-n-a

4 , three LSTM unites are

https://www.digsilent.de/en/newsreader/digsilent-releases-powerfactory-2017-sp4.html
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Fig. 2. Module MST
sub, i.e., subgrid-level spatial–temporal neural network architecture for each subgrid.

Fig. 3. Module Msup, supervising neural network architecture.

integrated into the framework, which is formulated using⎧⎪⎨
⎪⎩
O5 = fLSTM

5 (O4)

O6 = fLSTM
6 (O5)

O7 = fLSTM
7 (O6)

.

As an advantage, LSTM can successfully capture temporal
information of a time-series data and can avoid gradient vanish-
ing and exploding. Because we focus on the status of the power
grid at the current moment ti, the feature vector at the last row in
O7, denoted byOGi

, is, therefore, obtained as the representative
feature for the corresponding subgrid.

In summary, by applying the module MST
sub to each subgrid

of G = {G1, G2, . . . , Gτ}, we can obtain a set of fixed-length
representative features, {OG1 ,OG2 , . . . ,OGτ

}, which is formu-
lated using

OGi
= MST

sub-Gi
(Zti).

C. Msup: Supervising Microservice Architecture

The proposed module Msup aims to integrate these represen-
tative features and collaboratively detect FDIAs in the power
grid G. The model architecture is shown in Fig. 3. The corre-
sponding values of the related parameters are summarized in
Table II, where f̃ c-n-a

∗ indicates a convolution layer followed
by a batch normalization and an activation ELU, f̃ l-a

3 indicates
a linear perceptron layer followed by an activation ELU, and
f̃ l-as

4 indicates a linear perceptron layer followed by an activation
function sigmoid.

Through the modules MST
sub-G∗ , the subgrid-level representa-

tive features {OG1 ,OG2 , . . . ,OGτ
} are learned to represent the

status of each subgrid. Here, U1 is obtained by concatenating
{OG1 ,OG2 , . . . ,OGτ

}. The first two layers f̃ c-n-a
1 and f̃ c-n-a

2 are
designed to further extract the hidden features for each subgrid

TABLE II
CONFIGURATION OF THE PARAMETERS IN MST

sub

and simultaneously reduce the dimension of the features, which
is formulated using{

U2 = f̃ c-n-a
1 (U1) = f̃a(f̃n(U1 ∗ W̃1 + ã1))

U3 = f̃ c-n-a
2 (U2) = f̃a(f̃n(U2 ∗ W̃2 + ã2))

where W̃1 ∈ R20×10, W̃2 ∈ R10×5, and ã1 and ã2 are the addi-
tive bias. To model the interactive relationship between a subgrid
and the remains of the subgrids, we design a network layer
f̃ c-n-a

3 , which is formulated using

U4 = f̃ c-n-a
3 (U3) = f̃a(f̃n(U3 ∗ W̃3 + ã3))

where W̃3 ∈ R5×τ×τ , and ã3 is the additive bias. The last
network layer f̃ l-as

4 aims to map the learned representative
features to a multilabel classification output, with each element
in the output denoting whether the measurement data for the
corresponding subgrid is attacked by the FDIAs. Specifically,
the layer f̃ l-as

4 models the representative features using a linear
perceptron layer followed by an activation function sigmoid,
which is formulated using

yp = f̃ l-as
4 (U4) = f̃as(U4 ∗ W̃4 + ã4) (9)

where W̃4 ∈ Rτ×τ , and ã4 is the additive bias.
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D. Loss Function

The training goal is to minimize the multilabel cross entropy
error between the true label and the model prediction, which is
formulated using

floss = −
τ∑

i=1

(yi log yp,i+(1 − yi)log(1 − yp,i)) (10)

where τ is the number of classes/subgrids, yi ∈ y is the true
label for the current measurement data, and yp,i ∈ yp is the
corresponding prediction result obtained through (9). The open-
source machine learning software Pytorch-1.7.02 is utilized to
implement and train the proposed neural network.

E. Summary

In the proposed framework, as shown in Fig 1, a smart grid is
first divided into subgrids, denoted by G = {G1, G2, . . . , Gτ}.
During the training stage, for each subgrid, a spatial–temporal
neural network, as shown in Fig. 2 or Table I, is trained to
learn a representative feature and represent the spatial–temporal
relationship between the time-series bus/line measurement data.
A supervising network, as shown in Fig. 3 or Table II, is trained to
integrate these representative features and collaboratively detect
FDIAs in the power grid. During the test stage, microservices
are deployed by subgrid operators to run the corresponding
subgrid models, whereas a supervising microservice is deployed
to communicate with other microservices of the subgrid and run
the supervising module for FDIA detection.

V. EXPERIMENTS

A. Dataset for FDIA Detection

During the experiment, two power grids from the public
benchmark dataset SimBench[19] are utilized to evaluate the
performance of the proposed framework on FDIA detection.
The SimBench datasets used in this study are derived from
German power systems. The grid dataset contains exhaustive
time-series profiles for the load and generation with a resolution
of 15 min for one year. This means there are 35 136 time steps
of the measurement data, which are useful and convenient for
evaluating the performance of FDIA detection. In addition, this
dataset contains power grids with different levels of voltage,
including extra-high-, high-, medium-, and low-voltage levels.
It is, therefore, convenient to utilize this dataset and verify FDIA
detection in power grids of different voltage levels.

The details regarding these two grids are summarized in
Tables III and IV. The commercial software PowerFactory-
2017-SP4 is utilized to calculate the power flow and detect the
bad data during the stages of normal and FDIA measurement
generation.

The method in [21] presented in Section III-C is used to
establish the FDIAs. Three types of FDIAs are designed to
comprehensively evaluate the performance of the proposed
framework, categorized by the rate of change of the active power
injection (Pi) on the target bus i.

2[Online]. Available: https://pytorch.org/

TABLE III
GRID-A WITH CODE 1-MV-RURAL–0-NO_SW

TABLE IV
GRID-B WITH CODE 1-HVMV-URBAN-3.201-2-NO_SW

Fig. 4. Statistical information on Type-II FDIA data in Grid-A. (a) Active
power change at the target buses. (b) Reactive power change at the
target buses.

1) Type-I FDIAs: The rate is within the range of
(50%, 100%].

2) Type-II FDIAs: The rate is within the range of
(25%, 50%].

3) Type-III FDIAs: The rate is within the range of
(5%, 25%].

For each type of FDIA, two FDIA datasets are generated by
maliciously manipulating the voltage magnitude V m or phase
angle V a at the target bus, which is summarized as follows:

1) 35 136 Type-I FDIA data by manipulating V m;
2) 35 136 Type-I FDIA data by manipulating V a;
3) 35 136 Type-II FDIA data by modifying V m;
4) 35 136 Type-II FDIA data by manipulating V a;
5) 35 136 Type-III FDIA data by manipulating V m;
6) 35 136 Type-III FDIA data by manipulating V a.

As an illustrated example, the statistical information on the
Type-II FDIA data for Grid-A is shown in Fig. 4 .

https://pytorch.org/
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B. Deployment of the Proposed Framework

As shown in Fig. 1, in this framework, a widely distributed
power grid is first divided into region-based subgrids. In the
experiments, Grid-A is divided into five subgrids, and Grid-B is
divided into ten subgrids, as shown in Tables III and IV, respec-
tively. For each subgrid, a Docker-container-based microservice
is deployed to run the corresponding local model MST

sub. A
Docker-container-based supervising microservice is deployed
by the control center to communicate with the microservices
of the other subgrids and run the supervising module Msup for
FDIA detection. Each microservice runs in a Docker container
located in a Pod in the open-source container orchestration
engine Kubernetes.3 These subgrid microservices are run in par-
allel with the necessary computing resources. The open-source
software Kubernetes-1.2.04 and Docker-20.10.55 are utilized to
deploy the proposed microservice framework. The proposed
framework is suitable to be deployed in the low-resourced
Internet of Things environment. This is because it contains
subgrid models and a supervising model. Each subgrid model is
running locally and independently. In our experimental setting,
the storage of a subgrid model is less than 6 MB. Regarding
the runtime support, the PyTorch Mobile runtime beta release6

has provided such a function to deploy trained machine learning
models in mobile devices or edge devices (such as laptop or
Android/iOS phones).

C. Evaluation Metrics

The commonly used metrics, precision (Prec), recall (Rec),
andF1 score (F1), are utilized to evaluate the performance of the
FDIA detection [11], [13], [14], which is formulated as follows:

Prec = TP/(TP + FP)

Rec = TP/(TP + FN)

F1 = 2 × (Pre × Rec)/(Pre + Rec)

where TP denotes the number of true FDIA samples predicted as
FDIA data, FP denotes the number of normal samples predicted
as FDIA data, TN denotes the number of true normal samples
predicted as normal data, and FN denotes the number of FDIA
samples predicted as normal data. Hence, TP + FN equals the
total number of true FDIA samples in the dataset, and TN + FP
equals the total number of true normal samples in the dataset.

D. Performance of FDIA Detection

In this section, we compare the FDIA detection performance
of the proposed framework with that of two state-of-the-art
methods: M-2020 [11] published in 2020 and M-2021 [14]
published in 2021. M-2020 [11] proposed an autoencoder-based
unsupervised learning method, which is trained using only clean
or normal measurement data. In addition, M-2021 [14] proposed

3[Online]. Available: https://kubernetes.io/docs/home/
4[Online]. Available: https://v1-20.docs.kubernetes.io/docs/home/
5[Online]. Available: https://www.docker.com/
6[Online]. Available: https://pytorch.org/mobile/home/

TABLE V
COMPARISON OF TYPE-I FDIA DETECTION ON GRID-A

TABLE VI
COMPARISON OF TYPE-I FDIA DETECTION ON GRID-B

an FDIA method based on a generative adversarial network and
an autoencoder.

1) Case I: Type-I FDIA Detection: Type-I FDIA datasets with
large power injection within the range of (50%, 100%] are
first utilized to evaluate the performance of FDIA detection.
Tables V and VI summarize a comparison between the proposed
framework and the state-of-the-art methods, respectively.

As shown in Table V, the proposed framework achieves the
highest precision of 99.154%, recall of 99.479%, and anF1 score
of 99.316%. Regarding the F1 score, the proposed framework
improves by approximately 2.96% and 1.67%, respectively,
compared with M-2020 [11] and M-2021 [14]. Regarding the
recall, the proposed framework achieves an improvement of
approximately 3.50% in comparison with M-2020 and an im-
provement of 1.78% compared with M-2021. For the precision,
the proposed framework improves by approximately 2.43% in
comparison to M-2020 and 1.56% compared to M-2021.

As shown in Table VI, the proposed framework achieves the
highest precision of 99.162%, recall of 99.354%, and F1 score
of 99.258%. Compared with M-2020, the proposed framework
improves by approximately 2.45% in terms of precision, 3.72%
in recall, and 3.08% in F1 score. Compared with M-2021, the
proposed framework achieves improvements of approximately
1.58%, 1.95%, and 1.76% in precision, recall, and F1 score,
respectively.

These improvements in precision, recall, and F1 score can
be explained as follows. In M-2020, the temporal relationship
between historical measurement data is modeled using an au-
toencoder network. However, only normal measurement data
are used to train the network. M-2021 improves this method and
integrates malicious measurement data into the training process.
As shown in Tables V and VI, M-2021 achieves a better perfor-
mance in terms of precision, recall, and F1 score. Compared
with M-2021, the proposed framework takes into account the
feature distributions of the subgrids and spatial–temporal rela-
tionship of the bus/line measurement data. From Tables V and

https://kubernetes.io/docs/home/
https://v1-20.docs.kubernetes.io/docs/home/
https://www.docker.com/
https://pytorch.org/mobile/home/
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TABLE VII
COMPARISON OF TYPE-II DETECTION ON GRID-A

TABLE VIII
COMPARISON OF TYPE-II DETECTION ON GRID-B

VI, we can see that the proposed framework achieves significant
improvements in terms of the precision, recall, and F1 score.

2) Case II: Type-II FDIA Detection: Type-II FDIA datasets
with moderate power injection within the range of (25%, 50%]
are utilized to evaluate the performance of FDIA detection.
Because the power injection change ratio is less than in a
Type-I FDIA, the detection of a Type-II FDIA is more difficult
than that of a Type-I FDIA. Tables VII and VIII summarize
the comparison between the proposed framework with other
state-of-the-art methods.

As shown in Tables VII and VIII, the proposed approach
achieves the best performance in terms of precision, recall,
and F1 score at 99.235%, 98.814%, and 99.024%, respectively,
on Grid-A and 99.234%, 98.717%, and 98.975%, respectively,
on Grid-B. Compared with M-2020, the proposed framework
achieves improvements of approximately 2.52% and 2.53% in
terms of precision on Grid-A and Grid-B, respectively, approx-
imately 3.14% and 3.47% in terms of recall, and approximately
2.83% and 3.00% in terms of F1 score. Compared with M-2021,
the proposed framework improves by approximately 1.65% and
1.66% in terms of precision on Grid-A and Grid-B, respectively,
approximately 1.38% and 1.66% in terms of recall, and approx-
imately 1.51% and 1.66% in terms of F1 score.

Compared with the detection performance on Type-I FDIA
datasets, there is a slight degradation in recall and F1 score for
all three methods. As an advantage, the proposed framework
continuously achieves the best accuracy in comparison with the
other two methods.

3) Case III: Type-III FDIA Detection: The Type-III FDIA
datasets with a smaller change in power injection within the
range of (5%, 25%] are utilized to evaluate the performance of
FDIA detection. As the power injection change ratio is smaller
than that of the Type-I and Type-II FDIAs, the measurement
data are not as disturbed. Hence, the detection of the Type-III
FDIA is more difficult than that of the other two types of FDIAs.
Tables IX and X summarize the comparison among the proposed
framework and the state-of-the-art methods, respectively.

TABLE IX
COMPARISON OF TYPE-III DETECTION ON GRID-A

TABLE X
COMPARISON OF TYPE-III DETECTION ON GRID-B

As shown in Tables IX and X, the proposed approach achieves
the best performance in terms of precision, recall, and F1 score
at 99.203%, 98.409%, and 98.804%, respectively, on Grid-A
and 99.202%, 98.274%, and 98.735%, respectively, on Grid-
B. Compared with M-2020, the proposed framework achieves
improvements of approximately 2.51% and 2.52% in terms of
precision on Grid-A and Grid-B, respectively, approximately
3.24% and 3.66% in terms of recall, and approximately 2.87%
and 3.09% in terms of F1 score. Compared with M-2021, the
proposed framework improves by approximately 1.63% and
1.64% in terms of precision on Grid-A and Grid-B, respectively,
approximately 1.63% and 1.99% in terms of recall, and approx-
imately 1.63% and 1.82% in terms of F1 score.

E. Advantages of the Proposed Framework

1) Data Privacy: The proposed microservice-based frame-
work provides a scheme for data privacy preservation. In tradi-
tional methods, all measurement data collected from the power
grids need to be transmitted to the control center. There is
no guarantee of data privacy. In the proposed framework, data
privacy is mainly guaranteed by a scheme, in which the mea-
surement data collected by each subgrid operator are not shared
with the other operators. During the entire training process,
measurement data for each subgrid are consistently held by
the local operator; in addition, only a feature representation
for each subgrid is transmitted to the supervising module for
collaborative training. Therefore, the proposed framework is
privacy preserving.

2) Comparison of Latency: Because smart grids are usually
distributed remotely, the massive measurement data continu-
ously generated at each time step need to be transmitted to
the operation center for subsequent processes. In the proposed
framework, measurement data for each subgrid are transmitted
to a local operator instead of a distant control center. Therefore,
at this stage, the proposed framework will significantly reduce
the data latency. For example, for Grid-B in our experiments, the
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amount of transmission data for a fixed length feature representa-
tion is only 1% of the transmitted raw measurement data required
for the conventional centralized methods. In addition, the pro-
posed framework can effectively utilize parallel computations
for each subgrid. Therefore, compared with conventional meth-
ods in which all measurement data are transmitted to the distant
control center, our proposed method undoubtedly achieves a low
latency.

3) Detection Performance: As discussed in Section V-D,
compared with state-of-the-art methods, the proposed frame-
work achieves significant improvements in terms of the preci-
sion, recall, and F1 score evaluated on two benchmark datasets
in three types of FDIAs.

4) Efficient Utilization of Computing Resources: The pro-
posed framework can efficiently utilize computing resources.
First, models trained for subgrids can efficiently run in mi-
croservices in a parallel manner. Each subgrid microservice
is independent of the others. Second, because the container-
based microservices in the proposed framework only need to be
allocated necessary computing resources, this framework can
efficiently utilize such resources.

F. Limitation and Future Research Direction

This article proposes a subgrid-oriented privacy-preserving
microservice framework based on a deep neural network for
FDIA detection in smart grids. Compared with conventional
methods, the proposed framework can effectively model the fea-
ture distributions between subgrids and extract spatial–temporal
representations for the subgrids. The experimental results eval-
uated on the three types of FDIAs show that the proposed
framework achieves a state-of-the-art performance. However,
as one limitation of the proposed framework, it cannot be used
to identify the exact location of the FDIAs (which bus or line is
attacked) in the subgrids. In other words, the proposed frame-
work can only detect which subgrids are attacked. Identification
of more specific locations of buses and lines being attacked will
be a good research question.

VI. CONCLUSION

In this article, we proposed an efficient subgrid-oriented
privacy-preserving microservice framework based on deep neu-
ral networks for FDIA detection in smart grids. Our article
focused on the FDIAs, which are usually launched by external
attackers who aim to compromise the power system by injecting
well-designed false data into the measurement data. As the false
data are designed according to power flow equations, FDIAs can
pass the conventional residual-based bad data detection system.
To defend against FDIAs from external attackers, we proposed
the subgrid-oriented deep neural network framework by con-
sidering: 1) the spatial–temporal relationship between buses
and lines; 2) the feature distributions between subgrids; and 3)
the normal measurement data and malicious measurement data.
Hence, the framework can detect FDIAs by learning patterns
from the normal and malicious measurement data. Experimental
results show that the proposed framework achieved a state-of-
the-art performance. When the microservices are deployed in

the cloud, cloud security mechanisms such as the existing 4Cs
(cloud, clusters, containers, and code) Cloud Native Security
tools can be used against various external/insider attacks. How
to improve these security tools is beyond the scope of this article.
Our framework can provide local system privacy protection
against attacks from insiders (participants in the framework as
local operators), because of its local model training function.
The comprehensive experimental results on two public power
grids showed that, compared with the state-of-the-art methods,
the proposed framework achieves significant improvement in
terms of the precision, recall, and F1 score.

ACKNOWLEDGEMENT

This work was undertaken with the assistance of resources
and services from the National Computational Infrastructure,
supported by the Australian Government.

REFERENCES

[1] N. N. Tran, H. R. Pota, Q. N. Tran, X. Yin, and J. Hu, “Designing false
data injection attacks penetrating AC-based bad data detection system and
FDI dataset generation,” Concurrency Comput.: Pract. Experience, 2020,
Art. no. e5956.

[2] G. Q. Liang, J. H. Zhao, F. J. Luo, S. R. Weller, and Z. Y. Dong, “A review
of false data injection attacks against modern power systems,” IEEE Trans.
Smart Grid, vol. 8, no. 4, pp. 1630–1638, Jul. 2017.

[3] J. Hu and A. V. Vasilakos, “Energy big data analytics and security:
Challenges and opportunities,” IEEE Trans. Smart Grid, vol. 7, no. 5,
pp. 2423–2436, Sep. 2016.

[4] Y. Liu, P. Ning, and M. K. Reiter, “False data injection attacks against state
estimation in electric power grids,” ACM Trans. Inf. Syst. Secur., vol. 14,
pp. 1–33, 2011.

[5] A. S. Musleh, G. Chen, and Z. Y. Dong, “A survey on the detection
algorithms for false data injection attacks in smart grids,” IEEE Trans.
Smart Grid, vol. 11, no. 3, pp. 2218–2234, May 2020.

[6] A. Sayghe et al., “Survey of machine learning methods for detecting
false data injection attacks in power systems,” IET Smart Grid, vol. 3,
pp. 581–595, 2020.

[7] M. Ozay, I. Esnaola, F. T. Y. Vural, S. R. Kulkarni, and H. V. Poor,
“Machine learning methods for attack detection in the smart grid,” IEEE
Trans. Neural Netw. Learn. Syst., vol. 27, no. 8, pp. 1773–1786, Aug. 2016.

[8] S. Y. Wang, S. Bi, and Y. -J. A. Zhang, “Locational detection of the false
data injection attack in a smart grid: A multilabel classification approach,”
IEEE Internet Things J., vol. 7, no. 9, pp. 8218–8227, Sep. 2020.

[9] Y. He, G. J. Mendis, and J. Wei, “Real-time detection of false data injection
attacks in smart grid: A deep learning-based intelligent mechanism,” IEEE
Trans. Smart Grid, vol. 8, no. 5, pp. 2505–2516, Sep. 2017.

[10] M. Lu, L. Wang, Z. Cao, Y. Zhao, and X. Sui, “False data injection attacks
detection on power systems with convolutional neural network,” J. Phys.:
Conf. Ser., vol. 1633, 2020, Art. no. 012134.

[11] A. Kundu, A. Sahu, E. Serpedin, and K. Davis, “A3D: Attention-based
auto-encoder anomaly detector for false data injection attacks,” Elect.
Power Syst. Res., vol. 189, 2020, Art. no. 106795.

[12] M. Ashrafuzzaman et al., “Detecting stealthy false data injection attacks in
the smart grid using ensemble-based machine learning,” Comput. Secur.,
vol. 97, 2020, Art. no. 101994.

[13] J. J. Q. Yu, Y. Hou, and V. O. K. Li, “Online false data injection attack
detection with wavelet transform and deep neural networks,” IEEE Trans.
Ind. Informat., vol. 14, no. 7, pp. 3271–3280, Jul. 2018.

[14] Y. Zhang, J. Wang, and B. Chen, “Detecting false data injection attacks
in smart grids: A semi-supervised deep learning approach,” IEEE Trans.
Smart Grid, vol. 12, no. 1, pp. 623–634, Jan. 2021.

[15] S. Liang, C. He, W. Fang, Z. Zhou, Y. Li, and Y. Wang, “A SCADA platform
architecture for cloud-based micro-service system with real time data
process,” in Proc. IOP Conf. Ser.: Mater. Sci. Eng., 2019, Art. no. 042056.

[16] L. Huang, W. Zhuang, M. Sun, and H. Zhang, “Research and application
of microservice in power grid dispatching control system,” in Proc. IEEE
Inf. Technol., Netw., Electron. Autom. Control Conf., 2020, pp. 1895–1899.



YIN et al.: SUBGRID-ORIENTED PRIVACY-PRESERVING MICROSERVICE FRAMEWORK 1967

[17] Z. Lyu, H. Wei, X. Bai, and C. Lian, “Microservice-based architec-
ture for an energy management system,” IEEE Syst. J., vol. 14, no. 4,
pp. 5061–5072, Dec. 2020.

[18] R. D. Christie, B. F. Wollenberg, and I. Wangensteen, “Transmission
management in the deregulated environment,” Proc. IEEE, vol. 88, no. 2,
pp. 170–195, Feb. 2000.

[19] C. Spalthoff et al., “Simbench: Open source time series of power load,
storage and generation for the simulation of electrical distribution grids,”
in Proc. Int. ETG Congr., 2019, pp. 1–6.

[20] A. Y. Lu and G. H. Yang, “False data injection attacks against state esti-
mation in the presence of sensor failures,” Inf. Sci., vol. 508, pp. 92–104,
2020.

[21] G. Hug and J. A. Giampapa, “Vulnerability assessment of AC state
estimation with respect to false data injection cyber-attacks,” IEEE Trans.
Smart Grid, vol. 3, no. 3, pp. 1362–1370, Sep. 2012.

[22] R. Deng, G. Xiao, R. Lu, H. Liang, and A. V. Vasilakos, “False data injec-
tion on state estimation in power system–Attacks, impacts, and defense: A
survey,” IEEE Trans. Ind. Informat., vol. 13, no. 2, pp. 411–423, Apr. 2017.

[23] M. A. Mustafa, S. Cleemput, A. Aly, and A. Abidin, “A secure and privacy-
preserving protocol for smart metering operational data collection,” IEEE
Trans. Smart Grid, vol. 10, no. 6, pp. 6481–6490, Nov. 2019.

[24] B. B. Li, G. X. Xiao, R. X. Lu, R. L. Deng, and H. Y. Bao, “On feasibility
and limitations of detecting false data injection attacks on power grid state
estimation using D-FACTS devices,” IEEE Trans. Ind. Informat., vol. 16,
no. 2, pp. 854–864, Feb. 2020.

[25] S. K. Singh, K. Khanna, R. Bose, B. K. Panigrahi, and A. Joshi, “Joint-
transformation-based detection of false data injection attacks in smart
grid,” IEEE Trans. Ind. Informat., vol. 14, no. 1, pp. 89–97, Jan. 2018.

[26] Y. Guan and X. Ge, “Distributed attack detection and secure estimation of
networked cyber-physical systems against false data injection attacks and
jamming attacks,” IEEE Trans. Signal Inf. Process. Netw., vol. 4, no. 1,
pp. 48–59, Mar. 2018.

[27] M. Jorjani, H. Seifi, and A. Y. Varjani, “A graph theory-based approach
to detect false data injection attacks in power system ac state estimation,”
IEEE Trans. Ind. Informat., vol. 17, no. 4, pp. 2465–2475, Apr. 2021.

[28] O. A. Beg, T. T. Johnson, and A. Davoudi, “Detection of false-data injection
attacks in cyber-physical DC microgrids,” IEEE Trans. Ind. Informat.,
vol. 13, no. 5, pp. 2693–2703, Oct. 2017.

[29] Z. Kazemi, A. A. Safavi, F. Naseri, L. Urbas, and P. Setoodeh, “A
secure hybrid dynamic-state estimation approach for power systems under
false data injection attacks,” IEEE Trans. Ind. Informat., vol. 16, no. 12,
pp. 7275–7286, Dec. 2020.

[30] A. Monticelli, State Estimation in Electric Power Systems: A Generalized
Approach. New York, NY, USA: Springer, 2012.

Xuefei Yin received the B.S. degree in math-
ematics from Liaoning University, Liaoning,
China, in 2011, the M.E. degree in computer
science from Tianjin University, Tianjin, China,
in 2014, and the Ph.D. degree in computer sci-
ence from the University of New South Wales at
Canberra, Canberra, ACT, Australia, in 2019.

He is currently a Research Associate with the
University of New South Wales at Canberra. He
has authored or coauthored articles published
in top journals including IEEE TRANSACTIONS ON

PATTERN ANALYSIS AND MACHINE INTELLIGENCE, IEEE TRANSACTIONS ON
INFORMATION FORENSICS AND SECURITY, and ACM Computing Surveys.
His research interests include biometrics, pattern recognition, privacy
preserving, and intrusion detection.

Yanming Zhu received the B.E. degree from
Shandong Agricultural University, Tai’an, China,
in 2010, the M.E. degree from Tianjin University,
Tianjin, China, in 2014, and the Ph.D. degree
from the University of New South Wales, Syd-
ney, NSW, Australia, in 2019, all in computer
science.

She is currently a Research Fellow with
the University of New South Wales. She
has authored or coauthored articles published
in top journals including IEEE TRANSACTIONS

ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, Pattern Recog-
nition, IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECU-
RITY, ACM Computing Surveys, and Bioinformatics. Her research
interests include deep learning, biometrics, and biomedical image
analysis.

Jiankun Hu (Senior Member, IEEE) received
the bachelor’s degree in industrial automation
from Hunan University, Changsha, China, in
1983, the Ph.D. degree in engineering from the
Harbin Institute of Technology, Harbin, China,
in 1993, and the master’s degree in computer
science and software engineering from Monash
University, Melbourne, VIC, Australia, in 2000.

He is currently a Full Professor with the
School of Engineering and Information Technol-
ogy, University of New South Wales, Canberra,

ACT, Australia. He has authored or coauthored many articles published
in top journals including the IEEE TRANSACTIONS ON PATTERN ANALYSIS
AND MACHINE INTELLIGENCE, IEEE TRANSACTIONS ON COMPUTERS, IEEE
TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, IEEE TRANSAC-
TIONS ON INFORMATION FORENSICS AND SECURITY, PATTERN RECOGNITION,
AND IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS. His research in-
terests include cybersecurity covering intrusion detection, sensor key
management, and biometrics authentication.

Pof. Hu is an invited expert of the Australia Attorney-General’s Office
assisting the draft of the Australia National Identity Management Policy.
He was the recipient of ten Australian Research Council (ARC) Grants.
He has served for the Panel on Mathematics, Information and Com-
puting Sciences, ARC Excellence in Research for Australia Evaluation
Committee, in 2012. He was on the Editorial Board of up to seven
international journals, including IEEE TRANSACTIONS ON INFORMATION
FORENSICS AND SECURITY.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


