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Abstract—With the applications of Internet of Things (IoT)
for smart cities, the real-time performance for a large num-
ber of network packets is facing serious challenge. Thus,
how to improve the emergency response has become a
critical issue. However, traditional packet scheduling algo-
rithms cannot meet the requirements of the large-scale IoT
system for smart cities. To address this shortcoming, this
paper proposes EARS, an efficient data-emergency-aware
packet scheduling scheme for smart cities. EARS describes
the packet emergency information with the packet priority
and deadline. Each source node informs the destination
node of the packet emergency information before sending
the packets. The destination node determines the packet
scheduling sequence and processing sequence according
to emergency information. Moreover, this paper compares
EARS with a first-come, first-served, multilevel queue algo-
rithm and a dynamic multilevel priority packet scheduling
algorithm. Simulation results show that EARS outperforms
these previous scheduling algorithms in terms of packet
loss rate, average packet waiting time, and average packet
end-to-end delay.

Index Terms—Data emergency aware, Internet of Things
(IoT), packet scheduling, priority, smart cities.

I. INTRODUCTION

THE Internet of Things (IoT) for smart cities [1]–[3] is a
large integrated system that consists of sensor networks,

wireless mesh networks, mobile communications, social net-
works, smart transportation, and intelligent transportation. It has
become a hot topic in many applications at present [4]. In most
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of the existing works in IoT for smart cities, the researchers
mainly focused on the improvement of the routing algorithm
[5], [6] and node energy saving management [7]–[11], to
improve the network performance. However, with the expansion
of network scale and applications, the data in network become
so large or complex that traditional data scheduling schemes
are inadequate to deal with them. In addition, there are a lot of
data packets that need to be sent to the sink node as soon as
possible, called emergency packets, such as the alarm informa-
tion in medical rescue service, the fire information in forest fire
monitoring service, etc. Thus, data packets emergency response
has become a serious challenge, especially in the disaster recov-
ery system [12]. Lots of packet scheduling algorithms for the
large-scale networks with big data are proposed to reduce the
end-to-end packet transmission delays and make the emergency
packets reach the sink node before the expiration of deadline
[13]–[15].

In recent years, the research works for data packet schedul-
ing are mainly divided into three types: first-come, first-served
(FCFS), earliest deadline first (EDF), and emergency task first
rate monotonic. Here, FCFS is widely used. This algorithm is
generally used in multilevel priority queues (PQs) [16]. Some
other studies about packet scheduling in sensor networks [17],
[18] mainly concentrate on single node’s data packet schedul-
ing, such as the packet with the higher priority can preempt
the packet with the lower priority. These algorithms do not
consider the impact between different nodes, so there will be
some extra time when the emergency data packets are sent to
the sink node. Thus, we need an efficient packet scheduling
algorithm that can allocate network resources rationally. The
packets can be scheduled based on their emergency informa-
tion, which can ensure timeliness of emergency data packets
and the effectiveness of nonemergency data packets. The clas-
sical QoS approach, such as differentiated services (diffserv),
adopts this idea. It assigns priorities according to the type of the
sensor and characteristics of the data in networks, as well as the
time constraints of transmitted packets. However, this method
is a coarse-grained, class-based mechanism for network traffic
management. In the packet scheduling scheme for smart cities,
along with the important information, such as the alarm infor-
mation in fire monitoring service, some more fine-grained data
should also be provided.

In this paper, we propose an efficient emergency-aware packet
scheduling algorithm for smart cities, which is called EARS. Our
major contributions are as follows.
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1) When multiple nodes send data packets to the same desti-
nation node at the same time, we use the data-emergency-
aware mechanism to deliver and deal with emergency data
packet first. Therefore, the timeliness of the emergency
data packet can be ensured.

2) In EARS, time slots are strictly controlled, so that all
the processing modules collaborate to manage the data
packets. The network performance can be improved by
supporting the diffserv to the relevant packets based on
the packet emergency information.

3) We evaluate EARS in end-to-end delay, packet loss rate,
and waiting time of data packet through simulation ex-
periments. Meanwhile, we compare them with previous
related works and obtain a better performance.

The rest of this paper is organized as follows. In Section II,
we discuss some related works and give our problem statement.
Section III describes the implementation of the EARS and pro-
vides a real-time performance analysis of the EARS. Section IV
evaluates the performance of the EARS algorithm through sim-
ulations and compares EARS with an FCFS, multilevel queue
algorithm [17] and a dynamic multilevel priority packet schedul-
ing algorithm (DMP) [18]. Finally, we conclude this paper in
Section V.

II. RELATED WORK AND PROBLEM STATEMENT

A. Related Work

For the existing packet scheduling algorithms, there are three
types: deadline-based scheduling, priority-based scheduling,
and packet-type-based scheduling.

1) Deadline-Based Scheduling: In this type of packet
scheduling, the deadlines of packets are considered. In the RMS
algorithm [19], the priorities of packets are static priorities,
which are assigned based on the deadlines of packets. The pri-
orities of the data packets for RMS are static. Thus, the RMS
scheme is limited and inapplicable. In the EDF algorithm [20],
the priority of each packet is determined according to the dead-
line. Thus, the overhead is relatively large.

2) Priority-Based Scheduling: The priority-based schedul-
ing algorithms include two types: preemptive scheduling and
nonpreemptive scheduling [21]. In the nonpreemptive schedul-
ing algorithm, a packet once started to be processed, other
packets, even though the priorities are higher, have to wait un-
til the packet processing is completed. Differently, preemptive
scheduling algorithm is more flexible. At each node, the packets
with higher priorities can preempt packets with lower priorities.
Buttazzo et al. [22] evaluate preemptive scheduling and nonpre-
emptive scheduling through a lot of experiments.

3) Packet-Type-Based Scheduling: There are different types
of packets in this scheduling scheme, such as real-time packets
and non-real-time packets. The priorities of the packets are de-
termined based on the packet types. Chennakesavula et al. [23]
propose an effective real-time packet scheduling policy (ERTS).
In ERTS, each intermediate node determines the forwarding or-
der of data packets by analyzing the packet deadline and the
distance from the destination node. Lee et al. [17] propose a
multilevel queue scheduler scheme. The different number of
queues is used based on the location of the sensor nodes. In [18],

Fig. 1. Example of sending an emergency packet.

Fig. 2. Timing diagram of sending an emergency packet.

Nidal et al. propose the DMP algorithm. A Time Division Mul-
tiple Address (TDMA) method is used in this algorithm. This
algorithm can effectively distinguish different types of packets,
but it cannot remove the data packets with shorter deadline at in-
termediate node, which results in a waste of network resources.

B. Problem Statement

In [16] and [18], the packets from different sending nodes
compete against each other for the shared network resources
when multiple nodes send data packets to the same destination
node. Moreover, it can cause a serious network congestion, even
result in breakdown of the network.

The DMP algorithm adopts a hierarchical structure to orga-
nize all the nodes in the network [18]. Different nodes can be
assigned a reasonable time slot by TDMA. The DMP algorithm
is efficient to avoid the packets collision in the Media Access
Control (MAC) layer. However, in practice, we find that the
real-time performance of the DMP algorithm still needs to be
improved. For example, in Fig. 1, the sink node is located at
the root node. The nodes are considered to be at Node Level
1, Node Level 2, . . . , Node Level n based on the number of
hops from the sink node. When a data packet with the highest
emergency is generated at node a, it is then forwarded to the
sink node through relay node b, node c, and node d. We as-
sume that during the process of packets transmission, the packet
needs to spend two time slots to arrive at the next hop. Fig. 2
shows the timing diagram of sending an emergency packet in
the DMP algorithm. The process of forwarding data packet is
measured in time slots T . De2e is the end-to-end delay using the
DMP algorithm. kj denotes the number of slots waiting for their
own time slots in the TDMA method at Node Level j. k′j is the
number of users to share the same communication channel. In
Fig. 2, Node Level 1 corresponding to the horizontal axis is the
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Fig. 3. Network topology.

time at which data packets reach the sink node. De2e is given by

De2e =
n∑

j=1

(kj + k′j + 2)T. (1)

Thus, we try to explore a strategy that enables the destina-
tion node to know the emergency information about the source
nodes’ data packets, then the packet with the highest emergency
can be sent first. So, the fastest time at which the data packets
arrive at the sink nodes can be as close as possible to 2nT . It
is obvious that the difference value compared to the optimal
value is quite large, so there is a great room for improvement in
sending emergency data packets in the DMP algorithm. Addi-
tionally, the TDMA time slot T increases when a packet length
is increased. Hence, the emergency data packets will have a
sharper decline in timeliness because T is used as a multipli-
cation factor. It shows that the DMP algorithm is not suitable
for smart cities with the long packets. Moreover, there are two
points that can be as the enhancements. 1). Assigning packet
priority based on packet deadline instead of the shortest packet
processing time. 2). Removing the packets with expired dead-
lines to achieve the goal of reducing processing and transmitting
overhead as well as improving bandwidth utilization.

In order to solve these above-mentioned problems, we pro-
pose an data-emergency-aware packet scheduling algorithm for
smart cities.

III. SCHEDULING MODEL

The nodes in network are organized in a tree-based hierarchi-
cal structure, as shown in Fig. 3. There are not mobile nodes in
our network and the network topology maintenance is carried
out periodically. The dotted line means the node at the upper
level connects the node at the lower level crossing many lev-
els. Every data packet needs to be sent to the sink node. The
intermediate nodes can generate and forward the data packets.
Each node has its own ID number while recording the ID num-
bers and MAC addresses of the neighbor nodes. If the node in
a network completes all of its tasks, it can switch into sleeping
mode to save energy consumption. During the process of data
packet transmission, we use a multichannel MAC protocol to

Fig. 4. Structure of EARS.

send the packets simultaneously if there are different branches’
nodes sending data packets at the same time. In Fig. 3, node a,
node b, and node c constitute a branch, and, similarly, node o,
node p, and node q constitute a different branch.

In our proposed algorithm, the data packets are classified into
various types based on their priorities, which should be defined
according to application scenario before our scheduling scheme
is used. In order to introduce our scheme more clearly and
concisely, we select a specific situation that includes three types
of data packets as an classical example, such as fire monitoring
service including the alarm information, network information,
and sensor information, to introduce our algorithm in this paper.

1) Emergency data packets (pr1). These packets need to be
sent to the sink node as fast as possible, so they can
preempt the packets with lower priorities that are being
processed (e.g., the alarm information in fire monitoring
service).

2) General data packets (pr2). The rate of this kind of packets
is the highest in the network. They can be preempted by
emergency data packets (e.g., the network information in
fire monitoring service).

3) Nonemergency data packets (pr3). Their deadlines are
longer than the deadlines of the other packets, so they
have the lowest priority (e.g., the sensor information in
fire monitoring service).

The proposed EARS algorithm consists of three modules: ac-
cess control module (ACM), emergency-aware module (EAM),
and packet forward dealt module (PFM). Fig. 4 shows the struc-
ture of EARS.

A. Access Control Module

The function of ACM is to distinguish the incoming packets,
and then process packets based on their types.

Except for three kinds of data packets with different priori-
ties, the incoming packets also include emergency information
packets and MAC-address packets. Packet analysis (PA) is used
to distinguish these packets. Then, PA sends data packets to
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conditional access control (CAC) for further processing. The
emergency information packets are sent to EAM and MAC-
address packets need to be analyzed in PFM. Meanwhile, CAC
will check the data packet deadline. The valid packets will be
placed into the PQ.

There are three-level PQs at each node: priority queue A
(PQA), priority queue B (PQB), and priority queue C (PQC).
The emergency data packets are put into the PQA, which has the
highest priority. The general data packets are put into the PQB,
which has the second highest priority. Finally, nonemergency
data packets are put into the PQC, which has the lowest priority.
In the PQ, packets are sorted based on their deadlines, that is,
the packet with the shortest deadline is placed at the front of PQ.

We select the packet with the highest emergency at the node
to extract its emergency information. Then, the emergency
information packet is sent to EAM. Each emergency informa-
tion packet includes packet header, packet priority, and packet
deadline. The packet header length will be different based on
the different communication protocols. But it always includes
the source MAC address and the destination MAC address.
The packet priority and the packet deadline, both of length 4 B,
describe the packet emergency information.

B. Emergency-Aware Module

EAM is composed of two phases: One is the emergency infor-
mation forward (EIF), the other one is emergency information
analysis (EIA). EIF sends the emergency information packet
received from local node’s ACM and the sibling nodes’ ACMs
to the destination node in the TDMA method. It has to be noted
that the request for emergency information packets will be ter-
minated, when there are not packets that need to be forwarded
at the sibling nodes. Then, the current node will monopolize the
channel to send the packet. Taking the scenario shown in Fig. 3
as an example, when the node o, node p, and node q send packets
to node m at the same time, node o is assigned time slot 1, node
p is assigned time slot 2, and node q is assigned time slot 3. The
second phase EIA can analyze the emergency information pack-
ets from the child nodes. Then, it gets a MAC-address packet
of a child node, at which the packet with the highest emergency
among the all child nodes’ packets is waiting for being sent to
the father node. Finally, it broadcasts the MAC-address packet
to all child nodes. In the EARS algorithm, the way to analyze
the emergency information packets is that the higher the prior-
ity is, the higher the emergency of the packet will be. When the
priorities are same, the packets deadlines need to be compared.
The packet with higher emergency will have a shorter deadline.

In EIA, there are two situations about the emergency informa-
tion packets that are received by the destination node, as shown
in Fig. 5. There are i nodes at Node Level Lk−1. They will send
packets to the destination node at Node Level Lk . pra denotes
the priority of the packet from node a. dla denotes the deadline
of the packet from node a.

1) The packets priorities are all same, as shown in Fig. 5(a).
After receiving the emergency information packets, the des-

tination node gets an equation pra = prb = · · · = pri . Then,

Fig. 5. Emergency-aware situations. (a) The priorities are same.
(b) The priorities are different.

TABLE I
VARIABLES DEFINITION

Symbols Description

N The total number of packets
n The ID of packet
P A MAC-address packet
pn The ID of the packet with the highest emergency
P Ni The number of packets with pri

Pi The set of pri packets
CSI The channel state
P kts The receiving data packets
P kts′ The data packets that should be sent
P Ke The two-dimensional matrix of emergency information packet, in

which the packet priorities are all same
P Ka The two-dimensional matrix of emergency information packet, in

which the packet priorities are different

dla , dlb , . . ., dli need to be compared. If dlx < dly ≤ · · · ≤ dli ,
then the packet from Nodex(x ≤ i) is the packet with the high-
est emergency; if dlx = dly = · · · = dlm < dln ≤ · · · ≤ dli ,
then we randomly select a packet from Nodex , Nodey , . . .,
Nodem (x, y, . . . , m ≤ i) as the packet with the highest emer-
gency. Finally, we broadcast the MAC address of the node that
sends the data packet with the highest emergency. Algorithm 1
analyzes the emergency data packets with the same packet pri-
orities to get the MAC address of the source node that sends the
packet with the highest emergency. All variables are presented
in Table I. There is a loop in Algorithm 1 to scan array PKe

and the array length is N . The variable N determines the com-
plexity of Algorithm 1. N is influenced by the number of source
nodes and it is limited. Thus, the complexity of Algorithm 1 is
O(n).

2) The priorities of the packets are different, as shown in
Fig. 5(b).

After receiving the emergency information packets, the des-
tination node gets the inequation prx < pry ≤ · · · ≤ pri . Then,
the packet from Nodex(x ≤ i) is the packet with the highest
emergency. Moreover, the relationship among the all pack-
ets priorities can be prx = pry = · · · = prm ≤ prn ≤ · · · ≤
pri . Then, the strategy in the first situation is called among
Nodex , Nodey , . . . , Nodem (x, y, . . . ,m ≤ i). The details are
shown in Algorithm 2. There is a loop to scan array PKa in
Algorithm 2 and the number of the emergency information pack-
ets with different priorities is numerable. When it analyzes the
emergency information packets, Algorithm 1 is called and its
complexity is O(n). Thus, the complexity of Algorithm 2 also
is O(n).
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Algorithm 1: Preparatory Work for Emergency-Aware.
Input: PKe

Output: PA
1: procedure Equal_Priority (PKe)
2: PA← PKe [0][0]
3: pn ← 0
4: for n← 1 to N do
5: if PKe [n][2] < PKe [pn ][2] then
6: PA← PKe [n][0]
7: pn ← n
8: else if PKe [n][2] == PKe [pn ][2] then
9: Randomly select n or pn as the new pn

10: PA← PKe [pn ][0]
11: end if
12: end for
13: end procedure

Algorithm 2: Emergency-Aware Process.
Input: PKa

Output: PA
1: procedure InEqual_Priority (PKa)
2: �Upon receiving packets
3: for n← 0 to N do
4: if PKa [n][1] == 1 then
5: PN1 ← PN1 + 1
6: Put the n into the set P1

7: else if PKa [n][1] == 2 then
8: PN2 ← PN2 + 1
9: Put the n into the set P2

10: else if PKa [n][1] == 3 then
11: PN3 ← PN3 + 1
12: Put the n into the set P3

13: end if
14: end for
15:
16: if PN1 == 1 then
17: Pick up the only element in P1 as the pn

18: PA← PKa [pn ][0]
19: else if PN1 > 1 then
20: Define a two dimensional array PKe [PN1][3]

by allocating memory dynamically
21: Using the elements in P1 as the array PKa ’s row

vector to initialize the PKe

22: Call Algorithm 1 with the PKe as theparameter
23: else if PN1 == 0 then
24: Repeat the process of Lines 16–22 substituting

PN2 for PN1

25: else if PN2 == 0 then
26: Repeat the process of Lines 16–22 substituting

PN3 for PN1

27: end if
28: end procedure

Algorithm 3: Packet Scheduling and Forwarding.
Input: Pkts
Output: Pkts′

1: procedure Packets_Scheduling (Pkts)
2: �Upon receiving packets
3: if Priority(Pkts) == 1 then
4: Take Pkts into QueueA

5: else if Priority(Pkts) == 2 then
6: Take Pkts into QueueB

7: else if Priority(Pkts) == 3 then
8: Take Pkts into QueueC

9: end if
10:
11: Check the CSI
12: if CSI == 0 then
13: Put the emergency information of the packet

with the highest emergency into PKa

14: PKa are sent in TDMA way
15: CSI ← 1
16: else if CSI == 1 or 2 then
17: Wait until the CSI changes
18: Check the CSI again
19: end if
20:
21: �Upon arriving at the destination
22: Call Algorithm 2 to get the PA
23: Broadcast the PA
24: CSI ← 2
25: The node whose MAC address is same as PA

sends the Pkts′

26: Destination node receives the Pkts′

27: CSI ← 0
28: end procedure

C. Packet Forward Module

PFM completes the packet forwarding. The MAC-address
packet from ACM is sent to MAC-address analysis. If the result
of analyzing MAC-address packet is same as the local node’s
MAC address, the current node can take the channel alone to
send the data packet with the highest emergency to the destina-
tion node. Otherwise, EIF will resend the emergency informa-
tion packet.

During the process of the execution process of EARS, each
packet needs to check the channel flag before it is sent to the
destination node. There are three kinds of channel states: The
first is idle state. There is not any node using the channel in this
state. The incoming packets can be applied for using the channel
in the next time slot. The second state is taking the channel to
send the emergency information packet in the TDMA method.
The third state is taking the channel to broadcast MAC-address
packet and send the data packet with the highest emergency.
In our algorithm, the channel state can be switched in order
by controlling the time slot. Algorithm 3 realizes the packet
scheduling and forwarding.



QIU et al.: DATA-EMERGENCY-AWARE SCHEDULING SCHEME FOR INTERNET OF THINGS IN SMART CITIES 2047

There is no loop in Algorithm 3. But the Algorithm 3 calls
Algorithm 2 and the complexity of Algorithm 2 isO(n). There-
fore, the complexity of Algorithm 3 is the same as the com-
plexity of Algorithm 2. Thus, the complexity of Algorithm 3 is
O(n).

D. Analysis of Timeliness

In order to analyze the timeliness of packets with different
priorities, we define the following variables: Ta is the end-to-
end delay between Nodea (Nodea is at Node Level Ln ) and
sink node, t(x,y ) denotes the forwarding delay from Nodex to
Nodey , t′(x,y ) is the waiting time for a packet sent from Nodex to
Nodey , tS denotes the processing time at the sink node, and t′S
is the waiting time at the sink node. Thus, the packet end-to-end
delay between Nodea and sink node can be expressed as

Ta = t(a,S ) + t′(a,S ) + tS + t′S . (2)

Here, t(a,S ) includes
1) the time of receiving packet at each node, denoted as tr ;
2) proc(t) is the time of processing packet at each node;
3) the time of placing a packet into the medium is equal

to ds/st , where ds is the packet size and st is the data
transmission speed;

4) the propagation time, formulated as d/sp , where d =∑Ln

i=1 di is the distance between current node and sink
node, and sp is the propagation speed.
Therefore, t(a,S ) can be computed as

t(a,S ) = n ∗ (tr + proc(t) +
ds

st
) +

d

sp
(3)

where tr , st , and proc(t) are equal at the same node for different
kinds of packets whose sizes are same. Thus, t(a,S ) are equal
for different nodes at the same node level. In the same way,
the values of tS for different packets are equal. Therefore, the
end-to-end delay is mainly influenced by the waiting time at the
nodes for the different kinds of packets. In the following, we
formulate the waiting time of the EARS algorithm.

The packets with priority pr1 are sorted according to the
packets deadlines. We assume that Ni,j represents the number
of sending packet with prj form the node at Node Level Li . tem

denotes the time from sending m emergency information pack-
ets to receiving the broadcast packets in the following equations.
Thus, if the number of the emergency information packets that
need to be sent are same, the tem in the different equations are
equal. For a packet with priority pr1, the total waiting time is
given by

t′1 =
n∑

i=1

⎡

⎣ki,1 ∗ t(a,S ) +
Ni , 1∑

m=Ni , 1−ki , 1

tem

⎤

⎦ (4)

where ki,j denotes the number of packets whose priorities are
same as j but the deadlines are shorter than the current packet’s
deadline at Node Level Li .

Proof: Because there are n node levels from Nodea to sink
node, we consider the process hop by hop. When i = n, we can

get the waiting time as

t′n,1 = kn,1 ∗ tsn +
Nn , 1∑

m=Nn , 1−kn , 1

tem (5)

where t′n,1 denotes the waiting time at Node level n, and tsn is
the forwarding time. By analogy, we can get the waiting time at
Node Level n− 1, Node Level n− 2, . . ., Node Level 1. Then,
we add them together, we get the following:

n∑

i=1

t′i,1 =
n∑

i=1

⎡

⎣ki,1 ∗ tsi +
Ni , 1∑

m=Ni , 1−ki , 1

tem

⎤

⎦ . (6)

According to the definition, we can get

{
t′j =

∑n
i=1 t′i,j

t(a,S ) =
∑n

i=1 tsi .
(7)

Therefore, we get the total waiting time of the packet with
priority pr1, as shown in (4) based on (6) and (7). �

The packets with priority pr2 need to wait for the transmission
of the packets with priority pr1, and they also need to wait for
the packets with priority pr2 whose deadlines are shorter than
current packet’s. Thus, the total waiting time for a packet with
priority pr2 is given by

t′2 =
n∑

i=1

⎡

⎣(ki,2 + Ni,1) ∗ t(a,S ) +
Ni , 1+Ni , 2∑

m=Ni , 1+Ni , 2−ki , 2

tem

⎤

⎦ (8)

Proof: We also consider the process hop by hop. When i =
n, the time that Nn,1 packets with priority pr1 have been sent to

the destination node is Nn,1 ∗ tsn +
∑Nn , 1+Nn , 2

m=Nn , 2+1 tem , and the
waiting time for the transmission of the packets with priority
pr2 is kn,2 ∗ tsn +

∑Nn , 2

m=Nn , 2−kn , 2
tem . Adding up these two

values, the waiting time at Node Level Ln is given as

t′n,2 = (k2 + Nn,1) ∗ tsn +
Nn , 1+Nn , 2∑

m=Nn , 1+Nn , 2−kn , 2

tem (9)

By analogy, we can get the waiting time at Node Level n− 1,
Node Level n− 2, . . ., Node Level 1. Then, we add them to-
gether, we get the following:

n∑

i=1

t′i,2 =
n∑

i=1

⎡

⎣(ki,2 + Ni,1) ∗ tsi +
Ni , 1+Ni , 2∑

m=Ni , 1+Ni , 2−ki , 2

tem

⎤

⎦

(10)
Therefore, the total waiting time of the packet with priority

pr1 is given by (8) based on (10) and (7). �
Similarly, the packets with priority pr3 need to wait for the

transmission of the packets with priority pr1, packets with pri-
ority pr2, and packets with priority pr3 whose deadlines are
shorter than current packet’s. Thus, the waiting time of packet
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with priority pr3 is given by

t′3 =
n∑

i=1

(ki,3 + Ni,1 + Ni,2) ∗ t(a,S )

+
n∑

i=1

Ni , 1+Ni , 2+Ni , 3∑

m=Ni , 1+Ni , 2+Ni , 3−ki , 3

tem . (11)

The proof is similar to the proof of (9), thus we do not repeat
it here.

From above, we can see that the waiting time of the packet
with priority pr1 is quite shorter than the waiting time of the
packet with priority pr2 and the waiting time of the packet
with priority pr3. It proves that EARS can deal with emergency
data packet first, that is, EARS can guarantee the timeliness of
emergency data packets.

IV. SIMULATION AND ANALYSIS

Based on the NS2 tool [24], we conduct simulation on the
EARS. Taking the average waiting time, the end-to-end delay,
and the packet loss rate as metrics, we compare EARS with other
algorithms including FCFS, multilevel algorithm and DMP. We
pick up a specific scenario, e.g., fire monitoring service, which
requires an emergency prioritization scheme, as the simulation
environment. Approximately 50–500 nodes (a sink node in-
cluded) are deployed in an area of 300 m ∗ 300 m, constructing
a tree network based on Spanning Tree Protocol. The network
size means a typical “cell-coverage” of one fire-fighting station.
The nodes are the monitoring facilities. The communication
radius is to simulate the wireless transmission range of mon-
itoring facilities. The transmission speed is the speed to push
the packet’s bits into the wire. The alarm information (there
is fire) is generated once it appears, among other background
data. The background data include sensor data and network in-
formation data. The sensor data are generated every 15 min
and the network information is sent every 120 min. The sink
node is located at the root node. The ordinary nodes generate
packets of different emergency at random. Every packet has
its own priority and deadline once generated, and the priority
keeps unchanged while their deadline decreases with time. Ev-
ery node maintains the neighbor list of last node level and next
node level. By changing the packet length, we get MAC layer
collision rate and the average waiting time, end-to-end delay,
and packet loss rate based on the algorithms of EARS, FCFS,
multilevel algorithm, and DMP. Table II presents the simulation
settings.

A. Average Waiting Time

In the experiments, we control packets generation rate to make
sure the network is under normal load. Then, we change the
generation rate of packets with different emergency to simulate
various network situations (including normal working condi-
tion, balanced condition, and emergency condition). The reason
why we have taken these three situations as examples is that
they represent the changing situation of the network. Normal
working condition means that the network can work well, the

TABLE II
SIMULATION SETTINGS

Parameter Description

Network size 300 m ∗ 300 m
Transmission radio range 20 m
Channel Wireless channel
Propagation TwoRayGround
Traffic patterns CBR
Number of nodes Maximum 500
Transmission speed 250 kb/s
Packet size 100B/300B/500B/700B/900B/1100B
Simulation time 100 s

data packets with different priorities reach the sink node without
congestion. Balanced condition means the number of different
data packets is same. Emergency condition shows that there is
large number of emergency data packets in the network, that
is, emergency events occur frequently. Therefore, the EARS,
FCFS, DMP, and multilevel algorithms are called successively
when the ratio of packets with priority pr1, packets with priority
pr2, and packets with priority pr3 are set {3:5:2, 1:1:1, 5:3:2}.
Other simulation parameters are set according to Table II.

Fig. 6 illustrates how waiting time of packets with priority
pr1, packets with priority pr2, and packets with priority pr3

change under different packet lengths. Each value represents
an average of waiting time under the three network conditions.
For each algorithm, the packet with the lower priority results in
longer average waiting time at particular packet length. This in-
dicates that the four algorithms conduct priority-based schedul-
ing effectively. From Fig. 6(a)–(c), we know that DMP and
EARS have obvious advantages over FCFS and multilevel al-
gorithm. Furthermore, the average waiting time of EARS is
much shorter when dealing with emergency packets (packets
with priority pr1), slightly shorter when dealing with pack-
ets with priority pr2, and slightly longer when dealing with
packets with priority pr3, compared with the DMP algorithm.
The reason is that on the same network condition, EARS tends
to allocate more resources to emergency packets to ensure their
prior transmission. However, DMP, although taking the strat-
egy that the emergency packets preempt the other packets to
complete transmission, turns out to have more average waiting
time because it transfers packets in the TDMA method all the
time. So the emergency packets are treated equally with none-
mergency packets when they are transferred at the same time.
Fig. 6(c) shows that due to the way EARS allocates resources,
the waiting time of packets with priority pr3 is longer but not
much more than that in the DMP algorithm, because the DMP
algorithm does not sign packets by deadlines. Thus, invalid
packets are transmitted to the sink node and valid packets result
in longer waiting time. Therefore, EARS is more efficient to
deal with emergency packets for smart cities.

B. Packet Loss Rate

We test the packet loss rate in EARS and make a comparison
with FCFS, DMP, and multilevel algorithm.



QIU et al.: DATA-EMERGENCY-AWARE SCHEDULING SCHEME FOR INTERNET OF THINGS IN SMART CITIES 2049

Fig. 6. Average waiting time of packets with different priorities. (a) Packets with priority pr1. (b) Packets with priority pr2. (c) Packets with priority
pr3.

Fig. 7. Loss rate of emergency packets.

Fig. 8. Loss rate of all packets.

Fig. 7 shows how loss rate of emergency packet changes
under different packet lengths. The packet loss rate of EARS is
especially low. This value goes higher under longer packet, but
the growth is not very obvious. The packet loss rate is 0.7452%
at length of 100 B, and reaches maximum at length of 1100 B
where its value is merely 2.0661%. The packet loss rate of DMP
increases obviously with the increase in packet length, far more
than that of EARS. Both FCFS and multilevel suffer from low
efficiency.

Fig. 9. End-to-end delay of emergency packets.

Fig. 8 shows the loss rate of all packets under different packet
lengths. Similar to Fig. 7, EARS gets the best result. DMP is not
as good as EARS, but better than Multi-Level algorithm. FCFS
turns out to be the worst. Meanwhile, the gap between DMP and
EARS narrows in Fig. 8.

We conclude from Figs. 7 and 8 that the loss rate of all
packets is higher than emergency packets’ for every algorithm.
The FCFS and multilevel algorithm both get a higher incidence
of packets retransmission due to the MAC layer collision, which
further worsens the network condition. It leads to a higher packet
loss rate. DMP has no MAC layer collision, but the packet is
discarded when its deadline is expired. In the condition where
the packet length is short, the time slot is set correspondingly
short because sending a packet is quite fast. From above, we
know the waiting time of packet is short enough to make sure
the emergency packet can be sent to the sink node before its
deadline expires. The packet loss rate turns out to be low. For
packets with low priorities, those with the shortest deadlines
will be forwarded first to ensure the efficiency.

C. End-to-End Delay

Figs. 9 and 10 illustrate the average end-to-end delay of emer-
gency packets and all packets under different packet lengths, re-
spectively. In Fig. 9, the average end-to-end delay of EARS and
DMP is almost the same for packets whose lengths are short.
EARS algorithm is slightly worse. The reason is that the delay
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Fig. 10. End-to-end delay of all packets.

of EARS confirming the packet emergency is longer than that of
DMP sending an emergency packet in the TDMA method. How-
ever, with the increase in packet length, time slot of the TDMA
method gets longer and the waiting time becomes longer as well.
The time of confirming emergency shares less and less ratio in
time of sending an emergency packet. For EARS, the time of
confirming emergency is far less than the delay of emergency
packet transmission in the TDMA method. The advantage be-
comes more explicit when the packet length further increases.

The results in Fig. 10 have the similar trend to Fig. 9. EARS al-
gorithm preferentially allocates resources to emergency packet,
resulting in longer waiting time of packet with low priority. The
end-to-end delay of all packets is larger than that of emergency
packets. Furthermore, EARS has a lower loss rate of all packets
and emergency packets than DMP. It means DMP can be more
time consuming, which affects packets sent to the sink node.
Thus, EARS has less end-to-end delay of all packets than DMP.

From Figs. 9 and 10, we see clearly that EARS and DMP
are better than FCFS and multilevel algorithm in the end-to-end
delay. When packet length is short, the real-time performance of
EARS and DMP is approximately similar. With the increase in
packet length, the advantage of EARS on real-time performance
will be more obvious, especially in average end-to-end delay of
emergency packets.

V. CONCLUSION

After fully considering the actual applications of packet
scheduling for smart cities, such as fire monitoring service
and medical rescue service, this paper proposes EARS, a data-
emergency-aware packet scheduling scheme for smart cities.
According to EARS, the destination node is able to get emer-
gency information of every packet. The resource allocation in
IoT for smart cities is optimized to ensure the timeliness of
emergency packets. At the same time, in order to reduce the
packet loss, the nonemergency packets need to be transmitted
to the sink node within their deadlines. Finally, we carry out
experiments to evaluate EARS. The simulation results show
that EARS almost has no MAC layer collision and gets better
performance than FCFS, DMP, and multilevel algorithms in
term of average waiting time, end-to-end delay, and packet loss
rate.

EARS guarantees the emergency packets to get the highest
priorities, so that emergent event can be dealt with before the
deadline expires for smart cities. However, it only meets the
packet scheduling in the tree-based networks. For the star net-
works and the mesh networks, it is limited in the applications.
Therefore, our future work will focus on how to deal with the
emergency packets in the star networks and the mesh networks
to ensure the real-time performance of emergency packets.

Moreover, as enhancements to the proposed EARS scheme,
we will consider the updating dynamically of network when
nodes die or new nodes are added, which increases the flexibility
of the EARS algorithm and greatly decreases the cost of network
maintain. At present, we solve this problem by using topology
maintain periodicity. In addition, we have considered adding
and integrating with business intelligence [25]. Then, the smart
service can act accordingly due to different demands.
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