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Abstract—Just like Ethernet before, IEEE 802.11 is now
transcending the borders of its usage from the office en-
vironment toward real-time communication on the factory
floor. However, similar to Ethernet, the availability of syn-
chronized clocks to coordinate and control communication
and distributed real-time services is not a built-in feature in
WLAN. Over the years, this has led to the design and use of a
wide variety of customized protocols with varying complex-
ity and precision, both for wired and wireless networks, in
accordance with the increasingly demanding requirements
from real-time applications. This survey looks into the de-
tails of synchronization over IEEE 802.11 with a particular
focus on the infrastructure mode which is most relevant for
industrial use cases. It highlights the different parameters
which affect the performance of clock synchronization over
WLAN and compares the performance of existing synchro-
nization methods to analyze their shortcomings. Finally, it
identifies new trends and directions for future research as
well as features for wireless clock synchronization which
will be required by the applications in the near future.

Index Terms—Accuracy, clock synchronization (CS),
IEEE 802.11, precision, timestamping, wireless communi-
cation, WLAN.

I. INTRODUCTION AND MOTIVATION

THE requirement for precision clock synchronization (CS)
has become more and more pertinent as communication

technologies have moved from inherently synchronous net-
works, such as time-division multiplexing networks [1] and tra-
ditional bus-driven and fieldbus architectures [2], toward packet-
based networks. This has eventually led to the use of Ethernet
as the basis for communication between distributed devices in
automation networks. One limitation of Ethernet has been its
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inability to support real-time communication. To introduce a
sense of timeliness in communication and control over Ether-
net, CS support by means of dedicated network messages and
protocols has been a prerequisite. At first, existing CS proto-
cols for computer networks such as the network time protocol
(NTP) [3] have been used for this purpose, but their limitation
in accuracy and precision has led to the design of customized
protocols better suiting the needs for distributed real-time sys-
tems. Nowadays, IEEE 1588 Precision Time Protocol (PTP) [4]
has become a de facto standard for CS in various applications
domains such as industrial automation, telecommunication, and
entertainment [5]–[7], owing to its simple structure and abil-
ity to achieve high CS performance in nanosecond range using
hardware timestamping and dedicated networking elements [8].

The transition of network-based communication from wired
toward wireless has presented not only cost reductions by avoid-
ing cabling costs, but also offered flexible network topologies
and mobility. One such technology, which extends beyond its
normal usage in offices, is IEEE 802.11 wireless local area net-
work (WLAN) [9]. The infrastructure mode of WLAN, which
allows communication between stations (STAs) via a central-
ized entity called access point (AP), fits perfectly for usage in
centralized architectures employed in applications as industrial
automation [10] and smart grids [11], [12]. Moreover, it has
opened the possibility for niche usages, such as in wireless lo-
calization on the factory floor [13]. In addition to WLAN, other
solutions for wireless communications also exist on the fac-
tory floor, such as IEEE 802.15.4 [14] as physical layer, e.g.,
ISA100.11a [15] and WirelessHART. However, the possibility
to cover larger areas along with high data rates makes WLAN a
more attractive proposition.

Like Ethernet, WLAN also has its roots in the IT world and
thus, offers limited only real-time capabilities [16]. This can
largely be attributed to its contention-based carrier sense mul-
tiple access with collision avoidance scheme in the medium
access control (MAC) layer. The deficiencies in the channel ac-
cess scheme in the MAC layer are an important research topic
to make WLAN a completely viable candidate for industries
[17]. Especially, time division multiple access (TDMA)-based
MAC schemes are of key importance, because they avoid ran-
dom delays when accessing the shared wireless medium. An
example of such a TDMA-based communication protocol for
IEEE 802.11 above MAC layer is presented in [18]. In [19]
and [20], Trsek et al. have proposed TDMA-based access with
modifications directly in the MAC layer. The major prerequisite
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TABLE I
REAL-TIME CLASSES AND THEIR REQUIREMENTS [22], [23]

Types of application Real-time requirements Real-time

Latency Jitter class

Monitoring and diagnostics 10–100 ms – 1
(PLC to PLC)
Process control 1–10 ms ≤1 ms 2
(PLC to distributed IOs)
Motion control <1 ms ≤1 μs 3

for these TDMA-based approaches is accurate CS in the range
of ≤1 μs.

In this context, the achievable accuracy of the CS has a di-
rect influence on the industrial application. Hence, the temporal
requirements of the application must also be considered. Ac-
cording to [21], different types of industrial applications must
be supported by industrial communication networks, such as
control, or monitoring and diagnostics. The generic real-time
classes for both types of applications are shown in Table I list-
ing their specific temporal requirements as well as the specified
real-time class as defined in [22].

For communication beyond infrastructure mode of WLAN,
pure ad-hoc [24] or mesh-based industrial networks over multi-
ple hops [25] can also be considered. However, hybrid networks,
with WLAN segments in infrastructure mode attached to a wired
network [26], are more commonly used in industries, and act
as an intermediate evolutionary step toward a network with a
fully wireless backbone [10], [27]. For such networks as well,
there is a need to provide temporal consistency to enable a syn-
chronous communication between the wired and the wireless
entities of the system. Hence, a global time base is required,
which ensures integration of wireless subsystems with the base
wired network to enable a seamless real-time performance [19].
This ultimately requires availability of synchronized schemes
for not only wired, but also wireless communication.

To date, there are several approaches to provide CS over
WLAN in the infrastructure mode. Some of them are described
by IEEE 802.11, while others have been designed specifically for
a particular application. The goal in this study is to investigate
the general issues of providing accurate and precise CS for
IEEE 802.11 and to identify the factors which contribute to the
performance of wireless CS, along with their impact. Then, this
work will use these factors to elaborate existing CS methods and
protocols, and discuss their advantages and shortcomings when
deployed in a WLAN. To this end, this work will also analyze
the use of protocols designed for wired networks over wireless
as this addresses the potential of achieving CS homogeneity, in
terms of protocol and performance, for the entire system.

This paper is structured as follows: Section II describes the
basics of packet-based CS; Section III describes the various
parameters affecting the CS performance; Section IV analyzes
the CS methodologies which are already part of IEEE 802.11;
non-IEEE 802.11 CS protocols for WLAN are described in
Section V; Section VI summarizes and compares the different
CS methods; Section VII provides an outlook on the future
research activities for CS in IEEE 802.11.

II. BASIC PRINCIPLES AND DEFINITIONS FOR CS

A clock can be termed as a device to keep time and mea-
sure time intervals. A simple clock consists of an oscillator,
whose frequency establishes a measure of time together with
a counting entity, called timer. In an ideal case, this oscillation
frequency is constant over an infinite time, so that for an ideal
clockC, dC(t)/dt = 1 ∀t, and we define the reference clockCr
as Cr (t) = t. In reality, the reference clock is highly stable, yet
not an arbitrary fine-grained time piece with exactly unity rate.
On the other hand, modern devices use quartz-crystal oscillators
as their frequency source, which are low cost, but show time-
variant behavior [28]. Thus, if a jth clock Cj in the network
increments at the rate aj ≈ 1 and has an offset bj with respect
to the reference clock, its clock reading can be expressed by

Cj (t) = aj t+ bj . (1)

The goal of CS is to compare the time between Cj and the
reference clock so that the clock error ε is minimized, where

ε = Cj (t) − t. (2)

To achieve this goal in packet-based networks, periodic packet
exchanges need to take place between devices Dj , containing
Cj , and Dr containing the reference clock. The device Dr con-
taining the reference clock takes a snapshot of its time (termed
timestamp), and stores it in a synchronization packet, just be-
fore transmitting the packet. The device Dj containing Cj also
draws a timestamp upon receiving this packet. The two methods
of drawing timestamps for CS are as follows:

1) Hardware Timestamping: The timestamps are drawn at
the physical (PHY) or MAC layer by the hardware itself.

2) Software Timestamping: The timestamps are generated at
a higher protocol layer by software, for instance, within
the device’s operating system (OS).

Based on the timestamps fromCr andCj , following methods
are used to perform clock corrections:

1) Offset Correction: Only the offset bj at time t between
Cr and Cj is corrected to perform CS.

2) Rate Correction: Only rate aj of Cj is corrected period-
ically so that it follows Cr .

3) Offset and Rate Correction: Periodically, both aj and bj
are corrected together to synchronize Cj to Cr .

Once clocks are corrected, the CS performance is measured
using certain metrics. The two commonly used metrics for com-
paring performance of CS protocols are as follows:

1) Accuracy: It is determined by calculating the mean value
of ε over time.

2) Precision: It is measured as the standard deviation of
error ε from its mean value. The lack of precision in CS
can also be referred to as CS jitter.

It should be noted that other metrics to analyze CS perfor-
mance do exist, for example, maximum time interval error in
telecommunication networks [5]. These metrics are often ap-
plication specific, i. e., metrics used to analyze one application
may not be used for other applications. However, accuracy and
precision are deemed sufficient to compare CS protocols.
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Fig. 1. Two-way packet exchange for synchronization.

The determination of the rate aj is straightforward. It involves
determining the ratio of a duration captured by the local and
reference clock, such as two messages sent from Dr to Dj .
The measure of clock offset bj , based on difference of their
timestamps, also includes the propagation time of the packet
between them. The propagation delay is commonly removed
by two-way packet exchanges as shown in Fig. 1. At time t1 ,
a timing packet M1 exits Dr ; this packet is received by Dj at
t2 ; the propagation delay between Dr and Dj is drj . Later at
time t3 , Dj sends a packet M2 which is received by Dr at t4 ;
the propagation delay between Dr and Dj is djr . Based on this
information,

t2 = t1 + drj + bj (3)

t4 = t3 + djr − bj . (4)

The offset bj can be determined as

bj =
(t2 − t1) − (t4 − t3)

2
− drj − djr

2
. (5)

Thus, if propagation delays are symmetric, i. e., djr = djr , then
offset calculations will lead to bias-free synchronization. How-
ever, if the delays are not symmetric (as shown in Fig. 1), a bias
is present due to the asymmetry given as (drj − djr)/2. Unfortu-
nately, the asymmetry cannot be resolved, no matter how many
synchronization rounds are performed. In general, for wireless
networks asymmetry can occur, if the channel reciprocity does
not apply (e.g., different carrier frequencies, Doppler shifts be-
tween the devices). However, in case of quasi-static wireless
devices with the same baseband modulations and carrier fre-
quencies in both directions, channel reciprocity is given and
so the asymmetry vanishes [29]. Apart from this intrinsic type
of asymmetry, large asymmetries can be introduced by lack-
ing or improper calibration of delays, as will be outlined in
Section III-C.

III. PERFORMANCE ASPECTS FOR WIRELESS CS

Fig. 2 highlights different elements impairing the CS per-
formance over the wireless channel. When a WLAN reference
device Dr (i.e., the AP) sends a packet for synchronization, it
is timestamped by the timestamper block being driven by the

oscillator, to provide a snapshot of the clock. The timestamper
can either be a software (in the OS), or a hardware one built
inside the PHY layer hardware. As the processing delays of
hardware timestamping solutions can be engineered to be con-
stant, the timestamps can have much lower uncertainty (jitter)
than software solutions. In contrast, generating timestamps by
software means creates indeterministic delays due to schedul-
ing, caches, concurrency. The egress timestamps is put inside
the packet “on the fly” as it passes through the PHY. If this is
not supported, another “follow_up” packet will be required to
transmit the egress timestamp.

Upon exiting Dr , the packet traverses the medium, experi-
ences a propagation delay, and reaches the receiving deviceDj ,
i. e., an STA. There, the packet is again timestamped through
hardware or software means. This ingress timestamp and the
egress timestamps are eventually used by a clock adjustment
block to correct the rate and offset of the clock. Based on this
discussion, CS performance depends upon

1) the oscillator steering the clock;
2) the quality of timestamps;
3) determination of propagation delays; and
4) how and how often clock adjustments is performed.

Additionally, the packet drops on the wireless channel are
also a parameter which affects the quality of wireless CS. The
impact of these aspects on CS is discussed below.

A. Oscillator Impact

As already stated, modern day devices use quartz crystal
oscillators (XOs) as clock source. Yet, XOs diverge from an ideal
clock behavior because of factors such as voltage, temperature,
mechanical stress, and structure affecting oscillation frequency
[30], [31]. Based on [32], the frequency ν of an XO at time t
can be written as

ν(t) = νo + Δν +Qνot+ Φ(t) (6)

where νo is the nominal frequency of the oscillator, Δν is the
frequency skew of the oscillator, Q is the drift rate of the oscil-
lator owing to ageing and environmental effects, and Φ is the
random noise component. A statistical measure for the stability
of an oscillator is the Allan variance [33]. It is a function of
sampling interval τ , and over τ -spaced N samples, it is given by

σ2
y (τ) =

1
2(N − 1)

N−1∑

i=1

(yi+1 − yi)2 (7)

where yi = (ν − νo)/νo is the instantaneous frequency error at
the sampling instant i. From the Allan variance of an XO with
advertised ±50 parts per million (ppm) frequency skew [34], it
is shown that for small τ (up to about 1 s) the long-term noise
components are small, and the frequency changes are typically
in the range of parts per billion (ppb), i.e., around three or-
ders of magnitude smaller than the advertised mean frequency
skew. This implies that the role of oscillator instability (in the
ppb range) is negligible with respect to the mean frequency
skew when CS is performed only via offset correction. As CS
by rate correction inherently compensates for the skew, it per-
forms on average three orders of magnitude better than offset
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Fig. 2. Various factors affecting packet-based synchronization.

correction. A combination of both rate and offset correction will
compensate for both offset and skew, and will lead only to mi-
nor improvements in precision, yet fast synchronization settling
times.

It should also be noted that when analyzing the impact of
oscillators from CS’s perspective, the interesting aspect is not
the short-term variance of the frequency error from (7) itself, but
the timing error Δt which has been accumulated during every
τ since the beginning of synchronization. Mathematically, the
error ετ from the beginning of synchronization till time t can be
written as

ετ (t) =
∫ t

0
Δt(τ) dτ. (8)

Using the clock model of (1), the slave time at t will be

Cj (t) = aj t+ bj + ετ (t). (9)

In reality, the skew of the oscillator is also not constant. Nev-
ertheless, if the clock adjustment mechanism takes care of the
initial clock offset and compensates for the skew, then the re-
maining error source, to be minimized for CS, is the accumu-
lated phase noise ετ . The characteristics of ετ can be analyzed
through its variance σ2 , which is obtained by integrating Allan
variance twice, and is equal to τ 2σ2

y (τ)/3 as shown in [35].

B. Timestamping Techniques

For timestamping in CS, a timer with high resolution should
be chosen. The variance of uniform quantization noise with a
timer resolution of Tn seconds is T 2

n /12. Hence, a higher resolu-
tion will offer less quantization noise. Moreover, the timestamp
at both the sender and the receiver should be drawn with respect
to a common reference plane (RP) to avoid artificial asymme-
try in offset calculation. For instance, timestamps can be taken
when the start-of-frame delimiter, which follows the preamble
of wireless frame, passes the RP. For wireless communication,
the RP can be chosen to be the antenna connector. However,
as the demodulation and decoding of a wireless frame requires
some processing delay, timestamps are taken at a later point in
time and then corrected for the incurred delay. This is simpler for

hardware (HW) timestamping, as compared to software (SW)
timestamping, as timestamps are drawn in the PHY close to
the RP.

1) Hardware Timestamping: The hardware timestamp-
ing performance of current devices for Ethernet is mainly dic-
tated by the sampling frequency of the clock that detects the
asynchronous arrival of a frame. With the typical clock frequen-
cies of IEEE 1588 implementations, timestamping resolutions
in the nanosecond range are typical [36]. However, this sim-
plification to timestamp quantization is only partially valid for
wireless timestamping as additional factors impair the times-
tamps. These include the signal-to-noise ratio, carrier- and base-
band frequency shifts, multipath reflections, nonlinearities, the
temporal rate of change of all these factors, and mainly the se-
lected timestamping method. A simple low-level timestamping
method could be, for example, a correlator unit for the SFD
as every frame starts with the SFD. Then, a timestamp could
be taken whenever the magnitude of the correlator exceeds a
certain threshold level, a method often used for Ultra-Wideband
receivers. However, noise and the other impairments have an
influence on the correlator output magnitude and with that on
the timestamping instant. Even worse, depending on the se-
lected threshold level, timestamps for noise-only signals may be
drawn (false positives), or timestamps for actual frames might
be missed (false negatives). Instead of this simple but poten-
tially erroneous approach, a good wireless timestamping ap-
proach should minimize the errors, e.g., by taking all the known
properties of the signal to be timestamped into account. Hence,
if the modulation parameters are taken into consideration, and
when averaging over the entire frame, much better timestamp-
ing performance can be achieved than with a simple threshold
detector. The WLAN receiver architecture, presented in [37] and
[38], follows this approach and can deliver timestamps quan-
tized with 88.7 ps and a timestamping standard deviation of
only 50 ps. Due to multipath propagation on the wireless chan-
nel, the timestamps can still be biased. Yet, for synchroniza-
tion applications the bias is almost symmetric (due to chan-
nel reciprocity) and therefore absorbed in the round-trip delay
compensation.
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2) Software Timestamping: For SW timestamping, it is
significant to choose a stable clock source which has less varia-
tion in access time for drawing timestamps. For Unix-based OSs,
several clock sources along with their accessibility and stability
have been studied in [39]. Broomhead et al. have mentioned
that the time stamp counter (TSC), the advanced configuration
and power interface (ACPI) timer, and the high precision event
timer (HPET) are available in modern computers for keeping
time. From the analysis in [39], it can be seen that all timers
show similar stability behavior under varying temperature and
CPU loads, and are equally suitable for CS. However, the 32-bit
variants of both HPET and ACPI timers, present in certain hard-
ware configurations, make them prone to overflow several times
per second. The 64-bit TSC in modern computers does not have
this issue and is found to offer the smallest access time due its
location inside the CPU. On a 3 -GHz CPU, the median access
time for the TSC is 240 ns with a latency spread of only 80 ns.

It should be noted that the analysis for the TSC in [39] is car-
ried out for a single-core CPU without frequency scaling. While
this setup has shown that the TSC is stable (over a week long
testing phase), frequency scaling and the use of multicore CPU
architectures pose the threat of varying increment rate for the
TSC because of varying frequency and potential frequency mis-
match between different cores, respectively. Some strategies for
using the TSC in multicore architecture have been mentioned in
[40], [41], which involve maintaining TSC offsets or frequency
skew between the different cores, but this will make the use of
the TSC very complex. Nevertheless, in a single-core CPU with
fixed nominal frequency, the TSC offers a stable and fast time
source for software timestamping.

Another important choice for SW timestamping is to decide
where to timestamp the packet. From Fig. 2, the device driver is
the earliest point in the OS where SW timestamping can be per-
formed to minimize timestamping uncertainty. Within the driver,
a timestamp can be drawn inside the interrupt service routine
(ISR), which is the earliest time the OS is notified of an egress
or ingress packet. In this case, egress timestamps are drawn after
transmission, and would require an additional packet to be sent
from the sender to the receiver. However, such egress timestamps
do not include the random channel access delay which occurs
before the transmission on the channel. This significantly re-
duces the timestamping jitter. Nevertheless, with timestamping
in the ISR, a new source of randomness is introduced, namely
the interrupt handling delay (IH) delay, which varies with the
CPU and the OS. Ferrari et al. [42] and Mahmood et al. [43]
have provided experimental setups for calibrating IH delays for
wired and wireless networks, respectively. Nevertheless, it is
difficult to put an upper bound on this delay as it changes with
CPU load and behavior of the OS. Still, OSs with real-time ex-
tensions [44], can put a maximum limit on interrupt handling
delays and thus, can improve the quality of SW timestamps
drawn in the ISR at both the transmitter and the receiver.

C. Propagation Delay Compensation

To provide accurate CS, any bias originating from asymme-
try in (5) should be reduced to zero. This can be achieved when
the propagation delays on the wireless channel are correctly

Fig. 3. Delays inside the WLAN chipset and the operating system [43].

calculated, and egress and ingress timestamps are compensated
to reflect the time at the RP. This is a particular issue for soft-
ware timestamping, where the delay from the RP varies for dif-
ferent frame sizes and different modulation and coding schemes
(MCS). Thus, these differences for M1 and M2 in Fig. 1 should
be considered for determining the correction value to the RP.

Thus, if S is the packet size, and R is the data rate over
the channel, then the propagation delay d could be calculated
as d = S/R as cited in [45]. However, IEEE 802.11 packets
do not have a fixed data rate throughput; the packet preamble
and headers are sent with the lowest data rate, whereas the
payload can be sent with a higher rate. Moreover for packets
using OFDM-based modulation schemes, frame lengths have to
be an integer multiple of 4 μs which leads to addition of extra
bytes to the payload. As a result, the duration of the physical
layer frame is not a linear function of the payload divided by
the transmission rate as indicated in [46]. Hence, the simplest
way to avoid propagation delay asymmetry is, if M1 and M2 are
of same size and use the same data rate. Otherwise, the effect
of different size and data rate on the channel must be taken into
account.

Regarding processing delays in the chipset, compensating
them with respect to the RP is not trivial with SW timestamping
inside the ISR in the driver. Fig. 3 shows these processing delays
inside the device when a packet is sent from Dr to Dj and is
timestamped in the ISR. The timestamps (ti for i = 1, . . . , 4)
from (5) need to be adjusted with respect to the RP. Based on
Fig. 3, t1 = tr1 − d1 and t2 = tr2 − d2 where superscript “r”
on t1 and t2 indicates the timestamps drawn away from the
RP, and d1 and d2 indicate the IH and timestamping delay at
the transmitter Dr and the receiver Dj , respectively. Similar
equations can be written for t3 and t4 , using delays d3 and d4 ,
so that (5) can be modified to

b̃j = bj +
(d3 + d4) − (d1 + d2)

2
. (10)

The delays (dq for q = 1, . . . , 4) contain both the processing
time in the chipsets and the IH delays, the latter being not
constant. However the processing delays are deterministic and
can be used in (10). The processing delays in d1 and d3 ex-
ist during transmission and have shown to be constant for a
particular WLAN chipset [47]. The delays d2 and d4 exist dur-
ing packet reception, and depend mainly upon packet size, and
direct memory access (DMA) buffer size, and DMA interface
speed between the chipset and the host. Hence, for a particular



912 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS, VOL. 13, NO. 2, APRIL 2017

Fig. 4. Block diagram of the PI controller-based clock adjustment
procedure.

chipset and specific interface between the chipset and the host
device, these delays become deterministic and can be estimated
(cf., [43, p. 4]) to remove asymmetries coming from process-
ing delays inside the chipsets. An alternative to estimate these
delays is to ensure that same chipsets are being used at the AP
and STAs, and the CS traffic employs the same data rate. In
this way, the delays inside the chipsets are identical and cancel
out in the round trip delay calculation and do not contribute to
propagation delay asymmetry.

D. Clock Adjustment Procedure

The clock adjustment procedure involves steering the local
clock to the reference clock to minimize clock offset between
them. In general, linear least-square regression approach can be
used for clock adjustments, both when the propagation delay
between the two devices is ignored [48] and when the propa-
gation delay is calculated using the two-way packet exchange
as shown in [49]. In addition, there exists other statistical or
control-theory-based approaches to perform synchronization.
A summary of statistical signal processing-based techniques
in wireless sensor networks including the Kalman Filter (KF)
or Particle Filter is provided in [50]. Use of Wiener Filters
for synchronization has been carried out in [51]. A feedback
control mechanism based on a proportional integral (PI) con-
troller is shown in [5]. All these approaches use statistical or
measurement-based modeling of noise sources in synchroniza-
tion and try to minimize them. This is shown in Fig. 4 for a
PI-controller-based feedback mechanism where clock Dj syn-
chronizes to Dr .

The timestamps fromDr andDj are disturbed by timestamp-
ing noise drTS and djTS from both clocks, respectively, and any
variations in propagation delay estimation are exhibited by dPD .
The timestamping noise contain overall jitter accumulated dur-
ing the drawing of timestamps including the quantization error.
The error e, obtained from the difference of this disturbed t1
and t2 is fed into the PI controller K. Its output is fed into the
plant P which integrates the rate output coming from K. The
output of P is superimposed by noise from the Dj ’s oscillator
do , which gives the output clock ys . In the absence of dead-time
in the feedback loop, Giorgi and Narduzzi in [52] have shown
that the output time is affected by aforementioned disturbances
such that in the z-domain

Ys(z) ≈ P (z)K(z)
1 + P (z)K(z)

(DPD +Di
TS −Dj

TS )

+
Do

1 + P (z)K(z)
(11)

where the capitalization of terms in (11) represents the z-
transform to the equivalent time domain signals and symbols
shown in Fig. 4, e.g., Z{do} → Do . The goal is to choose the
proportional and integral coefficients (kp and ki) of the PI con-
troller K to minimize the errors shown in (11). A simulation-
based analysis from [53] shows that adaptive kp and ki values are
required to adjust and adapt to varying timestamping jitter (in-
cluding varying PDs), oscillator noise, and synchronization rate.
In general, smaller kp and ki will give optimum performance
for a stable oscillator, as it will reduce the noise bandwidth of
the control loop. Larger PI coefficients will provide optimum
performance for accurate timestamps and unstable oscillators.
Moreover, choosing a smaller value for kp and ki results in poles
with large magnitudes in (11) which lead to larger loop settling
times. Therefore, depending upon the type of application and
required precision versus settling time, the right values for kp
and ki should be chosen.

One example of using statistical methods for synchronization
is via a KF, which requires knowledge about the error covari-
ances matrices for all the disturbances shown in Fig. 4. The
Kalman Gain matrix is recursively updated to find a tradeoff
between oscillator noise, and timestamping and propagation de-
lay errors in the bid to reduce minimum mean square offset
and skew. In theory, error covariance matrices can be adapted
during operation to take varying conditions and environments
into account, hence providing inherent adaptive control for CS.
However, often in Kalman-filter-based implementations such as
in [54], oscillator noise variance is derived from oscillator stabil-
ity data-based on the Allan variance [28], while other errors can
be updated “on the fly.” This makes the KF adaptive against all
errors in Fig. 4 except the oscillator error. A method to address
varying oscillator noise due to temperature variations is shown
in [55]. This approach, however, relies on neural network-based
training to provide clock offset estimate for synchronization.
In general, regardless of the method used to perform clock ad-
justment, an adaptive methodology is needed which can take
variations of the error sources, involved in synchronization, into
account.

E. Impact of Synchronization Rate and Packet Loss

Another important parameter for wireless CS is how often
synchronization packets need to be exchanged between the AP
and STAs. The synchronization rate is chosen to minimize the
combined effect of the oscillator error and quality of times-
tamps, along with propagation delay fluctuations. In general, a
higher synchronization rate in conjunction with HW timestamps
will improve CS precision. However, with SW timestamping,
this would imply frequently bringing noisy timestamps into the
controller. Thus, having a higher synchronization rate will not
significantly improve the performance in the presence of large
jitter coming from timestamps and/or from varying propagation
delays [56].

On the other hand, having a lower synchronization rate suits
the application as (to a certain extend) more bandwidth is avail-
able for real-time communication. However, a lower rate results
in larger deviations form the reference clock. In that case, the
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Fig. 5. Classification of CS protocols over IEEE 802.11.

overall error can be improved, e.g., by increasing the loop band-
width by choosing a higher value of kp and ki for a PI controller.
This will inevitably lead to lower overall precision than in the
case of higher synchronization rate [53]. At very low synchro-
nization rate (e.g., once every 10 s or more) for an XO, oscillator
wander will become the dominant noise source in the control
loop and use of HW or SW timestamping will become a moot
point.

Packet losses on the channel naturally result in a reduced
clock adjustment rate than desired, whose immediate impact is
a loss in CS precision. However, a more adverse effect comes
from the non-zero dead-time of the controller. Frequent packet
losses on the channel lead to higher dead-times inside the control
loop (regardless of using PI controller or the KF) which, in turn,
can result in control loop instability and/or complete loss of
synchronization. Hence, the control loop should be carefully
engineered not only to minimize the impact of timestamping
jitter and the oscillator phase noise in the best case, but also to
be robust against missing synchronization packets. For example,
the impact of successive packet losses can be minimized by
tuning the controller to rely more on the oscillator than on
incoming timestamps for clock correction. However, in the case
of packet losses over a larger time period, oscillator wander will
take place, as already discussed. In this case, both general data
communication and CS will be affected.

IV. SYNCHRONIZATION OVER IEEE 802.11

This section provides an overview and comparison of existing
synchronization schemes and protocols over IEEE 802.11. A
taxonomy of such schemes, which is relevant to forthcoming
discussion, is described at first (see Fig. 5).

A. Classification of CS Approaches

1) Centralized versus Peer-to-Peer (P2P) Synchronization:
In the centralized synchronization approach, a single
clock in the network acts as the main time source.
The clients exchange packets only with this reference

Fig. 6. Jumps in TSF timer due to periodic offset corrections [56].

clock for CS. For P2P synchronization, all clients can
communicate directly with each other and there is no de-
vice acting as the reference. Thus, each device can request
or share timing information with foreign devices. Within
the scope of infrastructure mode of IEEE 802.11, which
fits under the centralized CS approach, the protocols can
be either IEEE 802.11 compliant or are custom-designed
to suit underlying industrial applications. Such protocols
can be further classified as follows:

2) Absolute or Relative Synchronization: Absolute synchro-
nization aims at synchronizing devices in a network to an
absolute reference such as the International Atomic Time
(TAI) or Universal Coordinated Time (UTC), and is also
called external synchronization. It demands access to an
absolute time source (e.g., a receiver locked to global
positioning system (GPS) [57]). Relative (or internal)
synchronization is only used to ensure that synchronized
devices in the network share a common timebase. It is
used mostly for coordinating activities among network
devices, and for making distributed measurements in a
network.

3) Wired Protocol or Custom Designed: This classification
considers whether the protocol has been originally de-
signed for wired communication and is imported over
IEEE 802.11, or it was designed specifically to be used
over WLAN.

4) Client–Server or Master–Slave Synchronization: In the
client–server approach, the client requests to be synchro-
nized to the server which is the timing reference. In the
master–slave design, the master or the reference clock
is chiefly responsible for synchronizing the slaves in the
network via unicast or multicast messages.

5) Sender–Receiver (SR) or Receiver–Receiver (RR) Syn-
chronization: An SR synchronization approach is a sim-
ple centralized synchronization approach where the re-
ceiver synchronizes to the sender (reference). In the RR
paradigm, the receivers do not synchronize to the sender
time, but use a broadcast message from the sender as a
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timing signal. The receivers timestamp this timing sig-
nal and then exchange the timestamp information with
other receivers that have timestamped the same message.
The difference between other receivers’ timestamps and
its own timestamp is used by a receiver to steer the local
clock. Hence, all the receivers synchronize internally, and
not with respect to the sender.

Based on this taxonomy, different methods to synchronize
clock in IEEE 802.11 for the infrastructure mode are presented
in this section.

B. Relative Synchronization in IEEE 802.11 and Its
Limitations

In the infrastructure mode, the AP is the timing reference for
all STAs in the BSS; the AP synchronizes the STAs using the
basic timing synchronization function (TSF) method. The AP
periodically broadcasts the time from its TSF timer (TSFAP )
in dedicated Beacon frames. The timestamp inside Beacons
contains the value of the TSF timer when the first bit of the
timestamp is handed to the physical layer (PHY) from the MAC-
PHY interface, plus the transmission delay from the PHY to
the antenna. The receiving STA shall set the value of its TSF
timer (TSFSTA ) to the timestamp from the AP present inside
the Beacon. In addition to Beacons, Probe Response frames are
also used to perform TSF timer synchronization. However, these
frames are exchanged only when a STA joins the BSS; afterward
periodic Beacons are used by the STA to remain synchronized
to the AP.

It should be noted that the TSF-based synchronization does
not include any propagation delay estimation for offset esti-
mation. Therefore, synchronization in all these methods will
be biased. Nevertheless, performance requirements for TSF in
IEEE 802.11 are not particularly high; accuracy and precision
in the range of a few microseconds are sufficient, which is still
achievable with hardware timestamps from TSF timers even if
no propagation delay compensation is performed. From the ap-
plication usage perspective, it has not been possible to use this
scheme because TSF timers have traditionally been inaccessible
by the applications, and are used solely for IEEE 802.11 phys-
ical and MAC layer operations. This, however, has changed
in IEEE 802.11-2012, where the standard provides neces-
sary primitives to access the TSF timer from higher proto-
col layers, namely GETTSFTIME.request and GETTSF-
TIME.confirm.

It should also be highlighted that as the TSF method per-
forms only offset correction and no rate corrections, the TSF
timers in STAs are nonmonotonically increasing clocks due to
possible time wraps into the past and future. The measurement
results shown in [56, Fig. 6] show the instant of offset correction
for TSFSTA with O symbol, and the dashed lines highlight the
nonmonotonically increasing time which is the result of offset
only clock correction. Moreover, as the time error for rate im-
perfections increases linearly with the delay from the last offset
adjustment, the rate-induced error is not constant and is nonzero
mean. This error cannot be removed without rate corrections,
but can be minimized by choosing a small Beacon interval.

C. Absolute Synchronization Methods in IEEE 802.11
and Their Limitations

In addition to relative synchronization, IEEE 802.11 has also
defined two external synchronization mechanisms, which are
described below.

1) Timing Measurement (TM) Method: The TM method
is a synchronization scheme between STAs which uses two-way
packet exchange to achieve end-to-end synchronization. This
method is a part of IEEE 802.1AS-2011 [7], which is the stan-
dard to provide CS guidelines for time-sensitive applications
in wired-wireless audio–video bridging (AVB) networks. In the
TM methods, the timer used for timestamping has a resolution
of 10 ns. This implies that the TM mechanism does not employ
the TSF timer whose resolution is limited to 1 μs. IEEE 802.11
does not specify any additional information about the timer used
for timestamping in TM frames. It is assumed that this timer is
a built-in vendor-specific timer, can carry TAI or UTC time, and
complies with requirements of IEEE 802.1AS-2011 compliant
AVB networks. However, it is difficult to analyze the perfor-
mance of the TM method because of lack of available hard- and
software support. Nevertheless, with HW timestamping support
and with delay compensation via two-way packet exchange, it
is assumed that TM’s CS accuracy will be in the range of few
nanoseconds.

2) Timing Advertisement (TA) Method: This method al-
lows an AP to share timing information from a specific timing
standard such as UTC or TAI using its TSF timer. The AP broad-
casts a timestamp from TSFAP and the offset between TSFAP
and a local clock (LCAP ), which is part of the device (e.g., the
system clock), in the WLAN. Upon receiving a frame contain-
ing TA-related information, a STA also draws a timestamp from
its own TSFSTA . This receiver STA hands this timestamp, the
timestamp from TSFAP in the frame, and the (LCAP -TSFAP )
offset from the AP to its higher layers for synchronizing its
own local clock (LCSTA ) to LCAP . Just like simple TSF-based
synchronization, the TA method does not account for the prop-
agation delay from the sender to the receiver, and will suffer
from synchronization bias.

There are two obstacles in implementing the TA scheme,
which are shown in a simulation-based analysis in [58]. First,
LCAP -TSFAP offset and LCAP are running at different rates,
which will affect the LCAP -TSFAP offset. The standard requires
to synchronize TSFAP and LCAP , but leaves this task to the end
user. This can be achieved by periodically obtaining skew esti-
mates between TSFAP and LCAP using, for example, a KF, and
then updating the LCAP -TSFAP offset. Moreover, this LCAP -
TSFAP offset should be put into the frame by the PHY “on the
fly,” just like the TSFAP timestamp during transmission. Other-
wise, jitter from higher layers will be present in the offset which
will severely degrade synchronization performance. However,
such TA-compatible WLAN chipsets with “on the fly” offset
updates are not available in the market.

Another obstacle for the TA scheme originates from the ques-
tion when to draw the timestamp from TSFSTA for LCSTA to
LCAP synchronization, as TSFSTA and TSFAP also perform off-
set correction when, e.g., a Beacon frame carrying TA-related
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Fig. 7. Bias accumulated during offset corrections at the wireless
station [58].

information is received at the STA. Ifφ is the difference between
the skews of TSFSTA and TSFAP , then a bias ψ(t) = φ× (t
mod T ) is accumulated over the entire synchronization period
T . This bias is plotted for φ = 10 ppm and T = 1 s in Fig. 7.
If the timestamp from TSFSTA is drawn post offset correction,
then ψ affecting LCSTA -LCAP synchronization will be zero
(shown by Δ in Fig. 7). If the timestamp is drawn prior to
offset correction (shown with � in Fig. 7), then ψ = φT . How-
ever, according to IEEE 802.11 ([9, cf. 10.21.1]), the timestamp
from TSFSTA is drawn upon receiving the first byte of the times-
tamp from TSFAP in the incoming frame and not after offset
correction. Hence, the bias φT will be fed into LCSTA - LCAP
synchronization.

V. NON-IEEE 802.11 PROTOCOLS FOR CS

This section discusses different non-802.11 compliant mech-
anisms for CS. Based on the taxonomy in Fig. 5, such schemes
which provide strictly relative CS will be discussed first. The
rest of the CS methods can employ either relative or absolute
synchronization.

A. Schemes Providing Only Relative Synchronization

The idea of only providing relative synchronization in a
WLAN is based upon using the TSF timers at the application,
and exploiting the built-in TSF method for microsecond-level
accuracy. This has been made possible by the availability of open
source device drivers for WLAN chipsets from several vendors
[59], which provide an API for reading the TSF timer. It must
be noted that the TSF method does not compensate for the prop-
agation delay, and TSF timers in STAs are nonmonotonic, as
already shown, which is undesirable for applications.

To avoid this, Mahmood et al. [58] proposed a new protocol
called SyncTSF, which synchronizes LCAP to its TSFAP within
the device, and also synchronizes LCSTA to its TSFSTA . This
leads to end-to-end CS between LCSTA and LCAP as the TSF

timers are inherently synchronized through TSF. The use of the
PI controller for synchronization between a TSF timer and a LC
leads to smooth control and provides continuous time for the LC.
A limitation of this scheme is that the accumulated bias ψ due to
skew difference φ will be present at the STA as already shown
in Fig. 7. However, as the timestamps are being continuously
drawn from the TSFSTA for synchronizing LCSTA , the overall
bias will be approximately φT/2. This bias in SyncTSF can be
minimized by using a smaller T (i.e., the beacon interval in this
case), but this can lead to higher packet rate on the channel. For a
commonly used beacon interval of 102.4 ms, the CS accuracy of
SyncTSF is determined to be 1.8 μs; the CS precision turns out
to be 341 ns. To achieve maximum accuracy without increasing
the packet rate, rate reconnection between the TSF timers and
bias correction at the STA will be required.

A similar scheme is developed in [60] for CS in multimedia
applications, where virtual timers are drawn from TSFAP and
TSFSTA . This method also uses open source drivers for access-
ing the timers and uses software timestamping. This method is
affected by the noncontinuous nature of TSF timing correction
which is reflected in its performance. The minimum CS offset
is shown to be 10 μs but it can go up to 180 μs, which results in
low overall precision.

B. Existing Wired Protocols Over WLAN

The two commonly known CS protocols which are designed
for wired media, but have also been used for wireless syn-
chronization, are NTP and IEEE 1588 PTP. Both these proto-
cols are capable of distributing absolute or relative time in the
network.

1) IEEE 1588 PTP Over WLAN: PTP presents a master–
slave approach, where a single master clock continuously sends
multicast timing information to synchronize clocks on differ-
ent nodes. The master shares its time with the slaves using the
two-way messaging similar to Fig. 1. If the PHY of the master
clock supports drawing HW timestamps and putting it inside
the packet “on the fly,” then the M1 packet (called Sync in
PTP) multicasts the time to all slaves in the PTP domain. How-
ever, if this “on the fly” timestamping is not possible, another
packet, called Follow_up, is transmitted which contains the
actual egress timestamp t1 . The slave sends its egress timestamp
t3 in M2 packet (called Delay_Req in PTP) to the master
who, in turn, sends its ingress timestamp t4 in another packet
(called Delay_Resp) in PTP) to the slave. With the slave now
possessing t1 , t2 , t3 , and t4 timestamps, and assuming sym-
metric propagation delays, the offset between the master and
the slave can be computed using (5). It should be noted that the
Delay_Req packet is a multicast packet as per PTP, but should
be sent as a unicast in WLANs to directly calculate the offset and
delay between the AP and a wireless station. The master–slave
hierarchy in PTP is established using the default best master
clock algorithm (BMCA). However, for IEEE 802.11, the AP
can be considered the master which synchronizes all STAs in
the WLAN. Thus, as specified in [4], the default BMCA can be
replaced with a custom BMCA which always chooses the AP
as the master clock.
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The PTP implementation over WLAN has been first carried
out in [61] using SW and HW timestamping. The SW-based
implementation was carried out for both Windows and Linux
OS using built-in timers and interrupt-based timestamping. The
HW-timestamping platform was FPGA-based, and was attached
directly to IEEE 802.11b transceivers. The timestamps were
drawn upon receiving transmission and reception signals from
the transceivers. With HW timestamping, a mean CS error of
1.1 ns was achieved with a standard deviation of 3.1 ns. For
SW-timestamping, the mean clock error for both Windows and
Linux platforms was less than of 10 μs; the Windows platform,
however, had a lower overall jitter (2.2μs) as compared to Linux
(6.3 μs). A similar analysis has been carried out in [62], which
showed that even submicrosecond accuracy and precision are
possible with SW timestamping over Linux. Nevertheless, these
studies are limited in the sense that they only discuss overall CS
performance and does not investigate other parameters affecting
CS performance.

To overcome these limitations for SW-based PTP implemen-
tations over WLAN, Mahmood et al. in [43] have carried out an
analysis which measured interrupt handling and timestamping
delays and jitters for a Linux-based system, and have also pro-
vided a method to measure and calibrate fixed delays occurring
inside the WLAN chipsets. Using optimized PI controllers, the
overall CS error has been 59 ns with a jitter of 460 ns with only
SW timestamping.

As part of improving the performance of HW-based solu-
tions, Cooklev et al. in [63] analyzed the timestamping preci-
sion for the now defunct Intersil chipsets. Their proposed design
takes 39.44 μs to draw a timestamp with a standard deviation
of 145 ns for IEEE 802.11b devices. Another method which
proposes to use HW timestamping is described in [64], where
TSF timers are used for HW timestamping but both rate and
offset correction are being performed at the STA. Exel have
also only provided timestamping jitter, but have failed to pro-
vide end-to-end CS performance. This was achieved in [38] for
IEEE 802.11b devices. Using a custom-designed FPGA board,
HW timestamping delay of 89 ps and standard deviation of only
50 ps were achieved in this work. The overall CS accuracy was
shown to be 240 ps with a standard deviation of 531 ps, which
shows the potential of HW timestamping-based CS for wireless
communication.

2) NTP Over WLAN: NTP primarily is a client–server pro-
tocol. Devices in NTP act as either primary or secondary servers
or clients. The primary server derives its time directly from a
UTC reference clock like GPS. On the contrary, the client NTP
system can be synchronized to one or more upstream servers,
but it is not able to synchronize other clients. Thus, for an im-
plementation over WLAN, the AP can act as server, while the
STAs become clients. To calculate clock offsets, NTP also relies
on two-way packet exchange and its equation to calculate clock
offset matches (5).

As NTP has been designed to be used over the Internet, there
are many studies which highlight its performance and which
show how the propagation delay on the Internet affects its pre-
cision. Inside a WLAN however, the performance is limited by
where the SW timestamping is done. Thus, if it is done at the

application, the packet will face a random channel access delay,
which will increase the timestamping jitter. For a WLAN hav-
ing 100 STAs, average propagation delay for a semiconductor
factory using NTP over IEEE 802.11 [65] is shown to be 2.7 ms
with a standard deviation of 2.39 ms. The final CS precision
turns out to be 2.8 ms which varies with the number of STAs as
more STAs will result in higher channel access delays.

Mahmood et al. in [66] have tried to improve the CS perfor-
mance by doing SW timestamping at device driver level inside
the ISR, which can avoid channel access delays. This has re-
sulted in improving the precision by three orders of magnitude
to 5.27 μs. Further performance improvements can be obtained
by using NTP with HW timestamping as shown in [67], whose
approach results in a CS precision of 100 ns over Ethernet. This
indicates that HW timestamping solutions with NTP may also
lead to better CS performance over the wireless channel.

C. Customized WLAN Protocols

A custom-designed protocol for WLAN providing only rel-
ative synchronization was already discussed in [58]. Another
protocol providing absolute or relative CS, for real-time appli-
cations has been proposed in [69], which synchronizes all STAs
with SW timestamping inside the device drivers. The novelty of
this solution is that it is the first protocol of its kind to propose
storing timestamps inside Beacons for application synchroniza-
tion. In this way, there is no protocol overhead in establishing
CS using this scheme. Mock et al. have also proposed to in-
clude several older timestamps inside the Beacon instead of just
the latest one. In this way, if one Beacon is dropped, the next
Beacon will contain the lost timestamp for the dropped Beacon.
The clock adjustment itself is done with a rate correction-based
approach. A final CS precision of 150 μs has been achieved
using a proprietary driver on a Windows platform.

An algorithm called local selection (LS) to synchronize clocks
in a WLAN was designed in [70]. The LS algorithm involves
two way packet exchange for propagation delay calculations by
the STAs. The delay value, along with a timestamp from the AP,
is used to correct the STA clock only if the STA time is lagging
behind the AP time. In this case, the STA time is corrected to
represent the AP time. To make sure that the STA clock never
goes faster than the AP clock, rate estimation is performed
on the STA clock to slow it down. The idea of the algorithm
has been to do simple delay measurements and one-time rate
correction to achieve tight synchronization. However, the results
on a Linux platform with SW timestamping in the device driver
have shown that CS precision under 15 μs is achieved only when
periodic rate corrections are performed at the STA. Thus, the
performance of the LS algorithm coincides with that of a rate
and offset correction procedure, for example, a PI controller.

The protocols and schemes mentioned so far follow the
sender–receiver topology. However, a major source of jitter lies
at the sender in its channel access mechanism, which discour-
ages the use of SW timestamping at higher layers. The reference
broadcast synchronization (RBS) is a relative CS scheme [72]
which has been developed to synchronize the receivers not to
the sender but with each other. The receivers share the reception
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time of a broadcast frame from the sender with each other, and
then adjust their clocks based on the differences in the respective
reception times.

To fit this scheme in the scope of infrastructure mode of
IEEE 802.11, where one device remains the reference, refer-
ence broadcast infrastructure synchronization (RBIS) has been
proposed in [71]. In RBIS, the timing master is one particular
STA and not the AP. The reception of the Beacon frame from the
AP is timestamped by all STAs including the master STA. The
master STA then transmits its own timestamp to other STAs in a
separate frame which is used by STAs for synchronization. The
advantage of using another STA, and not the AP, as a reference is
that commercially available APs can be used without any modi-
fications in RBIS. In schemes like PTP, the AP’s firmware needs
to be modified to support timestamping in the device driver. In
RBIS, a simple PC with Linux and open source driver can act as
master STA, and the AP remains unmodified. This STA can be
connected to a GPS to provide absolute time in the network. It
should be noted that RBIS does not compensate for propagation
delay, which will lead to systematic bias. However, this bias
will depend upon the difference of propagation delay between
AP and STAs, and the propagation delay between AP and the
master STA. Thus, this bias will be smaller than the bias com-
ing from a typical sender–receiver protocol without propagation
delay compensation.

Finally, Cena et al. [73] propose a new CS scheme which
exploits the advantages of different already mentioned proto-
cols. In essence, this scheme proposes to store most, if not all,
of timing related information inside beacons to avoid any syn-
chronization overhead. If absolute CS is required, the AP can
be modified to support either the TA scheme or PTP with con-
nection to external reference such as GPS. If an unmodified AP
is a system requirement, RBIS can provide relative or internal
synchronization. Based on these and other minor modifications,
synchronization using SW timestamping support over commer-
cially available WLAN devices can be ensured. However, no
actual implementation of such a CS method is carried out.

VI. SUMMARY OF CS SOLUTIONS OVER IEEE 802.11

Table II summarizes various solutions for synchronization
over IEEE 802.11 in light of the classification made in Fig. 5. It
can be observed from this table that most of the non-IEEE 802.11
CS schemes can support absolute synchronization. This results
directly from the fact that before IEEE 802.11-2012, there has
been no support for application synchronization in the standard.
Thus, new CS solutions have to be developed, which are capa-
ble of providing absolute or relative synchronization. Another
observable trend is that the performance of CS is directly af-
fected by the timestamping mechanism being used. The SW
timestamping at the application is the worst in this regard as it
is affected by the jitter from the entire protocol stack; interrupt-
driven SW timestamping inside the device driver has resulted
in CS accuracy of less than 50 μs. With HW timestamping, CS
performance drops in the nanosecond range or below. To this
end, the TM scheme of IEEE 802.11 is significant as it offers
a standardized HW timestamping-based CS solution which can

compensate for the propagation delays and can also provide
absolute or relative application synchronization. The overall
performance of this scheme is yet to be established due to lack
of available HW and SW support to the scientific community.
Nevertheless, like other HW-based solutions, it can be assumed
to perform no worse than a few tens of nanoseconds. Thus, if
Table II is compared with generic application requirements from
Table I, HW timestamping-based solutions can easily provide
synchronization for all application classes. SW timestamping-
based solutions, in general, can fulfil the timing requirements
for classes 1 and 2, and will require optimized settings to satisfy
the requirement of class 1 applications.

Regarding protocol overhead, schemes (802.11-based or oth-
erwise) which exploit beacon frames for carrying timestamps
over the wireless channel do not require extra bandwidth. This
is one disadvantage of using existing wired protocols over wire-
less which use dedicated packets for timing support. However,
modified implementations of these protocols are discussed in
the literature; they also propose carrying timing information
in the beacons by the AP. This, in turn, leads to the issue of
modifying the AP inside the device driver to draw reliable SW
timestamps and fit them in the beacons as cited in [62] and
[69]. In this context, Cena et al. [71] is significant as it proposes
a SW timestamping-based solution which uses completely un-
modified APs, and proposes changes only in STAs.

Finally, although HW timestamping support undoubtedly im-
proves CS precision, optimized CS performance is obtained only
when along with timestamping capabilities, propagation delays
on the channel and within the devices are compensated, and
clock adjustment is done efficiently. This would lead to CS per-
formance in the nanosecond range with SW timestamping, and
in the picosecond range with HW timestamping as shown in
[43] and [38], respectively.

It should be noted that some studies for CS in WLAN based
only on simulation are also available in literature. Publica-
tions such as [74] and [75] provide simulations of PTP over
IEEE 802.11, but do not focus on correct modeling of times-
tamping errors, oscillator imperfections, and clock adjustment
procedures. They only provide an environment for performing
simulation, and hence such simulation-only studies are excluded
from this study.

VII. FUTURE TRENDS AND OPEN ISSUES

While previous discussion has focused on various aspects
of CS performance and existing synchronization solutions for
IEEE 802.11, the research on this topic is ongoing. There is still
a lot of room for improvement in terms of protocol design and
CS performance as discussed below.

A. High performance CS and Standardization Activities

While for most industrial applications, CS accuracy and
precision provided by protocols in Table II is sufficient, sce-
narios such as in wireless LXI [76] and time-based localization
require CS accuracy below 1 ns. This will require advanced
HW timestamping techniques, as existing work for high
performance CS over WLAN focuses only on IEEE 802.11b
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TABLE II
SUMMARY OF CS SOLUTIONS FOR IEEE 802.11

Description Timing Reference Timestamping Mechanism Propagation Delay
Calculation

Protocol Overhead Accuracy Precision

IEEE 802.11-based solutions

TSF Scheme [9] Relative HW None None 4.0 μs <1.0 μs
Timing Measurement (TM) method [9] Absolute/Relative HW Two-way None NA NA
Timing Advertisement (TA) method [9], [58] Absolute/Relative SW None None 0.50 μs 2.50 μs

non-IEEE 802.11 solutions

TSF with virtual clocks [60] Relative SW None None 10.00 μs NA
SyncTSF [58] Relative SW None None 1.80 μs 0.50 μs
PTP using Windows driver [68] Absolute/Relative SW Two-way Yes 5.50 μs 6.30 μs
PTP using Linux driver (1) [61] Absolute/Relative SW Two-way Yes 2.30 μs 4.40 μs
PTP using Linux driver (2) [62] Absolute/Relative SW Two-way Yes 6.60 μs 0.59 μs
PTP with optimized parameters in Linux [43] Absolute/Relative SW Two-way with in-device

delay compensation
Yes 59.00 ns 0.46 μs

PTP with HW timestamping (1) [68] Absolute/Relative HW Two-way Yes 1.10 ns 3.10 ns
PTP with HW timestamping (2) [38] Absolute/Relative HW Two-way with PHY

delay compensation
Yes 240.00 ps 531.00 ps

NTP with application timestamping [65] Absolute/Relative SW Two-way Yes 2.72 μs 2.39 ms
NTP with timestamping in the driver [66] Absolute/Relative SW Two-way Yes 0.50 ms 5.27 μs
Application CS with Beacons [69] Absolute/Relative SW None None NA 150 μs
LS Algorithm for CS [70] Absolute/Relative SW Two-way Yes 35.00 μs 15 μs
Infrastructure mode-based RBS [71] Absolute/Relative SW None Yes 0.20 μs 0.18 μs

devices [38], [61]. On the other hand, COTS IEEE 802.11
devices contain OFDM-based PHYs, and HW timestamping
for such devices is an ongoing task [77], [78]. The IEEE 802.11
standardization committee is also focusing on supporting high
accuracy as part of improving its localization support. The
IEEE 802.11az amendment [79] will propose a fine timing
measurement (FTM) scheme which will enable absolute and
relative localization with better accuracy. The FTM scheme
is an extension to the existing TM scheme, and apart from
improving certain protocol features, FTM requires the HW
timestamps to have a resolution of 100 ps compared to 10 ns
in the TM scheme [80]. This, in turn, reduces the standard
deviation of the quantization error from 2.9 ns to 29 ps and
hence, helps ensuring subnanosecond CS support which is a
prerequisite for position determination within ±1 m range.

Finally, the two-way packet exchange for determining prop-
agation delay is valid only for static devices or devices with
limited mobility, e.g., a moving hand of a robot. For mobile
devices such as automated guided vehicles on the factory floor,
propagation delays will change as a function of speed of the
STAs in the WLAN. A simple two-way packet exchange to
determine the offset in such scenarios will suffer from asym-
metries which will lead to synchronization bias. The magnitude
of this bias will be critical for applications which are seeking
very high accuracy. Therefore, the effect of the speed of mo-
bile STAs on synchronization accuracy, along with methods to
properly compensate these varying propagation delays, needs
further investigation.

B. Synchronization Support in Hybrid and
Mesh Networks

For a successful deployment of a wireless network in in-
dustry, it is required to integrate it into a wired system [17],
[26], which leads to a hybrid wired/wireless communication

system. From the timing perspective, the seamless integration
of a hybrid of wired and wireless systems must be ensured by
using an interoperable solution for providing a global time base.
However, it is shown in [81] that the concatenation of different
communication systems with different asynchronous cycles has
a negative impact on the overall temporal behavior of the sys-
tem as the communication cycles need to wait for each other.
This aspect is seldom considered in the literature and must be
further investigated. In that respect, an example of hybrid syn-
chronization protocol can be IEEE 802.1AS-2011, which offers
synchronization in wired-wireless AVB networks. As already
mentioned in Section IV, the TM synchronization method is
used for exchanging timestamps between wireless stations to
achieve synchronization. From the protocol perspective, the ex-
change of timestamps is carried out via the IEEE 802.11 MAC
layer management entity (MLME) which is operating at the
MAC layer. However, the request to start synchronization comes
is originated in the media-dependent (MD) layer, which itself
is operating at logical link layer. Using primitives defined in
the IEEE 802.11, the MD layer communicates with the MLME
to perform packet exchange for two-way synchronization. The
MD layer also contains state machines for master and slave-
based operations; upon deciding whether a wireless device is
acting as the master or the slave in the network, the appropri-
ate state machine is used for synchronization. One limitation
of wireless synchronization in IEEE 802.1AS is that the syn-
chronization packets between the master and each slave device
are unicast, which can lead to higher bandwidth consumption
by each slave in the wireless network to become synchronized.
Hence, though not completely suited for use in industries, the
protocol sets a valid precedent for achieving synchronization in
hybrid systems.

The IEEE 802.1 time synchronized networking also specifies
extensions to guarantee a very low latency and a high reliability
for audio/video streaming, and potentially for future industrial
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communication systems [82]. The 802.1AS-2011 standard is
intended to be used here as well for specifying the timing and
synchronization for time-sensitive applications, but research in
IEEE 802.1 hybrid systems is ongoing and not much published
results are available.

Even though this study focuses only on infrastructure mode
of IEEE 802.11, future wireless systems might require even
more flexibility and interdevice communication. Wireless mesh
networks are a promising solution for industrial communication
systems of the future [83], because they are far more flexible in
nature and can be considered as a wireless backbone network.
They can support features like self-organization, which automat-
ically establishes the wireless backbone without any manual in-
tervention, and self-healing, which can select alternative routes
whenever node or link failures occur [84]. Due to the required
real-time capabilities of such networks, CS will also become a
major topic of research in future mesh networks. One example
of such an advanced mesh network is the IEEE 802.15.4e [85]
standard amendment of IEEE 802.15.4. It targets industrial ap-
plications and its main feature is the time synchronized channel
hopping to increase the reliability of transmissions and reduce
the energy consumption of nodes. For such a mesh network, an
achievable latency of ≥100 ms and a CS accuracy in the range
of 1 ms are cited in [86]. Similar research for the IEEE 802.11
mesh networks can lead to long-range flexible networks, which
opens the doors for further research on protocol design and high
performance for CS in this field.

C. Fault Tolerance, Robustness, and Security

Whereas CS accuracy and precision are keenly sought while
designing a protocol for WLAN, robustness and fault tolerance
are often not given due attention. In general, fault tolerant pro-
tocol design for CS have been an active research topic; a survey
of such protocols for wired networks has been provided in [87].
However, these protocols are not optimized against faults en-
countered in wireless networks. For example, packet losses is
more common over the wireless channel than in wired networks.
This leads to retransmissions and an increase in the synchroniza-
tion overhead on the channel, but not many CS protocols contain
features to mitigate packet losses. Mock et al. [69], [71] have
offered robustness against loss of synchronization packets on
the wireless channel by putting previous timestamps along with
the current one inside synchronization packets. However, if the
packet losses occur frequently and over a large time interval,
the impact of oscillator wander and control loop dead-time is
introduced at STAs which will result in loss of precision or even
lead to control loop instability. Hence, CS robustness should be
sought not only from the protocol perspective, but also from the
perspective of clock adjustment. An example of robust design for
wireless synchronization is [88], where a special rate-base KF
is added in the control loop specifically to avoid loss of stability
and precision. Another approach for robustness against packet
loss is to send synchronization and all time-critical packets on
two different channels [89], [90]. At present, mostly simulation-
based studies are available for such an idea but research is being
carried out to provide fault-tolerant CS support against packet

losses in actual industrial scenarios [91]. The rise of WLAN
mesh networks can also offer robustness by, for example, rout-
ing synchronization messages over different paths to other mesh
STAs. Hence, fault tolerance and robustness is a crucial topic in
wireless CS for both standalone networks and hybrid or mesh
networks, and requires further investigations.

Finally, as CS is an essential and crucial network service for
many applications, it can also be the potential target of attacks
[92], [93]. IEEE 802.11 has a built-in mechanism of encryption
and four-way key-exchange to ensure security over the wireless
channel. However, security threats can still be present at higher
protocol and cannot be mitigated only by encryption. Examples
of such threats can be inserting messages with false timestamps,
modifying timestamps, or delaying synchronization packets in
order to maliciously disturb the CS. Especially in precision CS,
straightforward application of standard IT security mechanisms
such as IPsec is also not easy as it affects synchronization accu-
racy [94], [95]. Moreover, interfering and jamming devices in
WLANs also affect all kinds of communication including syn-
chronization. In this regard, the approaches of [90], [96] to send
data on two different channels, can mitigate attacks against in-
terfering and jamming devices which are attacking a particular
channel in WLANs. Nevertheless, mitigation techniques against
security threats for single-hop or multi-hop IEEE 802.11 net-
works in general, and CS in particular, are another open research
topic.
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