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Guest Editorial
Big Data Analytics: Risk and Operations
Management for Industrial Applications

B IG DATA research has been a popular research topic over
the last few years. It not only generates enormous attention

compared with other research trends in the past, but also covers
diverse and wide disciplines in its applications. This probably
leads to the fact that the growth of this community is unpar-
alleled, and attention being drawn to this research “buzzword”
is growing at an explosive pace. It is simply not a business
jargon! Above assertion can be supported by Table I, which
summaries the number of publications in recent years. The data
were obtained by searching the term “big data” via three com-
mon scholarly databases. The search is simple and no screening
was conducted, but the numbers are very representative and
impressive.

One reason big data research is so popular is owing to the fact
that the data are generated from real-life environment or appli-
cations. For example, many smartphone applications can help
track countless transactions for making business-related deci-
sions [6]. Internet of Things can help collect data on a real-time
basis literally without any physical boundary [8]. In this connec-
tion, the usages or applications of big data seem unbounded as
well. The challenge, however, is that the size of such data gener-
ated nowadays is huge, making it meaningless to talk about how
much data are generated every day, as the figure keeps changing.
If a number is quoted here, it will be different after you finish
reading this editorial! In this connection, handling data is diffi-
cult, and how many applications or companies can truly utilize
the value hidden in those data is worth studying (e.g., [11]).

Above backdrop leads to the development of this Special
Section, which focuses on the exploitation of data collected via
industrial sensor networks (be it wireless or not) [7], Internet-
based applications [12], or so, for industrial applications. For
the sake of this Special Section, the guest editors label such data
“industrial big data.” In analyzing these industrial big data, we
rely on the advances in technology to collect data. Neverthe-
less, latest development of the technology is out of the scope
of this Special Section. This Special Section focuses more on
the handling and analysis of the collected data. It is expected
that analyzing the data can improve the reliability of industrial
systems by predicting the occurrence of potential risks and then
rectification can be made accordingly. Such risks are inevitably
linked to uncertain factors hidden in the systems that can be
revealed by the data analysis process. Fig. 1 helps depict this.

The major difference between Fig. 1(a) and (b) is the nature
of data for the control mechanism. In Fig. 1(a), which illustrates
traditional control systems, shows how the monitoring system
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TABLE I
NUMBER OF PUBLICATIONS WITH THE SEARCH TERM “BIG DATA”

(ACCESSED ON 3/3/2016)

Year of Publication Google Scholar IEEE Xplore Science Direct

2010 1880 5 27
2011 3220 15 45
2012 9510 239 157
2013 23400 1338 622
2014 33900 2464 1529
2015 38800 3366 3606

Fig. 1. Control systems. (a) Traditional industrial control systems.
(b) Big data-based industrial control systems.

records predefined and structured data. Then, structured deci-
sion can be made based on the designated control algorithm.
In other words, the operations of the whole industrial system
follow certain logic based on the sensory network in the system.
Fig. 1(b) depicts how big data have changed the system. The
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predicted plan is not prepared based only on, for example,
forecasting techniques but the big data. The data, which include
both big data and process-related input and output data, are
handled by the processing unit which makes prediction and then
the operations of the whole system will follow the prediction.
The major barrier is that the input data would be unstructured
due to the nature of the sensory network; otherwise, the system
could be classified as the traditional system in Fig. 1(a) with
more inputs very easily. In this connection, the data processing
unit (DPU) is the core engine of this big-data-based industrial
system. In fact, this is the same as any other type of big-data-
based systems, and the only difference is the final applications
generated from the data. In summary, the traditional system in
Fig. 1(a) is more reactive, whereas the big-data-based system
in Fig. 1(b) is more predictive, if not proactive, in nature. This
is also the reason why such systems sometimes are referred to
as data-driven systems because a pure theoretical framework is
not sufficient to explain the behavior of the systems.

There are many ways to design the DPU, and this is exactly the
focus of this Special Section. Due to the unstructured nature of
the data, intelligence is almost always a necessary element in this
DPU. Otherwise, the DPU would not be able to react to the input
data. Therefore, learning algorithms are still very big concerns
in relevant research studies. Such learning algorithms analyze
the data and then make intelligent decisions so that uncertainty
and hence risk of the system can be kept at a minimal.

In general, the DPU aims to extract the relationships among
data, which are normally grouped into clusters based on the
similarity of the data. Then, using these clusters, the relation-
ship between the inputs and the output is identified which helps
yield correct actions or decisions. The input data sometimes are
well structured already due to the system designs, but the inter-
relationships among factors or clusters are unknown, or keep
changing. The rationale behind the grouping or clustering is
straightforward: To breakdown the big dataset into smaller, man-
ageable clusters (i.e., factors on some occasions) in order to sim-
plify the problem. Computational power is also a contributing
factor that requires such scaling down of the high volume of data.

After forming such clusters, regression, particularly linear
regression or logistic regression, is the most basic technique
to identify the relationships between the inputs and the output
in order to investigate the relationships of the clusters. The
shortcoming of this approach is that, no intelligence is included,
and the only “reactive” element could be a dynamic algorithm to
conduct regression iteratively. In addition, nonlinear regression
would be difficult, if not impossible, to design. Obviously, time-
series analysis can be added on top of such regression so that
longitudinal data can be considered to improve the reliability
and robustness of the algorithms.

Learning algorithms are very common in related studies to
resolve the nonlinearity issue of regression. There are broadly
two types of such learning algorithms: 1) supervised learning;
and 2) unsupervised learning. Both types aim to achieve the
same objective, which is to make use of training data (normally
historical data) to determine the equations between the input and
output variables. Supervised learning can handle the relatively
structured pair of inputs and outputs. In other words, it is

relatively easy to compare the actual outputs and the trained
outputs. To be precise, the differences can be treated as the
errors of the training algorithms. Therefore, most industrial
systems can be configured under this category. Some examples
of supervised learning algorithms are support vector machines
(SVM) [9], which is designed for classification and regression
analysis. Furthermore, nonlinear regression is possible with
SVM. For instance, Garcia Nieto et al. [10] applied SVM in
a nonlinear model to evaluate the remaining life and reliability
of aircraft engines.

However, when big data are taken into account, unsupervised
learning may be required due to their variety and unstructured
nature. This learning approach reveals the hidden relationships
from the input variables given the corresponding outputs. In
this connection, clustering is normally a prerequisite in the
data analysis process. k-means clustering is a commonly em-
ployed clustering method that is a centroid-based approach to
allocate different inputs to k clusters so that the centroids among
the clusters are balanced. For example, Bishnu and Bhattacher-
jee [4] applied the k-means clustering approach for faults pre-
diction in software modules. Other clustering methods are more
or less similar with an aim to balance the distribution of the
clusters based on some parameters (e.g., distance, density, and
so on). Readers are referred to a recent survey conducted by
Fahad et al. [5] on clustering methods for big data analysis.
Some approaches incorporate the clustering algorithms into the
learning process, such as artificial neural network (ANN) [1].
The most famous applications of ANN are computer vision and
pattern recognition [2], [3].

Despite the rich discussion on big data research on many ap-
plications, published studies are still very loosely coupled and
real application of big data research is still at the exploratory
stage. The former is probably due to the scope of big data
research, which is diverse. The latter is probably due to the
large scale of data involved and implementation of relevant
systems takes time, let alone the complexity to classify and
analyze the data. In this connection, this Special Section col-
lects most recent research on a number of areas on risk and
operations management for industrial applications based on big
data.

With the analysis of a huge volume of transaction data, the
marketplaces may exhibit many new properties under multi-
ple risks. In the paper “European option pricing with a fast
Fourier transform algorithm for big data analysis,” Xiao et al.
[13] applied the fast Fourier transform (FFT) algorithm to cap-
ture these newly developed features using the European options
approach. The algorithm provides a quick solution in relation
to high-speed data generation. The authors first used statisti-
cal analysis and stochastic differential equations to verify and
model the new properties. They further derived the closed-form
solution with the characteristic function method, and provided
a FFT-based numerical algorithm. The study contributes to this
Special Section by building an innovative stochastic model to
depict newly emerged risk factors in the market and provide
an accurate pricing tool. Furthermore, an efficient numerical
algorithm is proposed to better address the corresponding big
data.
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In various industrial fields, big data need to be gathered on a
real-time basis for analyzing the risks of industrial operations.
Nowadays, indoor wireless sensor network (WSN) has become
the key technology to gather the real-time big data in a complex
indoor industrial environment. However, a major challenge for
indoor WSN is to ensure that big data can be transmitted to
the data center when the industrial environment is changing. To
solve this problem in their paper “A real-time big data gathering
algorithm based on indoor WSNs for risk analysis of industrial
operations,” Ding et al. [14] developed an energy-balanced real-
time big data gathering (RTBDG) algorithm based on indoor
WSN. The received signal strength indicator values are used
to determine whether two sensors nodes can communicate with
each other instead of the distance between two sensor nodes. The
RTBDG algorithm has an adaptive capacity in a complex indoor
environment, and it not only efficiently uses the limited energy
of network nodes but also balances the energy consumption of
all nodes.

In the context of big data analytics, soft sensors are aris-
ing as an important technology for estimating quantities that
are costly or impossible to measure. Soft sensors are generally
based on machine learning techniques that are becoming more
and more promising owing to their versatility to treat multiple
data sources and formats. In order to exploit time-series data
for predictive modeling, it is necessary to summarize the in-
formation they contain as a set of features (to use as model
regressors). Typically, this is done in an unsupervised fashion
using simple techniques, such as computing statistical moments,
principal components, or wavelet decompositions, often leading
to significant information loss, and hence suboptimal predictive
models. In the paper “Supervised aggregative feature extraction
for big data time series regression,” Susto et al. [15] introduced
a methodology called SAFE (supervise aggregative feature ex-
traction), which exploits a functional learning paradigm in a
supervised fashion to derive continuous smooth estimates of
time-series data, while simultaneously estimating a continuous
shape function yielding optimal predictions. Using simulation
studies and a practical semiconductor manufacturing case study,
the strengths of the SAFE are shown with respect to standard
feature extraction approaches.

Failure mode and effect analysis (FMEA) is a well-
established method in risk management. In the paper “Data-
driven system reliability and failure behavior modelling using
FMECA,” Khorshidi et al. [16] examined a data-driven system
to evaluate reliability of industrial systems using FMEA. An
algorithm is proposed using soft computing techniques for risk
management of complex systems based on qualitative data. In
their study, a hierarchical structure from failure mode level to
system level is introduced. Based on this structure and qualita-
tive data of FMEA’s parameters, an overall failure index (OFI)
is proposed to aggregate the failure measures through the whole
system. In addition, OFI can be used to prioritize the improve-
ment actions. Subsequently, two optimization models, a linear
and a nonlinear, are developed to find the optimal actions sub-
ject to budget constraint. The algorithm was verified with a case
study.

In the paper “Wind turbine modeling with data-driven meth-
ods and radially uniform designs,” Tan and Zhang [17] pro-
posed a radially uniform design to rapidly sample informative
data points from a big dataset for facilitating data-driven anal-
yses. A large volume of industrial wind turbine data is applied
to evaluate the effectiveness of the proposed radially uniform
design. Data mining algorithms including ANN, multivariate
adaptive regression splines, SVM, k nearest neighbors, and lin-
ear regression are utilized to develop data-driven models based
on data points sampled with the radially uniform sampler and
the complete dataset. The comparative analysis reports that the
modeling results based on sampled data points and a complete
dataset are close. The radially uniform sampler is also compared
with the random sampler and maximin sampler. Extensive com-
putational experiments are performed to prove the advantage
of the radially uniform algorithm in sampling informative data
points. Computational results also show that the radially uniform
sampler is more effective in sampling data points for building
nonlinear data-driven models.

In the paper “A big data clustering algorithm for mitigating
the risk of customer churn,” Bi et al. [18] proposed a new big
data clustering algorithm called the semantic-driven subtractive
clustering method (SDSCM), and successfully implement it
through a Hadoop MapReduce framework in the industrial
application of China Telecom. Results show that SDSCM has
a stronger semantic strength and the parallel one enjoys a fast
running speed when dealing with telco big data. The SDSCM
improves the accuracy of the subtractive clustering method
and decreases the risk of imprecise operations management
by using axiomatic fuzzy sets. Additionally, the industrial
application of parallel SDSCM to China Telecom offers novel
insights for managers to raise the level of customer churn risk
management in the big data context.

In the paper “Dynamic pricing and risk analytics under com-
petition and stochastic reference price effects,” Wu and Wu [19]
employ a mobile phone case to determine the optimal pricing
employed in a competitive market. To deal with the uncertainty,
stochastic modeling is applied to take dynamic customer pref-
erence and reference prices into consideration. Their study il-
lustrates that such industrial big data can help overcome the
uncertain factors in making decisions.

The Guest Editors are glad that they received overwhelming
responses to the call for papers, and they hope that you enjoy
reading this Special Section as much as they did editing it.
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