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Abstract—Islanded operation of microgrids (MGs) with
parallel-operated inverters imposes many control chal-
lenges in terms of stability and dynamic behavior, espe-
cially at contingency events. Hence, improving the dynamic
performance and the stability margin is essential for robust
MG operation. Therefore, the fractional-order derivative
(FOD) droop controller is proposed to achieve these goals.
A detailed small signal model is developed for the entire MG
with the proposed controller and then used to assess the
stability of the MG. The FOD and the integer-order deriva-
tive (IOD) droop controllers are applied to a benchmark
MG and tuned via an optimization procedure under multiple
loading conditions. The results show that the extra degrees
of freedom introduced by the FOD droop facilitate pushing
the dominant modes toward the required stability region.
The proposed FOD droop is compared to the IOD droop,
conventional droop, VOC, and virtual synchronous gener-
ator controllers under several contingency events and a
reconfiguration scenario using MATLAB/SIMULINK, where
the proposed controller shows superior performance. The
experimental validations demonstrate the improved power-
sharing performance of the proposed FOD droop controller.

Index Terms—Derivative droop, droop control, fractional
control.
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I. INTRODUCTION

M ICROGRIDS (MGs) have proven to be a feasible alterna-
tive to adjusting the existing grid networks to cope with

the increasing energy demands [1], [2], [3]. This is because, in
MGs, long transmission lines are avoided by placing the gener-
ation closer to the demand. Dispatchable sources, such as diesel
generators, and nondispatchable sources, such as PV and wind,
are deployed in MGs and termed distributed generation (DG).
These DGs are interfaced through power electronic converters,
which are classified based on their operation mode intro grid
following and grid forming inverters [4]. In the islanded mode
of operation, a MG has to operate independently and maintain
its own voltage and frequency locally [5]. However, MGs suffer
from lower inertia compared with traditional power systems due
to the absence of rotating mass and the higher penetration of
inverter-based resources (IBRs). So, the modeling, control, and
stability improvement of parallel-operated inverters in islanded
MGs have attracted the attention of many researchers.

In islanded MGs, many of the control methods employed for
controlling the parallel operation of inverters are inherited from
the behavior and control techniques of synchronous generators
(SGs). Active power oscillation is a known disadvantage of
parallel SGs. Yet, SGs have good overload capabilities, which
makes these power oscillations not a critical problem. However,
for parallel inverters, the power electronic switches have limited
overcurrent ratings, and such power oscillations can damage
these switches and lead to unsafe system operation during load
transients [6]. So, many techniques have been proposed to
improve the transient dynamics of power oscillations without
affecting the steady-state active power-sharing performance.
In [6], improved damping of the active power oscillations was
approached by adjusting the virtual stator reactance to achieve
approximately equal total output per unit reactance between
connected virtual synchronous generators (VSGs), which led
to an increased active power-sharing damping ratio. A power
oscillation suppression control strategy was proposed in [7]
for the case of parallel synchronverters via virtual damping
term (for response speed) and virtual impedance (for oscilla-
tions reduction). Acceleration control via frequency derivative
feedback and disturbance compensation via the derivative of
active power feedback were used as a damping strategy for
power oscillation in parallel VSGs [8]. The time derivative of
active power was used in a decentralized mutual damping control
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scheme for parallel VSGs [9]. The experimental results showed
an improved settling time (ST) of active power oscillations,
but the overshoot was only slightly improved compared to the
conventional VSG method. A virtual oscillator frequency locked
loop was proposed to estimate grid frequency and implement
local friction damping torque to diminish power oscillations
in parallel connected virtual synchronous machines [10]. A
mutual damping control scheme was proposed for a consensus
algorithm incorporated with a model predictive controller to
reduce power oscillation at load disturbance in the case of
multi-VSG islanded MG [11]. A center of inertia estimator
was implemented in a distributed control scheme for multi-VSG
grids to reduce power and frequency oscillations and improve
dynamic performance [12]. A decentralized transient damping
controller, which created two extra degrees of freedom, was used
to suppress power oscillations in parallel VSG systems during
load transients [13].

Droop control is a type of decentralized primary control,
which is dominant in MG control due to its simplicity, ease
of installation, and operation without communication links. It
resembles the operation of synchronous generators in traditional
power systems. However, it is known to show oscillatory re-
sponse and a small stability margin, especially at the increasing
number of grid-forming inverters [14]. The stability margin was
increased using a series of lead compensators in the P–f droop
control loop, where two stages were enough to triple the value
of the maximum active droop gain [15]. A modified power
measurement filter was proposed in the conventional droop
controller to eliminate the effects of the distribution system lag
factor and the EM induced coupling and damping, and it showed
an increase in the stability margin [16]. The interaction between
droop-controlled inverters through the power network was stud-
ied in [17], where a robust H∞ controller was used to suppress
the low-frequency oscillations and act as a replacement for
the virtual impedance loop. An inner-loop disturbance observer
controller combined with a V–I droop controller was introduced
to address the impacts of feeder impedance and PCC voltage
variations on active and reactive power sharing [18]. A domain-
enriched optimization algorithm was proposed to improve the
dynamics of islanded droop-controlled MGs [19]. The optimiza-
tion problem aimed at finding the best controller parameters
using an eigenvalues-based fitness function. A dynamic droop
controller was proposed to address the transient power-sharing in
islanded MGs [20]. The controller involved a differential control
loop consisting of a bandpass filter, a proportional derivative
controller, and a damping loop, which is a highpass filter.
Adaptive droop coefficients, based on output currents, were
proposed for conventional droop control to enhance transient and
steady-state power-sharing in stand-alone MGs [21]. However,
the proposed controller induced power-sharing oscillations in
some of the studied cases while improving overshoot.

A PID/PD droop controller was proposed in [22] to im-
prove the transient response of single-phase parallel-operated
inverters. This controller had the same steady-state perfor-
mance as the conventional P–f /Q–V droop while being able
to adjust the dynamic response via proper tuning of the new
controller’s gains. Similarly, a PD/PD droop controller was
proposed for theP–V /Q–f droop controller used in low voltage

single-phase MGs with resistive line impedance [23]. A PD/PD
droop control scheme in dq frame was proposed for the first time
for 3-phase parallel-operated inverters in [24]. The derivative
droop gains, seen as extra degrees of freedom, were scheduled
through small-signal analysis to maintain a particular transient
response irrespective of the loading condition. After that, the
PD droop, also known as the derivative droop, has been used
inside larger control structures as the control part that provides a
more stable and robust performance of power-sharing dynamics.
A control scheme was proposed for MG converters in [25]
that is composed of an α–β frame voltage controller and the
derivative droop controller. The gains of the derivative droop
were optimized using PSO based on the transient response of
the power-sharing dynamics at multiple MG operating condi-
tions and contingency events. The derivative droop controller
was compared with the conventional droop controller, and it
showed an improved response in several aspects, including the
circulating current transients. The whole cycle adaptive droop
was proposed in [26], which is an adaptive and nonlinear version
of the derivative droop where the derivative gains are functions
of the active/reactive powers and their derivatives. The controller
was used, in conjunction with virtual impedance and improved
power calculation, in an auxiliary parallel system to mitigate the
trade-off between voltage regulation and active power sharing
in P–V/Q–f droop. The derivative droop was used in a hybrid
cost-based droop control to achieve optimal generation while
maintaining an improved stability margin [27]. The stabilizing
impact of the reactive droop and reactive derivative droop was
intensively studied in [28]. It was revealed that the derivative
droop in the reactive path alone is capable of improving MG
stability while sustaining equal power sharing.

Based on the above, the literature on power oscillation
suppression mechanisms in islanded MGs is oriented toward
multi-VSG and VSM-based MGs, with limited consideration
for droop-based MGs despite the prevalence of the droop
controller in practice. Also, it is evident that the derivative
droop is a suitable controller for improving the damping of
the power-sharing dynamics, as its overshoot and ST are better
than the conventional droop controller. IOD droop achieves
that without affecting the steady-state characteristic, making it
and similar approaches excellent retrofits for the widely used
droop controller. However, it has some limitations exemplified
as the tradeoff between power-sharing speed and overshoot, as
analyzed in Section II. Nevertheless, any further improvement in
IOD droop dynamic response requires extra degrees of freedom,
which can be provided using fractional order controls. To the best
of our knowledge, the fractional-order version of the derivative
droop controller has not been studied in the literature despite the
proven advantages of FO controllers in improving MG dynamics
compared with the IO controllers. For example, an adaptive
fractional-order grid frequency controller was recently proposed
for the doubly fed induction generator wind turbine [29]. A FOD
of the grid frequency of order between 1 and 2 was used in the
inertia controller. A fractional order of 1.3 was recommended,
where the frequency drop and fluctuations are at their minimum
based on a simulated real grid from Ontario, Canada. This
promising result and many others have motivated the authors to
study the FOD droop and compare its performance against the
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TABLE I
LIST OF ACRONYMS AND THEIR DEFINITIONS

conventional droop controller, the original IOD droop, and VOC
and VSG, which are two recent grid-forming controller schemes.
The proposed controller is carefully analyzed from a theoretical
perspective, and a detailed implementation is given. The FOD
droop shows enhancement in different aspects of power-sharing
dynamics, as illustrated through multiple simulations as well as
experimental case studies.

The contributions of this work can be summarized as follows.
1) Improving the transient response of the power-sharing

dynamics using FOD droop, which leads to an increased
stability margin, a more robust response, and a reduction
of stresses on the power electronic switches in the case
of several tested contingency events and hardware vali-
dations.

2) Developing a method to realize biproper transfer func-
tion approximations of the fractional-order operator sγ

without affecting other integer order states.
3) Provide the complete SSM of the MG under the proposed

controller, which is then used to obtain the eigenvalues of
the system and tune the controller.

Table I summarizes the acronyms used in the article, and the
rest of this article is divided into multiple sections as follows.
Section II provides a simplified small signal analysis of power
oscillation mechanisms for parallel-operated VSCs and com-
pares the performance of the proposed FOD droop, IOD droop,
conventional droop, and VSG control. Section III discusses the
proposed controller and provides a detailed small signal analysis
of FOD droop-controlled MG. Section IV contains the simula-
tion verification of the proposed controller, its proposed tuning
method, and its comparison with other grid-forming controllers
under multiple disturbance events. Section V is dedicated to the
sensitivity analysis of the proposed controller gains and orders
and the proposed controller’s performance under the uncertainty
of several MG parameters. The experimental validation of the
proposed controller is discussed in Section VI on a Lab-scale
MG.

II. POWER OSCILLATION MECHANISM OF PARALLEL VSCS

A. Fractional-Order Calculus Preliminaries

Fractional calculus is a recently rediscovered mathematical
tool that has drawn the inquisitiveness of many researchers

due to its flexibility in modeling and control of dynamical
systems [30]. It deals with models described by noninteger
order integrals and derivatives, so it is a generalization of the
traditional integer order modeling and control methods. The
extra degrees of freedom emitting from the new fractional orders
parameters have been shown to provide better representations of
real-world phenomena and achieve better control performance
that was simply unattainable with the traditional integer order
tools [31], [32].

Within the scope of fractional-order control, efficient ap-
proximations of the fractional-order operators (integrals or
derivatives) are needed for practical realization purposes [33],
[34], [35], [36]. Also, these approximations enable the use of
well-accepted integer order simulation software and stability
assessment methods when designing FO controllers. These ap-
proximations are either based on time or frequency domain
resemblance to the ideal fractional order operator but with
more focus on the operating requirement of interest. Frequency
domain approximations are designed to emulate the magnitude
and frequency responses of sγ within a predetermined frequency
range, which is chosen to track the important dynamics of the
fractional-order controller [37]. In this work, the Matsuda ap-
proximation is adopted and realized with the help of FOTF tool-
box [38]. The convergent number of the continued fraction form
of the Matsuda approximation is chosen so that the output trans-
fer function has an equal number of poles and zeros, as follows:

sγ ≈ Gγ(s) =

∑N
k=0 âks

k∑N
k=0 b̂ks

k
,−1 < γ < 1. (1)

B. Power Oscillation Analysis

Active power oscillation is an unavoidable phenomenon of
parallel-operated VSCs. Hence, in this section, the effect of load
disturbance on the active power oscillations is analyzed for the
case of two parallel-operated inverters under derivative droop
control. The same modeling procedure for parallel operated
VSGs discussed in [39] is adopted here, however, for FOD droop
control. The active power droop relation for an inductive system
is written as follows:

ω = ωn − mpp̃

τcs+ 1
(2)

where p̃ is the unfiltered active power, τc is the time constant of
the low-pass filter used to average the measured power, mp is
the active droop gain, and ωn is the nominal frequency of the
MG. The proposed FOD active power droop controller is given
as follows:

ω = ωn − mpp̃

τcs+ 1
− mds

αp̃

τc,ds+ 1
. (3)

where md is the derivative droop gain, and α ∈ (0, 2) is the
derivative droop fractional order. Note that when α = 1, (3)
corresponds to the IOD droop proposed in [24].

This section assumes that τc,d = τc to simplify the analysis.
Hence, the FOD droop control relation for the ith inverter can
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Fig. 1. (a) Parallel VSCs. (b) The poles locus of Δp̃i
Δpload

for FOD droop-

controlled VSCs at different α for md ∈ [0, 10−5] and for VSG-controlled
VSCs for J ∈ [0.1, 1].

be rewritten as follows:

ωi = ωn − (mp +mds
α)

(τcs+ 1)
p̃i (4)

where τc = 1/ωc. The perturbation of the active power output
of the ith VSC at load disturbance can be expressed as follows:

Δp̃i =
ViVo

Xi0
cos(δ0

i − δ0
o)(Δδi −Δδo) = ki0(Δδi −Δδo)

(5)
where Vi, Vo, Xio, δi, and δo are as depicted in Fig. 1(a). Also,
Δδi −Δδo = 1

s (Δωi −Δωo),whereΔωo is the frequency per-
turbation at PCC. Based on the above relations, one can derive
the formula

Δp̃i =
−ki0(τcs+ 1)Δωo

τcs2 + s+mdki0sα +mpki0
= Hi(s)Δωo. (6)

Using the power balance relation:
∑n

i=1 Δp̃i = Δpload, the fol-
lowing can be derived for the general case of n inverters and two
inverters, respectively.

Δp̃i
Δpload

=
Hi(s)∑n
i=1 Hi(s)

(7a)

Δp̃2

Δpload
=

k20
(
τcs

2 + s+mdk10s
α +mpk10

)
2τcs2 + 2s+mdsα(k10 + k20) +mp(k10 + k20)

.

(7b)

The poles locus of (7b) are illustrated in Fig. 1(b) for different
α (including the integer case at α = 1), and for md ∈ [0, 10−5]
for the condition k10 �= k20. The operator sα is emulated using
the Matsuda approximation. For VSG control, the transfer func-
tion Δp̃2

Δpload
is as derived in [39], and its pole trajectory is also

shown in Fig. 1(b) for varying the inertia coefficient J ∈ [0.1, 1]
and a fixed damping coefficient ofDp = 1/mp = 1592 W·s/rad.
This value of Dp is chosen so that VSG, droop, IOD droop, and
FOD droop have similar steady-state characteristics. In Fig. 1(b),
all FOD droop curves start from the same point atmd ≈ 0, which
corresponds to the conventional droop control. Asmd increases,

the trajectory of the poles is dependent on the choice of α, and
it is evident that poles corresponding to α > 1 have a better
damping ratio ζ than the poles corresponding to α ≤ 1 at the
same real part of the pole (σ). For VSG control, increasing J
improves ζ but decreases σ. So, requirements on both can not
be satisfied with VSG control unless steady-state characteristics
are modified via Dp.

In conclusion, the IOD droop has only one tuning parameter
(md), and its pole trajectory is confined to a single curve [the
blue one in Fig. 1(b)]. On the other hand, the FOD droop has
two degrees of freedom that can be used to tune σ and ζ, which
are related to the ST and the overshoot, respectively.

III. PROPOSED CONTROLLER AND THE MG SSM

A. State Space Synthesis of Approximated FO Systems

A few studies discussed the state space synthesis of fractional-
order systems [40]. However, to the best of our knowledge,
none of these studies gave special treatment for integer order
states that require no approximation. A generalized procedure
to achieve this target is developed next. Assume the matrix
representation of a MIMO system is given as follows:[
sx1 · · ·G−1

γ (s)xp · · · sxL

]T
= A

[
x1 · · ·xp · · ·xL

]T
+BU

Y = C
[
x1 · · ·xp · · ·xL

]T
+DU (8)

where L is the number of state variables, xp is the state variable
with FO dynamics, G(s) is a transfer function approximation of
a FO operator that is not strictly proper, U is an M -dimensional
input vector, and Y is an O-dimensional output vector. The pth
row of the system equation under the approximation given by
Gγ(s) can be written as follows:

G−1
γ (s)xp =

L∑
i=1

ap,ixi +

M∑
j=1

bp,juj . (9)

Using the observable canonical form to realize (9) in state space
format gives the following representation:

Ẋp = AγXp +Bγun, xp = CγXp + dun (10)

where Xp is an (N + 1)× 1 vector, which is the approximation
of the fractional dynamic behavior of the variable xp, and un =∑L

i=1,i�=p ap,ixi +
∑M

j=1 bp,juj . The approximation subsystem
matrices are given as follows:

Aγ =

⎡
⎢⎢⎢⎢⎣

0 0 · · · 0 −g0

1 0 · · · 0 −g1

...
...

...
...

...

0 0 · · · 1 −gN−1

⎤
⎥⎥⎥⎥⎦, Bγ =

⎡
⎢⎢⎢⎢⎣

f0

f1

...

fN−1

⎤
⎥⎥⎥⎥⎦

Cγ =

[
0︸︷︷︸

1×(N−1)

1
]

(11)
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where gk and fk are the coefficients of the rational transfer
function given as follows:

Gγ

1 − ap,pGγ
= d+

∑N−1
k=0 fks

k

sN +
∑N−1

k=0 gksk
. (12)

The resulting approximated state space model is given as fol-
lows:[

ẋ1 · · · Ẋp

T · · · ẋL

]
= A

[
x1 · · ·Xp

T · · ·xL

]T
+BU

Y = C
[
x1 · · ·Xp

T · · ·xL

]T
+DU (13)

where the approximated system matrix is given in (14), and the
approximated input, output, and feed through matrices are given
in (15), (16), and (17).

A =

⎡
⎢⎢⎢⎣

A1:p−1,1:p−1

[
A1:p−1,pCγ

]
A1:p−1,p+1:L[

BγAp,1:p−1

]
Aγ

[
BγAp,p+1:L

]
Ap+1:L,1:p−1

[
Ap+1:L,pCγ

]
Ap+1:L,p+1:L

⎤
⎥⎥⎥⎦

+ d

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ã1︸︷︷︸
(p−1)×(p−1)

0︸︷︷︸
(p−1)×N

Ã2︸︷︷︸
(p−1)×(L−p)

0︸︷︷︸
N×(p−1)

0︸︷︷︸
N×N

0︸︷︷︸
N×(L−p)

Ã3︸︷︷︸
(L−p)×(p−1)

0︸︷︷︸
(L−p)×N

Ã4︸︷︷︸
(L−p)×(L−p)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

× diag

([
Ap,1:p−1 0︸︷︷︸

1×N

Ap,p+1:L

])

Ã1 =
[
A1:p−1,p

]
1︸︷︷︸

1×(p−1)

, Ã2 =
[
A1:p−1,p

]
1︸︷︷︸

1×(L−p)

Ã3 =
[
Ap+1:L,p

]
1︸︷︷︸

1×(p−1)

, Ã4 =
[
Ap+1:L,p

]
1︸︷︷︸

1×(L−p)

(14)

B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

I︸︷︷︸
(p−1)×(p−1)

0︸︷︷︸
(p−1)×1

0︸︷︷︸
(p−1)×(L−p)

0︸︷︷︸
N×(p−1)

Bγ︸︷︷︸
N×1

0︸︷︷︸
N×(L−p)

0︸︷︷︸
(L−p)×(p−1)

0︸︷︷︸
(L−p)×1

I︸︷︷︸
(L−p)×(L−p)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
B

+ d

⎡
⎢⎢⎢⎢⎢⎣

B̃1

0︸︷︷︸
N×M
B̃2

⎤
⎥⎥⎥⎥⎥⎦ diag

([
Bp,1:M

])

B̃1 =
[
A1:p−1,p

]
1︸︷︷︸

1×M

, B̃2 =
[
Ap+1:L,p

]
1︸︷︷︸

1×M

(15)

C =
[
C1:O,1:p−1

[
C1:O,pCγ

]
C1:O,p+1:L

]

+ d

⎡
⎢⎣
⎛
⎜⎝[C1:O,p

]
× 1︸︷︷︸

1×(p−1)

⎞
⎟⎠ 0︸︷︷︸

O×N

⎛
⎜⎝[C1:O,p

]
× 1︸︷︷︸

1×(L−p)

⎞
⎟⎠
⎤
⎥⎦

× diag

([
Ap,1:p−1 0︸︷︷︸

1×N

Ap,p+1:L

])
(16)

D = D + dC1:O,p 1︸︷︷︸
1×M

diag
([

Bp,1:M

])
. (17)

where 1 and 0 are matrices of ones and zeros, respectively, of
the indicated dimensions.

In the case of systems with multiple FO states, the developed
procedure can be used iteratively. The dimensions of the integer
states are not affected by this procedure, which provides a lower
dimension of the overall approximated system when compared
with other approaches in the literature.

B. SSM of FOD Droop Controlled IBMG

A detailed and complete SSM is needed to assess the pro-
posed FOD droop controller’s stability performance, where the
dynamics of the inner controls as well as the LCL filters are taken
into account. Based on a recent review of MG modeling [41],
there are only a few complete and modular MG models in the
literature. However, the MG model proposed in [42] has been the
base for many models in this category, while the other models
have included additional dynamics. Hence, this widely accepted
SSM introduced in [42] is adopted in this work and modified to
include the new FO controller. The variable naming convention
is also carried out from [42] to avoid ambiguity, as most of the
model details are skipped here because they are unmodified.
The model in [42] is divided into three major submodels: the
inverters model, the network model, and the loads model, as
shown in Fig. 2(a). These submodels are combined according
to the MG structure, i.e., DGs, lines, and load interconnections.
The inverter control loop interconnections inside one inverter
are illustrated in Fig. 2(b). At each inverter, the dq reference
frame values of the LC filter output voltage (vodq) and the
LC filter output current (iodq) are input to the first control
stage, the power-sharing controller. Next, this controller dictates
the reference values of the voltage controller (v∗odq) and also
calculates the inverter dq reference frame angle (θ). The LC
filter output current (iodq) is also used at the voltage controller
in the feedforward path. The innermost controller, the current
controller, receives the reference values (i∗ldq) from the voltage
controller stage and the measured inverter current (ildq) to output
the reference value of the inverter voltage (v∗idq). The inner
controllers, voltage, and current controllers, are traditional PI
controllers, as adopted in the model in [42]. The modifications
in the current work are limited to the power-sharing controller
states while maintaining its input–output variables unchanged.

The power controller is dissected into three cascaded stages:
the power calculation, the low-pass filters (LPFs), and the droop
equations, as shown in Fig. 2(c). The instantaneous active and
reactive power, p̃ and q̃, are first calculated from the measured
dq reference frame values of the LC filter output voltage and
current, as follows:

p̃ = vodiod + voqioq, q̃ = voqiod − vodioq. (18)

Then, a LPF is used to average out these calculated values and
provide a separation between the fast inner and the slow outer
control loops, producing the slowly varying P and Q values.
Another set of LPFs is also used to filter out the unwanted
measurement noise before feeding the filtered values to the
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Fig. 2. (a) Benchmark MG configuration and its three major submod-
els. (b) Inverter internal control loops. (c) Modified power controller with
FOD droop in active and reactive paths.

derivative droop controllers, producing P̂ and Q̂. These four
LPFs are described as

P =
ωc,p

s+ ωc,p
p̃, Q =

ωc,q

s+ ωc,q
q̃, P̂ =

ωc

s+ ωc
p̃, Q̂ =

ωc

s+ ωc
q̃.

(19)
The structure of the four filters in (19) is identical and can
be expressed in the time domain in the form of a differential
equation. For example, let us consider the first LPF:

d

dt
P = −ωcP + ωcp̃ = −ωcP + ωc (vodiod + voqioq)

= f(P, u) (20)

where u = [vod, voq, iod, ioq]
T is an input vector. Using the first-

order Taylor series expansion, (20) can be linearized as around
an operating point, constant (P , u), as follows:

d

dt
P =

d

dt
(P +ΔP ) = f(P, u) ≈ f(P , u)

+
∂f

∂P

∣∣∣∣∣
(P,u)

(P − P ) +
∂f

∂u

∣∣∣∣∣
(P,u)

(u− u) (21)

where P = P +ΔP and u = u+Δu. Consequently, the small
signal equivalents of (19) are

d

dt
ΔP = − ωc,pΔP + ωc,p (IodΔvod + IoqΔvoq

+VodΔiod + VoqΔioq)

d

dt
ΔQ = − ωc,qΔQ+ ωc,q (IodΔvoq − IoqΔvod

+VoqΔiod − VodΔioq)

d

dt
ΔP̂ = − ωcΔP̂ + ωc (IodΔvod + IoqΔvoq

+VodΔiod + VoqΔioq)

d

dt
ΔQ̂ = − ωcΔQ̂+ ωc (IodΔvoq − IoqΔvod

+VoqΔiod − VodΔioq) (22)

where Δx is the small signal value of the variable x, and X is
the operating point of the same variable. ωc,p, ωc,q , and ωc are
the cut-off frequencies of the active power droop, reactive power
droop, and derivative droop LPFs, respectively.

The droop relations of the proposed FOD droop controller are
given as follows:

θ̇ = ωn −mpP −mdPα =⇒ Δθ̇ = −mpP −mdPα

v∗od = Vn − nqQ− ndQβ =⇒ Δv∗od = −nqQ− ndQβ

v∗oq = 0 =⇒ Δv∗oq = 0 (23)

where θ̇ = ω is the instantaneous frequency of the inverter. ωn

and Vn are the nominal values of the operating frequency and
voltage, respectively,mp is the active power droop gain, andnq is
the reactive power droop gain.md andnd are the controller gains
for the derivatives of the active and reactive powers, respectively.
The phase angle is related to the instantaneous frequency as
follows:

Δδ̇ =

∫
(ω − ωcom) dt (24)

whereωcom is the frequency of the commonDQ reference frame,
which is the same as the first inverter (by choice). The newly
introduced FO dynamics variables are defined as

Pα = DαP̂ −→ s1−αPα = sP̂ ,

Qβ = DβQ̂ −→ s1−βQβ = sQ̂. (25)

Although the state space realization of IO systems is not unique,
the state space realization of FO systems is even more arbitrary
due to the introduced fractional orders. If the recommended pro-
cedures outlined in [43] are followed for state space realization
of these FOD droop equations, extra FO states will be added.
Hence, another realization is proposed to minimize the number
of approximated FO states. The Laplace domain small signal
matrix representation of the system is given as follows:[
sΔδ sΔP sΔP̂ GαΔPα sΔQ sΔQ̂ GβΔQβ

]T
= Ap

[
Δδ ΔP ΔP̂ ΔPα ΔQ ΔQ̂ ΔQβ

]T

+BP

⎡
⎢⎣Δildq

Δvodq

Δiodq

⎤
⎥⎦+BPωcom

[
Δωcom

]
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[
Δω

Δv∗odq

]
=

[
CPω

CPv

]

×
[
Δδ ΔP ΔP̂ ΔPα ΔQ ΔQ̂ ΔQβ

]T
(26)

where

AP =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 −mp 0 −md 0 0 0

0 −ωc,p 0 0 0 0 0

0 0 −ωc 0 0 0 0

0 0 −ωc 0 0 0 0

0 0 0 0 −ωc,q 0 0

0 0 0 0 0 −ωc 0

0 0 0 0 0 −ωc 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

BPωcom =
[
−1 0 0 0 0 0 0

]T

BP =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0

0 0 ωc,pIod ωc,pIoq ωc,pVod ωc,pVoq

0 0 ωcIod ωcIoq ωcVod ωcVoq

0 0 ωcIod ωcIoq ωcVod ωcVoq

0 0 −ωc,qIoq ωc,qIod ωc,qVoq −ωc,qVod

0 0 −ωcIoq ωcIod ωcVoq −ωcVod

0 0 −ωcIoq ωcIod ωcVoq −ωcVod

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

CPω =
[
0 −mp 0 −md 0 0 0

]
,

CPv =

[
0 0 0 0 −nq 0 −nd

0 0 0 0 0 0 0

]
(27)

Gα(s) ≈ s1−α, Gβ(s) ≈ s1−β .
(28)

At α = β ≈ 1, the poles and zeros of the approximating transfer
functions, Gα and Gβ , are almost canceled, and the system in
(26) converges to a differential algebraic system that is equiva-
lent to the IO system in [27], [28]. Each inverter has three internal
SSMs other than the power controller. These other SSMs are
for the voltage controller, the current controller, and the LCL
filter (kindly refer to [42]). The complete inverter model has 15
pseudostates (only two FO state per inverter). The approximation
procedure in Section III-A is performed on the power controller
SSM in its matrix form. Hence, the number of states of the
approximated inverter model is

Ninv = 15 + 2 ×Napp (29)

where Napp is the approximation order for Pα and Qβ pseu-
dostates, which is assumed to be equal for simplicity. The state
space model representation of the approximated ith inverter is:

Δẋinvi = AinviΔxinvi +BinviΔvbDQi +BiωcomΔωcom[
Δωi

ΔioDQi

]
=

[
Cinvωi

Cinvci

]
Δxinvi (30)

where the approximated state vector is given as Δxinvi

= [Δδi,ΔPi,ΔP̂i,ΔPαi,ΔQi,ΔQ̂i,ΔQβi,Δφdqi,Δγdqi,

Δildqi,Δvodqi,Δiodq,i]
T . The over-line, X , is used to denote

the approximated version of a matrix or a state variable. The
details of the approximated inverter matrices and their modified
dimensions are given in (31) and (32) shown at the bottom of
the next page.

Binvi =

⎡
⎢⎢⎢⎢⎣

0︸︷︷︸
(Ninv−6)×2[
BLCL2iT

−1
Si

]
︸ ︷︷ ︸

6×2

⎤
⎥⎥⎥⎥⎦ , Biωcom =

⎡
⎢⎢⎢⎢⎣

[
BPωcom

]
︸ ︷︷ ︸
(2Napp+3)×1

0︸︷︷︸
(Ninv−2Napp−3)×1

⎤
⎥⎥⎥⎥⎦

Cinvωi =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

⎡
⎣

[
CPωi

]
︸ ︷︷ ︸

1×(2Napp+3)

0︸︷︷︸
1×(Ninv−2Napp−9)

DPωi︸ ︷︷ ︸
1×6

⎤
⎦ i = 1

[
0︸︷︷︸

1×Ninv

]
i �= 1

Cinvci =

[
Tc 0︸︷︷︸

2×(Ninv−3)

Ts

]
. (31)

The complete MG SSM is then synthesized by combining the
three major subsystems: the inverter model, the network model,
and the loads model. The autonomous MG SSN is given as⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

[
ΔẋINV

]
︸ ︷︷ ︸

3Ninv×1[
Δ ˙ilineDQ

]
︸ ︷︷ ︸

4×1[
Δ ˙iloadDQ

]
︸ ︷︷ ︸

4×1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

[
Amg

]⎡⎢⎣ ΔxINV

ΔilineDQ

ΔiloadDQ

⎤
⎥⎦ (33)

where xINV is a state combining the states of all the inverters.
The subscript DQ refer to the common rotating reference frame
(of the first inverter, by choice). The benchmark system provided
in [42] has three inverters, two lines, and two loads, as shown
in Fig. 2(a). Hence, the entire MG matrix (Amg) has 8 + 3Ninv

rows and columns. For more information about the supporting
matrices used to generate Amg, kindly refer to [27], [28], [42].

IV. SIMULATIONS AND RESULTS

In this section, the performance of the IOD and FOD droops
is compared from different aspects throughout the following
sections. The comparison includes small signal stability and the
performance of the tuned controllers under several contingency
events, including large load disturbance and reconfiguration
through a meshed network. The IOD and FOD droops are applied
to the benchmark system in Fig. 2(a), and the default parameters
of this system are summarized in the appendix.

A. Stability Margin Improvement

In conventional droop, the active power droop gain has been
used as an indication of the stability margin. The larger the
maximum stable active droop gain, the larger the stability margin
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TABLE II
MAXIMUM ACTIVE DROOP GAIN FOR DIFFERENT CONTROLLERS

of the system [15], [28]. In this section, the same convention is
followed to assess the stability margin of various controllers,
where the difference between any controller and the next one
is a small structural change. Table II compares the maximum
achievable mp of four droop controllers: conventional droop,
IOD droop, FOD droop, and FOD droop with tuned LPF. The
conventional droop has the least mp,max = 1.9 × 10−4 rad/s/W
while the IOD droop improves it to mp,max = 4.58 × 10−4

rad/s/W, at integer derivative orders α = β = 1.0. Changing
only the fractional orders, the FOD droop achieves a higher
mp,max = 29.8 × 10−4 rad/s/W at α = 1.2 and β = 1.4. Even
further improvement can be obtained using the FOD droop,
by tuning the cut-off frequency of its LPF, to get mp,max =
51.4 × 10−4 rad/s/W. However, such higher values ofmp,max are
beyond the operational limits for allowable frequency deviation,
which makes the value ofmp,max no longer suitable for assessing
the stability margin. According to the IEEE Std. 1547-2018 [44],
the allowable frequency deviation of DGs is within ±1.2 Hz;
otherwise, the under/over frequency protection relays shall trip.
In this work, the values of mp are chosen to ensure ±0.5 Hz
maximum deviation in all studied cases.

B. Dynamic Performance Improvement

Fig. 3 shows the maximum real part (σmax) of the eigenvalues
of the Amg matrix when an exhaustive search is performed in

Fig. 3. Decay rate (σ) results of the exhaustive search in the md-nd

plane at (a) α = β = 1.0, and (b) α = 0.9 and β = 1.5. (a) IOD droop.
(b) FOD droop.

the md–nd plane. The exhaustive search approach is common
in the design of power system stabilizers, as in [45]. The white
spaces indicate unstable combinations of md and nd. The wider
dark blue area in the FOD droop case shows that the proposed
controller can be less sensitive to derivative droop gain variations
at certain fractional orders when compared with the IOD droop
controller.

One combination of gains for each controller is chosen from
Fig. 3 at the same σmax ≈ 31.0 (the best achievable value for
IOD droop). For the IOD droop md = 5.1 × 10−6 rad/W and
nd = 4.1 × 10−5 V · s/VAr while for the FOD droop md =
1.867 × 10−5 rad/W,α = 0.9, nd = 4.43 × 10−6 V · s/VAr, and
β = 1.5. The simulation results of these chosen parameters are
shown in Fig. 4. It is evident that even at the same σmax, the FOD

Ainvi =⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

[
APi

]
︸ ︷︷ ︸

(2Napp+5)×(2Napp+5)

0︸︷︷︸
(2Napp+5)×2

0︸︷︷︸
(2Napp+5)×2

[
BPi

]
︸ ︷︷ ︸

(2Napp+5)×6[
BV 1iCPvi

]
︸ ︷︷ ︸
2×(2Napp+5)

0︸︷︷︸
2×2

0︸︷︷︸
2×2

[
BV 2i +BV 1iDPvi

]
︸ ︷︷ ︸

2×6[
BC1iDV 1iCPvi

]
︸ ︷︷ ︸

2×(2Napp+5)

[
BC1iCV i

]
︸ ︷︷ ︸

2×2

0︸︷︷︸
2×2

[
BC1iDV 2i +BC2i

+BC1iDV 1iDPvi

]
︸ ︷︷ ︸

2×6⎡
⎢⎢⎣

BLCL1iDC1iDV 1iCPvi

+BLCL2i

[
Tvi 02Napp+4

]
+BLCL3iCPωi

⎤
⎥⎥⎦

︸ ︷︷ ︸
6×(2Napp+5)

[
BLCL1iDC1iCV i

]
︸ ︷︷ ︸

6×2

[
BLCL1iCCi

]
︸ ︷︷ ︸

6×2

[
ALCLi +BLCL1i (DC1iDV 2i +DC2i)

+BLCL3iDPωi
+BLCL1iDC1iDV 1iDPvi

]
︸ ︷︷ ︸

6×6

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(32)
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Fig. 4. Instantaneous active and reactive power responses of DG1
using IOD and FOD droop controllers with gains from the exhaustive
search under large load disturbance.

Fig. 5. Desired region of the tracked poles.

droop shows a better dynamic performance when compared to
the IOD droop. The improvement factors are the less oscillatory
response, the less overshoot, and the faster ST. It is worth
noting that the IOD droop point has the least σmax achievable
in the md–nd plane. Hence, the IOD droop controller requires
extra tuning parameters to further improve its performance. This
justifies the need for extra LPFs and, more importantly, the FOD
droop. However, introducing these extra parameters makes the
manual tuning process less efficient. Hence, an optimization-
based tuning approach is proposed in the next section.

C. Optimization Problem Formulation

The proposed objective function aims at tuning the dominant
modes of the Amg to be pushed, as much as possible, within
a certain region like the green region in Fig. 5. The indicated
region is characterized by two boundaries related to σ (the real
part of the pole) and the damping ratio ζ = cos(θp) where θp is
the angle the pole makes with the negative real axis. The first
boundary is a vertical line σ = σ0 that aims at improving the
ST, where the higher the magnitude of σ, the shorter the ST.
The second boundary is composed of two slanted lines ζ = ζ0,
and it aims at reducing the overshoot, where higher values of
ζ lead to lower overshoot. This objective function is inspired
by the one proposed in [46] for tuning power system stabiliz-
ers. The Problem formulation is defined over multiple loading
conditions

min
(md,α,nd,β,ωc,p,ωc,q)

Max(J1, . . . , Jm)

Ji = af i
1 + (1 − a)f i

2 , 0 < a < 1

TABLE III
BEST SOLUTIONS OF THE OPTIMIZATION PROBLEM

f i
1 =

∑
σi
j>σ0

|σi
j − σ0|
|σ0| , f i

2 =
∑
ζi
j<ζ0

|ζij − ζ0|
|ζ0| (34)

where the superscript i = 1, 2, . . . ,m and m is the number of
loading conditions. The variables of the search vector X =
[md, α, nd, β, ωc,p, ωc,q] are consistent with Fig. 2(c). The ex-
pression f i

1 penalizes the poles to the right of the vertical line
σ = σ0 while the expression f i

2 penalizes the poles having a
damping ratio less than ζ0. Together, f i

1 and f i
2 achieve the

objective of penalizing the poles outside the region described in
Fig. 5. However, the approximations of the FO states may have
some poles in the penalized region, and these poles don’t affect
the transient performance. Hence, these FO approximation-
related poles must be identified and excluded from the objective
function (34), so that the penalty is focused on the ones related
to power-sharing dynamics. Based on participation factor anal-
ysis (PFA), a pole is identified as a FO pole if all the related
states with normalized participation factor greater than 0.1 are
fractional (Pα, Qβ). The tracked poles, the ones included in the
calculation of the objective function in (34), are all the poles
except the FO ones. The chosen parameters of the optimization
problem area = 0.9,σ0 = −40, and ζ0 = 0.8. The search vector
is defined as X = [md, α, nd, β, ωc,p, ωc,q], and the upper and
lower bounds are Lb = [10−8, 0.1, 10−8, 0.1, 4π, 4π] and Ub =
[10−4, 1.99, 10−4, 1.99, 40π, 40π]. Without loss of generality,
two loading conditions are chosen, which are 33% and 100%
loading. The Marine Predator Algorithm (MPA) is used to solve
this optimization problem [47], and its results are summarized in
Table III. An HPC is used to run the optimization problem with
resource allocation of 48 GB of RAM and 25 CPU cores. The
average runtime based on 20 independent runs is ≈24 minutes.
Each run has 1000 iterations and 24 search agents. The FOD
droop has achieved a lower value of the objective function than
the IOD droop. Also, the optimized parameters of the FOD droop
show a notable exploitation of the flexibility given by the tunable
LPF, while in the case of the IOD droop, the changes in LPF
are less.

D. Comparison With Other Controllers

The locations of the dominant modes of the Amg matrix are
shown in Fig. 6 at the exhaustive search parameters and the
tuned parameters. For the IOD droop, the dominant oscillating
modes are related to δ2 and δ3 (from PFA) are pushed further
to the left with a new real part (≈ −40). However, the damp-
ing ratio of these poles is slightly improved for the first pole
(−40.0 ± 292.8i) from ζ = 0.12 to ζ = 0.135 and reduced for
the second pole (−40.0 ± 91.1i) from ζ = 0.453 to ζ = 0.402.
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Fig. 6. Poles of the IOD and FOD droop before and after the optimiza-
tion procedure.

Unfortunately, both these poles are outside the required range
for ζ even after the optimization. For the FOD droop, the
tracked oscillating dominant modes are pushed beyondσ = −40
with a ζ > 0.911 for the poles clustered around σ = −40 and
ζ > 0.57 for the poles with real part σ ≈ −54. Although some
of the tracked poles of the optimized FOD droop are outside
the required region for ζ, the damping ratios of the dominant
optimized IOD droop are worse.

Fig. 7 compares the dynamic performance of the optimized
IOD droop, FOD droop, conventional droop, VSG, and VOC
controllers under large load disturbance. The tuning procedure
of VOC controller parameters is followed from [48], where the
parameter C, the capacitance of the Van der-pol oscillator, is
chosen to achieve the fastest rise time without exceeding the
maximum recommended third-to-first harmonic ratio of 2%.
VSG parameters are J = 1.6 and D = 1.59 × 104. The con-
ventional droop is included at mp = 0.8 × 10−4 rad/s/W, where
its maximum stable active droop gain is 1.9 × 10−4 rad/s/W
for this benchmark MG. The frequency waveform is included
only for DG1, as the other DGs show almost identical frequency
dynamics.. At t = 0.3 seconds, loads 1 and 2 are increased from
40% to 80%, then at t = 0.6 seconds, the loads are reduced
again to 40%. The optimized FOD droop shows a less oscillatory
response with a faster ST than the optimized IOD droop. A
steady state ripple is observed in VOC, while a slower ST
with a higher overshoot is observed in VSG and conventional
droop control. Tables IV and V summarize the time domain
performance metrics of Fig. 7. The metrics are the ST in seconds,
the percentage overshoot (OS%), the percentage undershoot
(US%), and the root mean squared error (RMSE). The boldface
cells in Tables IV and V denote the best value among the
compared controllers. Due to the steady-state ripple of VOC and
to accurately calculate the entries of Tables IV and V, the active
and reactive power are time averaged over one cycle, as indicated
in [48]. The superiority of the FOD droop is evident in most of the
cells. VSG control only wins at OS% of q̃3, while VOC prevails
at all US% of q̃i in the load-out event due to its different reactive
power-sharing steady-state characteristics. IOD droop only ties
with FOD droop at OS% of q̃1 at the load-in event. The overshoot
is less than 1% for p̃1 and p̃2 in the case of the FOD droop, while
it is between 4.2% and 39% for the other controllers. Also, at
the same responses, the ST is between 3 ms and 14 ms for the
FOD droop, while it is between 10 ms and 234 ms for the other
controllers. The RMSE values are the best in the case of FOD in
the load-in event and most of the load-out event, while the VOC

Fig. 7. Instantaneous active and reactive power responses of the DG
units and the frequency waveform measured at DG1, using the tuned
gains of the IOD droop, FOD droop, VSG control, VOC controller, and
conventional droop controller under large load disturbance.

TABLE IV
LARGE LOAD-IN TIME RESPONSE PERFORMANCE COMPARISON
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TABLE V
LARGE LOAD-OUT TIME RESPONSE PERFORMANCE COMPARISON

Fig. 8. Control signals in the abc reference frame for inverters 1, 2,
and 3 at the load-in instant.

has the best RMSE values only in the load-out event for q̃1 and
q̃3. The conventional droop controller shows similar dynamic
behavior to the VSG controller in this study. Considering the
frequency waveform in Fig. 7, the IOD and FOD droops have
identical steady-state characteristics, while VSG and VOC are
dissimilar due to differences in equivalent droop gains. VOC
shows frequency oscillations and overshoots above 50 Hz, more
evidently during the loadout event. VSG has the least frequency
variations. Between IOD and FOD droop controllers, the fre-
quency waveform for FOD droop shows some oscillations, but
it is within the overshoot and ST of the IOD droop.

Fig. 8 illustrates a snapshot, at the instant of the load-in event,
for the control signals in the abc reference frame that drives the
inverters. These control signals are synthesized from a dq–abc
transformation block whose inputs are the phase angle generated
from the active power droop controller and the current controller
output (vdq). A combination of phase and voltage amplitude
changes are observed in the case of IOD and FOD droop but with
different levels. During real implementation, constraints on the

Fig. 9. MG diagram for the reconfiguration and meshed network case
study.

phase angle or the voltage magnitude are not required for the safe
operation of the inverter. The dc link voltage already limits the in-
verter voltage amplitude and is predetermined during the design
phase. However, the inverter current must be limited to protect
the power electronic switches in case of faults or current surges.

The proposed controller, FOD droop, can be extended to
unbalanced systems based on the idea of positive and negative
sequence droops [49]. The sequence theory of unbalanced sys-
tems suggests that the superposition principle is applicable to
describe unbalanced systems in terms of positive and negative
sequence components. Hence, in the unbalanced case, positive
and negative sequence droop controllers can be tuned separately,
similar to the balanced case. So, the driving equation and formu-
lation of the problem would remain the same in both sequences.

E. Case Study of a Meshed Network

In this section, the proposed controller is tested under a
reconfiguration scenario. The MG under study is shown in Fig. 9,
and it is adopted from [50]. Initially, switch 1 is closed, and
switch 2 is open. At 0.3 s, switch 2 is closed, and then at
0.6 s, switch 1 is opened. Hence, the MG transitions from radial
configuration to mesh configuration to radial again. Based on the
study in [50], it is known that the mesh network configuration
reduces the stability margin of the system. The derivative droop
parameters are as mentioned in Table III, and the active droop
gain is mp = 5.7 × 10−4 rad/s/W. Fig. 10 shows the active and
reactive power responses of each DG at the aforementioned
transitions. The first transition, from radial to meshed, shows
a larger disturbance in the active and reactive power of the
DGs than the second one, from meshed to radial. This is due
to the sudden creation of a lower impedance path between
buses 3 and 5. It is evident that the FOD droop has a less
oscillatory response and a lower overshoot and undershoot at
these transition instances when compared with the IOD droop.
For instance, the maximum and minimum values of p̃3 at the
first transition are 17.3 and 11.11 kW for the IOD droop and
15.95 and 14.04 kW for the FOD droop. Also, the maximum
and minimum values of q̃3 at the first transition are 6.04 and
3.12 kVAr for the IOD droop and 5.43 and 3.58 kVAr for the FOD
droop. The dynamic performance of the conventional droop is
slower, with higher overshoot in most cases compared to IOD
and FOD droop. The frequency waveform has less overshoot
and undershoot in the case of FOD droop compared to the IOD
droop. The conventional droop shows almost constant frequency
dynamics at higher operating frequency due to the smaller active
droop gain (mp = 0.8−4 rad/s/W).
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Fig. 10. Instantaneous active and reactive power responses of the DG
units and the frequency waveform measured at DG1, using the tuned
gains of the IOD droop and FOD droop controllers and the conventional
droop contorller at the event of two-step reconfiguration.

V. SENSITIVITY ANALYSIS AND PARAMETER UNCERTAINTY

This section studies the sensitivity of the proposed controller
and its performance under various disturbances and parameter
uncertainty both in small signal stability analysis and time
domain simulations. The studied controller parameters are the
derivative droop gains, md and nd, and the derivative droop or-
ders, α and β. The studied model parameters are the impedance
of lines one and two. The model parameters of the inverter LC
filter (Lf andCf ) andLc andRc of the coupling line are ignored
due to their insignificant effect on the power-sharing dynamics
within practical uncertainty levels. Also, it is found that changing
the loading between 10% and 100% does not affect the modes
in the dominant eigenvalues region.

In Figs. 11 and 12, the eigenvalues trajectories are plotted
in shades of cyan, where the shades go from darker to lighter
as the sweeping parameter increases. Also, the red eigenvalues
are the ones for the default system parameters (from the
Appendix) using the tuned FOD droop controller parameters
(from Table II). Based on PFA, the dominant modes (closest to

Fig. 11. Dominant modes of the complete SSM at different FOD droop
parameters. (a) md, (b) nd, (c) α, and (d) β.

jω axis) are associated with the states of active power, reactive
power, δ2, and δ3, which are the ones affecting the power-sharing
dynamics. To facilitate the description of the trajectories,
symbols are assigned to certain red eigenvalues in the dominant
region as follows: λ1 = −36.2 ± 24.8i, λ2 = −39.4 ± 17.9i,
λ3 = −39.9 ± 7.36i, λ4 = −40.6 ± 1.7i, λ5 = −51.66 ±
58.56i, λ6 = −55.5 ± 33.5i, and λ7 = −145.89 ± 182.9i.

The eigenvalue trajectories of the MG under study for vari-
ations of the proposed controller parameters are investigated
in Fig. 11. In Fig. 11(a), md varies between 0.5 × 10−7 and
8 × 10−7, from dark to light shades of cyan, where the tuned
value of md = 2.89 × 10−7 is plotted in red. At md = 0.5 ×
10−7, λ5 starts at −20.6 ± 169.85i (associated with δ2 based on
PF) has the biggest real part and lowest damping ratio, which
causes more overshoot and more ST. As md increases, λ5 and
λ6 decrease in real part and increase in damping ratio. The
opposite happens in λ1 and λ2, until md = 2.89 × 10−7, when
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Fig. 12. Dominant modes of the complete SSM at different line
impedance values. (a) Line 1, (b) Line 2.

λ2 changes direction to decreasing the real part. However, any
further increase in md increases the real part of λ1 and λ5 as
they move toward the unstable region. Fig. 11(b) shows the
eigenvalue trajectories when varyingnd from 10−7 to 15 × 10−7.
Poles λ3 and λ4 are more sensitive to changes innd. They start on
the real axis, then move towards the right as complex conjugate
pairs when nd increases, increasing the real part and reducing
the damping ratio. However, based on PFA, at nd = 10−7, λ3

and λ4 are not associated with physical states like P s, Qs, or δs,
but, at nd = 10−7 there is a pole at −25.58 ± 395.7i (coming
from the less dominant region) that is highly associated with δ2

(high PF). Fig. 11(c) illustrates the eigenvalues trajectory when
varying the active power FOD droop order α between 1.6 and
1.99. At α = 1.6, λ7 is mainly linked to δ2 (based on PFA)
and attains a value of −28.16 ± 199.3i, causing overshoot and
higher frequency oscillations in the power-sharing dynamics. As
α increases, λ7 moves towards the left while λ1, λ2, λ5, and λ6

move toward the right. At α = 1.9, λ2 and λ6 move to the left
with increasing α, improving the damping ratio but decreasing
the real part. Fig. 11(d) shows the eigenvalues movement when
changing the reactive power derivative droop order β between
1.4 and 1.8. The behavior is qualitatively similar to the pole
movement with changing nd.

Next, the eigenvalues trajectories of the proposed controller
having uncertainty in MG parameters are shown in Fig. 12.
Considering line 1 impedance, Fig. 12(a) shows the eigenvalues
trajectories when the impedance is varied between 0.1 and 5
times its nominal value. λ1 and λ6 are more sensitive to the
changes in line 1 impedance. The normalized PF of λ1 is 0.32
for δ3 and λ6 is 0.209 for P1 at the maximum impedance (5×),
and these PF values are the same or even less for the least
impedance (0.1×). Hence, the transient performance differences
of power-sharing dynamics are not expected to be significant.
In the case of line 2 impedance variations, Fig. 11(c) shows the
eigenvalues trajectories when the impedance of line 2 is varied
between 0.1 and 5 times its nominal value. λ1, λ4, and λ6 have

Fig. 13. Active and reactive power responses of DG2 for different md.

longer trajectories, which means they are more sensitive to line
2 impedance variation. The normalized PF values at 5× the
impedance is 1.0 for λ6 and P3 state and 0.83 for λ1 and δ3 state.
However, at 0.1× the impedance, these PF values are 0.16 for
P3 state and less than 0.1 for δ3 state, which implies differences
in transient performance.

Next, a sensitivity analysis of the proposed controller and its
performance under MG parameter uncertainty is performed in
simulations for the MG in Fig. 2(a). In time domain simulations,
a series of events are executed that provide different levels (large
and small) and types of disturbances. First, a load disturbance is
made at load one, where its P and Q are doubled from 40%
to 80% (E1 at t = 0.3 s), and load two is unchanged. After
that, the active droop gain of inverter three is halved to have
a proportional power sharing where inverter three contributes
more than inverters one and two (E2 at t = 0.6 s). After that,
inverter three is disconnected, leading to an equal active power
sharing between inverters one and two (E3 at t = 0.9 s). The last
event is line one disconnection (E4 at t = 1.2 s).

Fig. 13 shows the active and reactive power responses of
DG2 under different md values, which is equal to 0.5 × 10−7,
2 × 10−7, 5 × 10−7, and 8 × 10−7 for md1 through md4, re-
spectively, where m∗

d is the tuned value from Table II (md2 <
m∗

d < md3). For the active power,md1 has the highest overshoot
and observable oscillation, while md4 has higher frequency
oscillations of smaller magnitude in E1 and E3. In E2, overshoot
and ST increases with increasingmd, while the opposite happens
in E3. For the reactive power, oscillation and overshoot behavior
of md1 and md4 are the same as in the active power. The
performance of md2, md3, and m∗

d is almost the same for events
1, 3, and 4; however, their rise time is increased by increasing
md in E2. Fig. 14 shows the responses of DG2 under different
nd values, which are equal to 1 × 10−7, 4 × 10−7, 10 × 10−7,
and 15 × 10−7 for nd1 through nd4, respectively, while n∗

d is the
tuned value from Table II (nd2 < n∗

d < nd3). For active power,
case nd1 is the only case that is distinguishable from the others,
and it has overshoot and oscillations in E1 and E3. For reactive
power, the overshoot decreases with increasing nd in E3. Case
n∗
d has the lowest overshoot and undershoot in E1. Fig. 15 shows

the responses of DG2 under different α values, which are equal
to 1.6, 1.7, 1.8, and 1.9 for α1 through α4, respectively, while
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Fig. 14. Active and reactive power responses of DG2 for different nd.

Fig. 15. Active and reactive power responses of DG2 for different α.

Fig. 16. Active and reactive power responses of DG2 for different β.

α∗ is the tuned value from Table II (α3 < α∗ < α4). The case
α1 has the highest overshoot and oscillations in both active and
reactive power responses. For the active power, the overshoot
decreases with increasing α in E1 and E3; however, the ST is
the best in the case of α∗. For the reactive power, the overshoot
is reduced by increasing α in E2 and E3. Fig. 16 shows the
responses of DG2 under different β values, which are equal to
1.6, 1.7, 1.8, and 1.9 for β1 through β4, respectively, while β∗

is the tuned value from Table II (β3 < β∗ < β4). Oscillations
and high overshoot are observed in the case of β1 in active and
reactive power responses. For the active power, overshoot is
decreased with increasing β in E1 and E3. E2 and E4 are not
affected by changing β. For the reactive power, β∗ strikes a
balance between overshoot, undershoot, and transient time. In

Fig. 17. Active and reactive power responses of DG2 for different
line 1 impedance.

Fig. 18. Active and reactive power responses of DG2 for different line
2 impedance.

summary, it is observed that the steady-state values of the active
and reactive power are independent of the FOD droop controller
parameters. Also, variation of nd and β has less effect on the
active power transient than the effect of varyingmd andα on the
reactive power transients. Also, the tuned values summarized in
Table II strike a balance between overshoot and response speed.

Fig. 17 shows the effect of varying line 1 impedance on the
transient performance of power-sharing under the proposed con-
troller. The nominal impedance of line 1 (Line1∗) is multiplied
by factors of 0.2×, 0.7×, 1.3×, and 2.0× in cases Line11

throughLine14, respectively. For active power, the responses are
indistinguishable in E2 and E4. However, in E1, the overshoot
decreases as the line impedance increases, while in E3, it is the
opposite. Transient time is the same for all cases in E1, while it
increases by increasing the line impedance in E3. For reactive
power, the steady-state values differ as the line impedance
changes, which slightly affects the transient behavior. Overall,
changes in the dynamic response are small under the studied un-
certainty in line 1 impedance. Fig. 18 shows the effect of varying
line 2 impedance on the transient performance of power-sharing
under the proposed controller. The nominal impedance of line
2 (Line2∗) is multiplied by factors of 0.2×, 0.7×, 1.3×, and
2.0× in cases Line21 through Line24, respectively. For the
active power, steady-state values after E3 and E4 differ when
the line impedance changes. Transient performance in E3 is
indistinguishable. The overshoot in event one is increased by
increasing the impedance. In E2, the overshoot is higher for
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Fig. 19. (a) MG diagram for the experimental setup. (b) Experimental
setup of two parallel VSC MG.

lower impedance values of line 2. For the reactive power, the
steady-state values are different for different line 2 impedances,
which affects the transient behavior. For example, a higher
overshoot is observed for the lower values of line 2 impedance in
event 2. The variation of dynamics in E3 is negligible. Overall,
the proposed controller provides similar dynamic performance
under the studied uncertainty ranges of line 2 impedance.

VI. EXPERIMENTAL VALIDATION

A laboratory scale MG has been developed to validate the
performance of the proposed FOD droop controller. The block
diagram of the experimental test setup is shown in Fig. 19(a). The
experimental setup shown in Fig. 19(b) is constructed with two
VSCs working in parallel to form an islanded MG. Two-level
three-phase three-leg inverters rated for 20 kVA are used in the
system. Both the inverters are connected to the PCC through an
LCL filter and a switch (SW1). On the dc side, each converter
is powered by a dc power supply rated for 10 kW. dSPACE
Microlabbox is used as the controller for both the inverters.
Execution time for the controller is optimized by separating
the controller’s time step, PWM time step, and data sampling
time steps. The base time step for computation is set at 50μs,
where the actual execution time of the control algorithm does
not exceed 36μs, leaving a safe ≈ 28% margin. PWM and ADC
sampling blocks are triggered from independent timers, which
are triggered at 10 and 100 kHz, respectively. The inverters
are connected to a switchable load bank consisting of a 3 kW
resistive load bank connected in parallel with a 3kVAr inductive
load bank. An additional line inductance is connected between
two inverters at PCC to emulate the transmission line impedance

characteristics. Detailed parameters of the experimental setup
are provided in the appendix.

To test the performance characteristics of different droop
controllers, a three-step procedure is followed. First, individual
inverters are powered up with their base loads when SW1 is
OFF. Hereafter, inverter 1 is termed as the running inverter, while
inverter 2 is called the oncoming machine. In the second step, the
droop control is activated, and a synchronization procedure is
conducted, as described next. Due to the differences in load and
power variations, there will be differences in terminal frequency
at the PCC, and due to this, the voltage waveform of the incoming
machine traverses across the voltage of the running machine on
the oscilloscope. While monitoring the voltage waveforms and
by slightly adjusting the load on the oncoming inverter, SW1 is
closed when voltage waveforms are aligned on the oscilloscope
(phase angle matching). After connection, the droop controller,
along with the tuned inner voltage control and current controller
ensures steady operation by redistributing load according to
the droop coefficients of the individual inverters. In the last
step, controller performance is evaluated by creating a load
disturbance on the parallel inverter system using the resistive
load bank 2 through SW2. The instantaneous power output of
each inverter is internally calculated in the controller and sent
to the oscilloscope through analog output channels.

Fig. 20(a) compares the performance of the conventional
droop and FOD droop controllers under load disturbance event.
In the beginning, the system is controlled with the conventional
droop controller withmp = 7.85 × 10−3 rad/s/W and a nominal
voltage Vnom = 75 V while all switches are closed. Then, the
resistance bank of load 2 is removed by opening SW2 which
causes an overshoot of 30% in the active power of inverter 2 and
undershoot of 55% for inverters 1 and 2. After ≈4 s, the system
is subjected to a load-in event when the resistive bank of load 2
is reconnected. This resulted in an overshoot of 20% in inverter
2. After ≈4 s, FOD droop is turned on with orders α = 1.5
and β = 1.3 and derivative droop gains md = 0.00035 rad/W
and nd = 0.0005 V·s/VAr, then after ≈2.5 s, the same load dis-
turbance is performed. However, the load-out event overshoot is
reduced to ≈ 12.5% for inverter 2 and the undershoot is reduced
to 40% for inverter 2. During the load-in event under the FOD
controller, the overshoot of inverter 2 is reduced to 15%. Another
observation is that the FOD droop has achieved more transient
power-sharing than the conventional droop controller, where the
power is almost equally shared even during transient time.

Another experimental case study is made at mp = 6.28 ×
10−3 rad/s/W andVnom = 100 V whileSW3 is open. As shown in
Fig. 20(b), the conventional droop controller gives an oscillatory
active power response. However, when the FOD droop is turned
on withα = 1.5 andmd = 0.00035 rad/W andnd = 0 V·s/VAr,
the high-frequency oscillations disappear. This verifies the sta-
bility analysis results and shows the stabilization effect of the
FOD droop controller.

VII. CONCLUSION

This article proposed the FOD droop controller to improve the
dynamic performance of the well-known IOD droop controller
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Fig. 20. Experimental comparison between conventional droop control
and FOD droop control. (a) Conventional droop followed by FOD droop
at load disturbance. (b) Stabilizing effect of FOD droop.

used in inverter-based islanded MGs. An efficient method was
developed to implement biproper transfer function approxima-
tions of the FO operator inside state space models dominated
with IO states. Then, this method was used to develop the
complete SSM of the MG under FOD droop control. Exhaustive
search results of the derivative droop gains showed the potential
of the proposed controller to enhance the power-sharing dy-
namics even at the same value of the largest real part of the
eigenvalues. After adding extra LPFs to increase the tunability of
the IOD droop, an optimization procedure was proposed to tune
the parameters of both the IOD and FOD droop controllers. The
simulation results of the tuned controllers in a benchmark MG
showed the merit of the FOD droop at significantly reducing the
overshoot, the ST, and the oscillatory response at several contin-
gency events, including large load disturbance. The controllers
were also tested at a reconfiguration scenario of another MG
where the network undergoes two consecutive transitions from
radial to meshed to radial again. The FOD droop also showed
reduced overshoot and reduced oscillation of the power transient,
especially during the first event, which is known to degrade the
relative stability of MGs. A comprehensive sensitivity analysis
was performed and showed the robustness of the proposed
controller under parameter uncertainty and multiple disturbance

events. Experimental validations on a laboratory scale two DG
MG showed the applicability and efficacy of the proposed FOD
droop controller in improving the power-sharing dynamics at
load disturbance events. In summary, it is evident that the extra
degrees of freedom provided by the FOD droop can be used
to improve the dynamic power-sharing performance of parallel-
operated inverters in islanded MGs as proven in small signal
analysis, verified by simulations, and validated on a lab-scale
MG. The proposed power-sharing controller, FOD droop, can
later be used as a stabilizing component in a larger control
scheme targeting other MG issues like unbalanced operation,
load harmonic sharing, etc.
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APPENDIX

The parameters of the system in Section IV are [42]:
Rf = 0.1Ω,Lf = 1.35 mH,Cf = 50μF,RC = 0.03Ω,LC =
0.35 mH, Rline1 = 0.23Ω, Lline1 = 0.35 mH, Rline2 = 0.35Ω,
Lline2 = 1.85 mH, load1 = load2 = (22.5 + j6)KVA mp =
6.28 × 10−4 rad/s/W, nq = 1.3 × 10−3 V/VAr, Kpc = 10.5,
Kic = 16 × 103, Kpv = 0.05, Kiv = 390, ωc = 31.41 rad/s,
F = 0.75, ωnom = 314.15 rad/s.

The parameters of Section IV-E are as follows. The line
impedance data are (0.1 + j0.08)Ω, (0.2 + j0.35)Ω, (0.15 +
j0.19)Ω, (0.2 + j0.10)Ω, (0.18 + j0.25)Ω, and (0.15 +
j0.16)Ω, for lines L1 through L6, respectively. The load data
are (13.0 + j1.5)kV A, (1.0 + j0.3)kV A, (5.0 + j3.0)kV A,
(11.5 + j2.0)kV A, (1.5 + j0.1)kV A, and (17.0 + j2.0)kV A
for loads Ld1 through Ld6, respectively.

The parameters of the experiment in Section VI are as
follows. Lline = 0.8 mH, Lf = 2.5 mH, Cf = 30μF, LC =
1.6 mH, Rload1 = 40Ω, Rload2 = 35Ω, VDC = 500 V, Kpc =
0.5, Kic = 500, Kpv = 0.01, Kiv = 0.1, F = 0.75. The ap-
proximated and discretized FOD implementations are given as
follows:

s1.5−1 = s0.5 ≈ 96.11(s+ 500.1)(s+ 28.99)(s+ 1.066)
(s+ 3155)(s+ 116)(s+ 6.725)

−→ 89.989(1−0.99995z−1)(1−0.9986z−1)(1 − 0.9753z−1)

(1 − 0.9997z−1)(1 − 0.9942z−1)(1 − 0.8538z−1)
(35a)

s1.3−1 = s0.3 ≈ 30.446(s+ 7482)(s+ 425)(s+ 19.03)
(s+ 2.167e04)(s+ 970.5)(s+ 55.13)

−→ 23.107(1 − 0.999z−1)(1 − 0.979z−1)(1 − 0.6849z−1)

(1 − 0.9972z−1)(1 − 0.9526z−1)(1 − 0.2971z−1)
(35b)
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