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Abstract: A chip mounter is the core equipment in the production line of the surface-mount technology, which is

responsible  for  finishing  the  mount  operation.  It  is  the  most  complex  and  time-consuming  stage  in  the

production process. Therefore, it is of great significance to optimize the load balance and mounting efficiency of

the  chip  mounter  and  improve  the  mounting  efficiency  of  the  production  line.  In  this  study,  according  to  the

specific  type of  chip  mounter  in  the actual  production line of  a  company,  a  maximum and minimum model  is

established  to  minimize  the  maximum  cycle  time  of  the  chip  mounter  in  the  production  line.  The  production

efficiency of the production line can be improved by optimizing the workload scheduling of each chip mounter.

On this basis, a hybrid adaptive optimization algorithm is proposed to solve the load scheduling problem of the

mounter.  The  hybrid  algorithm  is  a  hybrid  of  an  adaptive  genetic  algorithm  and  the  improved  ant  colony

algorithm.  It  combines  the  advantages  of  the  two  algorithms  and  improves  their  global  search  ability  and

convergence speed. The experimental results show that the proposed hybrid optimization algorithm has a good

optimization effect and convergence in the load scheduling problem of chip mounters.

Key words: Surface Mount Technology (SMT); chip mounter; load optimization scheduling; adaptive genetic algorithm;

ant colony algorithm

1    Introduction

With  the  increasing  demand  for  electronic  products,
their design is becoming increasingly miniaturized and
refined, and their functions are continuously improved.
This  development  makes  the  once-common perforated
plug-in  components  no  longer  suitable  for  large-scale,
highly integrated circuits.

Manufacturers aim to reduce costs, expand the profit

space,  and  enhance  the  competitiveness  of  their
products  by  developing  highly  integrated  electronic
products,  which  promote  Surface  Mount  Technology
(SMT) and its process of rapid development. An SMT
production  line  mainly  includes  a  plate  feeding
machine,  dispensing  machine,  chip  mounter,  reflow
welding  furnace,  plate  machine,  and  other  equipment.
A  chip  mounter  is  the  core  equipment  in  the  SMT
production  line,  responsible  for  finishing  the  mount
operation,  which  is  the  most  complex  and  time-
consuming stage  in  the  production process.  Therefore,
optimizing  the  load  scheduling  of  the  mounter  to
improve  the  mounting  efficiency  is  of  great
significance  for  improving  the  production  line
efficiency[1–3].

The SMT line is used to mount a single Print Circuit
Board (PCB) using multiple  chip mounters.  Each chip
mounter  is  responsible for  the mounting task of  a  part
of  the  components.  Hence,  how to  reasonably allocate
components for each chip mounter is  the first  stage of
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the  SMT  production  line  optimization  and  is  also  the
basis  of  the  optimization of  feeding through discharge
and mount sequences. Moreover, it is very important to
rationally  allocate  the  type  and  quantity  of  mounted
components for the chip mounter on the production line
to  improve  the  actual  production  capacity  of  the
production  line[4, 5].  In  the  study  on  the  load
optimization  scheduling  of  mounters,  the  heuristic
optimization  algorithm  is  common[6].  Heuristic
algorithms,  such  as  genetic  algorithms[7–11],  swarm
intelligence algorithms[12–15], and differential evolution
algorithm[16, 17],  are  common  optimization  algorithms.
Besides  the  above  algorithms,  other  intelligent
optimization  algorithms  have  also  been  applied  to  the
optimization  problems  of  SMT  production  lines,  such
as  multi-modal  and  multi-objective  optmization
algorithms[18−21],  bio-inspired  optimization
algorithms[22−26], dymanic multi-objective optimization
algorithms[27], and data and knowledge-driven memetic
algorithms[28−32]. In the early stage of the development
of  chip  mounters,  the  load-balancing  optimization
problem  of  components  is  solved  by  a  linear
programming  model.  However,  with  the  continuous
expansion of the scale in the actual production process,
such  as  the  increasing  types  and  quantities  of
components  and  numerous  factors  limiting  the
component mount, the linear programming model is no
longer  suitable  for  the  current  actual  production
optimization.  In  addition,  to  achieve  the  global
optimum, load balancing optimization and mount  path
optimization must be considered at the same time[33]. A
material  allocation  method  will  correspond  to  an
optimal sorting method, and an optimal solution will be
obtained. It may be a local optimal solution because the
corresponding optimal  solution may be  superior  under
another allocation method. Based on the above reasons,
intelligent  optimization  algorithms  have  been  applied
to  the  optimization  research  of  the  SMT  production
line.  Hsu[34] designed  a  particle  swarm  optimization
algorithm  to  optimize  the  feeder  position  and  mount
sequence.  Guo  et  al.[35] designed  a  hybrid  genetic
algorithm  to  optimize  feeder  allocation.  Castellani
et al.[36] designed an improved bee colony algorithm to
optimize the combination of the component placement
sequence  and  feeder  allocation.  In  reference,  Gao
et  al.[37] proposed  a  two-stage  method  for  the
combinatorial  optimization  of  the  component
placement  sequence  and  feeder  allocation.  With  many
types  of  mounting  components,  the  frequent
replacement  of  suction  nozzles  will  also  affect  the

mounting  efficiency[38].  Luo  et  al.[39] constructed  a
two-stage mixed-integer linear programming model by
combining  nozzle  replacement,  feeder  allocation,  and
component  placement  sequence  for  optimization.  Li
and Yoon[40] designed a tabu search algorithm based on
the  nearest-neighbor  domain,  which  combines  the
optimization  of  the  picking  sequence,  nozzle
replacement, and feeder position.

2    Problem Description and Model

2.1    Problem description

In  the  SMT  production  line,  after  a  chip  mounter
completes  the  mounting  task  of  a  PCB,  it  sends  the
PCB to  the  next  chip  mounter  for  the  next  part  of  the
mount  and receives the PCB mounted by the previous
chip  mounter  for  the  next  stage  of  the  mounting  task.
When  this  mounter  finishes  its  task,  the  next  mounter
does  not  finish  the  mount  work  mounter.  Hence,  this
mounter  must  wait  for  the  next  mounter  to  finish  the
mount  work  before  sending  the  PCB  to  the  next
mounter  and  receiving  the  PCB  transmitted  by  the
previous  mounter.  That  is,  the  time  required  by  an
SMT  production  line  composed  of  multiple  chip
mounters  to  complete  a  stage  of  the  mounting  task  is
the maximum time for these chip mounters to complete
a stage of the mount task time. Theoretically, the SMT
production line efficiency can be maximized when chip
mounters no longer wait for one another, that is, when
all chip mounter stages work simultaneously. However,
in  the  actual  production  process,  it  is  not  realistic  to
make  the  working  time  of  each  stage  of  the  patch
machine exactly the same, so we can only continuously
reduce  this  time.  The  phase  working  time  of  the
production line is determined by the chip mounter with
the  longest  working  time.  Thus,  in  the  load
optimization  scheduling  process,  the  material
distribution  of  the  chip  mounter  is  optimized  with  the
goal of minimizing the maximum phase working time.

2.2    Problem model

The  main  structure  of  the  SMT  production  line  of  a
company is shown in Fig. 1. The core equipment of the
SMT production line is composed of a high-speed chip
mounter  (high-speed  machine)  and  a  multifunctional
chip  mounter  (medium-speed  machine).  The  high-
speed  machine  has  two  independent  working  tables
with high-speed and high precision, and its main task is
to  mount  small  components.  The  medium-speed
machine’s  mount  speed  is  slow,  but  the  machine  can
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mount  all  types  of  components,  including  some  large
irregularly shaped components. In general, components
that  cannot  be  mounted  on  high-speed  machines  are
placed on medium-speed machines for mounting tasks.

The  PCB  is  sent  to  the  high-speed  mounter  by  the
working  equipment,  which  is  assembled  by  the  No.  1
and No. 2 tables of the high-speed mounter in turn, and
then  sent  out  by  the  high-speed  mounter.  The
multifunctional mounter receives the PCB to complete
the remaining component mount task. Finally, it is sent
to the reflow welding and curing furnace. The mounter’s
mount  task  is  completed.  Most  of  the  components  on
the  PCB  are  fed  by  the  belt  feeder,  while  some
components need the disc feeder.

The  disc  feeder  needs  to  be  installed  on  the
multifunctional  mounter.  The  multifunctional  mounter
with  the  disc  feeder  can  no  longer  install  the  belt
feeder.  Therefore,  a  single  multifunctional  mounter  is
usually  used  to  mount  the  components  that  need  the
disc feeder for the feeding task. Only the optimal load
scheduling  problem  of  the  belt  feeder  in  each  patch
machine  is  considered.  The  high-speed  mounter  has
two workbenches, which are independent of each other
for  the  mounting  task.  Thus,  the  load  optimization
scheduling  task  of  the  mounter  is  not  based  on  the
mounter  as  the  unit  but  on  the  independent
workbenches  as  the  unit  for  the  optimization  task.  In
the series structure of the chip mounter shown in Fig. 1,
the  stage  working  time  of  the  production  line  is
determined  by  the  maximum  working  time  of  No.  1,
No.  2,  and No.  3  workbenches.  The optimization  goal
is to minimize the maximum working time of the stage
specific  to  the  workbench  to  achieve  the  maximum
working efficiency of the SMT production line.

During  component  allocation,  the  components  with
special  requirements  are  assigned  first.  For  instance,
some large irregularly shaped components can only be
mounted on the  multifunctional  chip mounter  as  high-
speed  chip  mounters  cannot  mount  such  components.
In  addition,  the  speed  mode  of  the  chip  mounter  has

certain  requirements.  Components  under  MODEL
1608,  that  is,  components  smaller  than  1.6  mm  in
length  and  0.8  mm in  width,  can  only  be  mounted  on
high-speed chip mounters. After completing the special
component  allocation  task,  the  remaining  component
types  of  both  mounters  can  mount  the  task,  and  these
components  can  be  reasonably  allocated  to  complete
the  load  optimization  scheduling.  In  the  mounting
process of components, the nozzle types for picking up
different  components  are  also  different.  Each  arm  of
the  chip  mounter  involved  in  this  study  has  eight
mounting heads to assemble the suction nozzle, and up
to  eight  different  types  of  suction  nozzles  can  be
assembled.  When  there  are  too  many  types  of
components  on  the  PCB,  only  eight  types  of  suction
nozzles are not enough to absorb all components. Then,
the  boom  should  be  transferred  to  the  suction  nozzle
exchange  station  to  replace  the  suction  nozzle.  A
multifunctional  chip  mounter  is  used  to  mount  large
irregularly  shaped  components.  These  components
often have many kinds, but the required number is very
small. Many such components only need one, so in the
multifunctional  chip  mounter  mounting  process,  it  is
easy to replace the suction nozzle operation. In the load
optimization scheduling process, the time consumed by
replacing the suction nozzle should be considered. For
medium and large components,  due to their large size,
the suction nozzle will lead to the phenomenon that the
adjacent  suction  nozzle  cannot  absorb  the  component,
and  the  absorption  of  the  component  mount  cycle
cannot  be  fully  loaded.  This  phenomenon  should  also
be  considered  in  the  load  optimization  scheduling
process,  so  that  the  material  separation  results  are
highly  scientific  and  reasonable.  Through  the  above
analysis, the problem model established is shown in the
following:

The objective functions are as follows:
 

min f =min(max Xi)
i∈I

(1)

 

Xi = wi+Ni (2)
 

wi =
∑

j∈J, f∈F
ti f j p jzi f j (3)

 

p j =
∑
k∈K

ak j, j ∈ J (4)

The constraints are as follows:
 ∑

j∈Ji

∑
f∈F

s jzi f j ⩽ mi, i ∈ I (5)

 

 

Workbench 1 Workbench 2 Workbench 3

High-speed chip mounter Multi-function chip mounter 
Fig. 1    Structure of the SMT production line.
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∑
i∈I

∑
f∈F

zi f j = 1, j ∈ J (6)

 

wi > 0 (7)
 ∑

l∈L
bl1 j = 1, j ∈ J (8)

 ∑
l∈L

bl2 j = 1, j ∈ J (9)

 ∑
l∈L

bl3 j = 1, j ∈ J (10)

In  the  above  equations,  Eq.  (1)  represents  the
objective  function,  which  means  minimizing  the
maximum  working  time  of  the  three  workbenches.
Equation  (2)  represents  that  the  working  time  of  the
workbench  is  divided  into  two  parts,  which  are
composed of the time for the workbench to be attached
and  the  time  for  the  mounting  head  to  change  the
nozzle  at  the  nozzle  exchange  station.  Equation  (3)
represents  the  calculation  method  of  the  workbench
patch  time.  Equation  (4)  represents  how  many  points
component j has  on  the  PCB.  Formula  (5)  represents
the  total  number  of  station  locations  required  to  place
components  on  workbench  stage, i,  which  cannot
exceed  the  limit  of  the  total  number  of  workbench
station  locations.  Equation  (6)  represents  that  the
components of the same type can only be placed on one
workbench,  and  multiple  workbenches  cannot  mount
one  component  at  the  same  time.  Formula  (7)
represents  that  each  workbench  should  be  assigned  a
mounting task. Equations (8)−(10) represent that when
the  same  component  is  mounted  on  the  same
workbench,  only  the  same  nozzle  can  be  used  for  the
material retrieval operation.

The definitions of each variable in the equations are
as follows:

i i

i

•  represents the workbench number.  is an integer,
and its values are 1, 2, and 3. The workbench number is
shown in Fig. 1. I represents the set of all workbenches
.

j•  represents  the  component  type  number,  and J is
the set of all components j.

k•  represents  the  number  of  each  point  component
on the PCB and K is the set of all components k.

l•  represents the type of suction nozzle, and L is the
set of all types of suction nozzles.

Xi•  represents  the  total  working  time  of  the
workbench i,  including  the  time  to  replace  the  nozzle
from the nozzle exchange station.

wi•  represents  the  mount  component  time  of  the
workbench i.

Ni•  represents the time for the workbench i to switch
the suction nozzle.

mi•  represents  the  number  of  feeding  slots  of  the
workbench i.  The  sum  of  component  stations  of  the
feeding results cannot exceed this maximum limit.

f•  represents the speed mode of the workbench. The
value can be 1, 2, and 3, representing one speed mode.
The  speed  ranges  from  fast  to  slow, F is  the  set  of
speed modes.

ti f j

i
•  represents  the  expected  time  of  attaching  the

j-th component to the -th table in the speed mode f. For
example,  the  time  of  attaching  a  small  material  to
the  high-speed  chip  mounter  in  speed  mode  1  is
0.05 s/piece.

p j j•  represents  how many points  the -th  component
has on the PCB.

ak j•  represents that the value of component k is 1 if it
is a component of type j, and 0 otherwise.

s j•  represents how many feeding slots are occupied
by j-type  components.  When  the  value  is  greater  than
1, this component is a medium or large component, and
the suction nozzle will lead to the phenomenon that the
adjacent suction nozzle cannot absorb components.

zi f j•  represents  that  a  component  of  type j is  set  to
mount  on  the  workbench i in  the  speed  mode f if  the
value is 1; otherwise, it is 0.

3    Algorithm Description

3.1    Hybrid adaptive optimization algorithm

The  crossover  probability  and  mutation  probability  of
the standard genetic algorithm are fixed. This condition
has a great impact on the convergence of the algorithm
and  cannot  meet  the  needs.  In  addition,  to  search  the
solution  space  at  the  beginning  of  the  genetic
algorithm,  the  algorithm  needs  a  large  crossover  and
mutation  probability.  In  the  later  stage  of  the  genetic
algorithm,  the  population  constantly  approaches  the
optimal  solution,  and  a  large  crossover  and  mutation
probability  are  not  conducive  to  the  final  fast
convergence.  Moreover,  the  fixed  probability  will
affect  the  efficiency  of  the  algorithm.  To  solve  the
above  problems,  this  paper  proposes  an  adaptive
genetic  algorithm  to  dynamically  adjust  the  crossover
and  mutation  probability.  The  algorithm  increases  the
crossover  and  mutation  probability  when  the
population diversity is small and reduces the crossover
and mutation probability when the population diversity
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is large.
The  ant  colony  algorithm  has  the  characteristics  of

fast convergence and strong stability, but it also has the
defects  of  long  search  time  and  easy  premature
phenomenon.  To  improve  the  performance  of  the  ant
colony  algorithm  and  the  search  efficiency,  the
pheromone  calculation  and  update  methods  are
improved in this study. The way that ants search for the
next  city  according  to  the  pheromone  concentration  is
represented by Eqs. (11) and (12) in the following:

q < q0As one time, when ,
 

s = argmax[τ(i, j)]α[η(i, j)]β, j ∈ Jk(i) (11)

Otherwise,
 

pk(i, j) =


[τ(i, j)]α[η(i, j)]β∑
[τ(i, j)]α[η(i, j)]β

, j ∈ Jk(i);

0, otherwise
(12)

α β

τ(i, j)

(i, j) η(i, j) = 1/d(i, j) d(i, j)
i j Jk(i)

i q
q0

q < q0

where  and  represent  the  importance  degree  of  the
pheromone  and  heuristic  factor,  respectively. 
represents  the  pheromone  concentration  on  the  edge

.  is the heuristic factor, and  is
the distance between cities  and .  represents the
next  city  that  can  be  searched  at  city .  is  a  random
number with a uniform distribution of 0 and 1,  and 
is  the  threshold  set  to  determine the  probability  of  the
probabilistic  search  and  path  selection  with  prior
knowledge.  When ,  according  to  the  pheromone
left  by the last  iteration,  the ant  chooses the path with
the largest pheromone concentration as the next search
path.  Otherwise,  it  will  conduct  a  probabilistic  search
according to the pheromone. The pheromone is updated
by Eqs. (13) and (14) in the following:
 

τ(i, j) = (1−ρ2) ·τ(i, j)+ρ2 ·∆τ(i, j) (13)
 

τ(i, j) =
{

(Lbest)−1, (i, j) ∈ best;
0, otherwise (14)

ρ2where  is the global pheromone volatilization factor,
Lbest is  the  fitness  value  of  the  optimal  path,  and best
represents the optimal path.

In  this  study,  the  adaptive  genetic  algorithm  and
improved  ant  colony  algorithm  are  mixed,  and  the
advantages  of  the  two  algorithms  are  combined  to
improve  the  global  search  ability  and  convergence
speed  of  the  algorithm.  Then,  the  hybrid  algorithm  is
applied to the load optimization scheduling of the chip
mounter.

3.2    Problem coding

The  type  of  components  and  the  number  of

workbenches  are  represented  by  numbers,  and  the
components  correspond  to  the  workbenches.  The
workbenches of the mounter in Fig. 1 are coded as 1, 2,
and 3 from left  to right,  in which No. 1 and No. 2 are
high-speed  chip  mounters,  and  No.  3  is  a
multifunctional  chip  mounter.  Due  to  the  different
types  of  components,  the  types  of  chip  mounters  that
can  mount  different  types  of  components  are  also
different,  so  component  coding  can  be  divided  into
three  categories.  The  first  category  consists  of
components  that  can  only  be  mounted  on  the  high-
speed  chip  mounter.  This  kind  of  component
corresponds  to  workbenches  1  and  2.  The  second
category  consists  of  components  that  can  only  be
mounted  on  a  multifunctional  chip  mounter,
corresponding  to  workbench  3.  The  third  category
refers  to  components  that  can  be  mounted  on  both
types  of  chip  mounters,  corresponding  to  all
workbenches.  Assuming  that  there  are  eight  kinds  of
components  to  be  mounted,  coded  from 1  to  8,  No.  4
component is the component that can only be mounted
on the  high-speed  chip  mounter,  and  No.  3  and  No.  5
components  are  the  components  that  can  only  be
mounted  on  the  multifunctional  chip  mounter.  Their
coding methods are shown in Fig. 2. No. 4 component
can only be  mounted on the  high-speed chip  mounter,
so the value of the workbench code is 1 or 2. No. 3 and
No.  5  components  can  only  be  mounted  on  the
multifunctional chip mounter, so the value can only be
3.  The  other  components  can  be  mounted  on  the  two
chip  mounters  without  restriction,  so  the  value  can  be
any integer from 1 to 3.

3.3    Genetic operation

The  selection  operator  selects  the  roulette  selection
operator, calculates the sum of fitness values, and takes
the  ratio  of  fitness  to  the  sum  as  the  selection
probability.  The  crossover  operator  selects  two  points
to  cross,  randomly  sets  two  points  in  the  parent
 

High-speed chip mounter

Workbench

Multi-function chip mounter

Chip type 4

1 3 3 32 1 1 1

3 5 2 6 1 7 8 
Fig. 2    Problem coding method.
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individual, and exchanges the part between the two set
points  in  the  parent  individual  to  form  two  offspring
individuals.  The  relative  position  of  the  exchanged
chromosome parts in the parent individual is the same,
ensuring  that  the  type  of  element  can  be  mounted  on
the corresponding workbench.

The mutation operator selects a single-point mutation
operator, randomly selects a component, and randomly
mutates  to  another  workbench  number.  If  the
component  can  only  be  mounted  on  the  high-speed
chip mounter, it will be changed from 1 to 2 or 2 to 1.
If  it  can  only  be  mounted  on  the  multifunctional  chip
mounter,  it  will  not  be  changed.  If  there  is  no  limit,  a
positive  number  will  be  randomly  selected  in  the
interval [1, 3]. If the number of chip mounters is more,
only the variation interval can be expanded.

The  crossover  and  mutation  probabilities  are
calculated,
 

Pc =

 k1×
Fmax× f ′

Fmax×Favg
, f ′ ⩾ Favg;

k2, f ′ < Favg

(15)

 

Pm =

 k3×
Fmax× f

Fmax×Favg
, f ⩾ Favg;

k4, f < Favg

(16)

f ′

k1 k3

k2 k4

where f  is the fitness of the current mutant individual,
 is the greater fitness of two crossed individuals; Fmax

and Favg are  the  maximum and average fitness  values,
respectively; the values of  and  are the real number
[0, 1], and the value of  and  is set to 0.8 to ensure
that  the  inferior  individuals,  whose  fitness  value  is
lower than the average fitness value of the population,
will carry out the cross-mutation operation with a great
probability.

3.4    Pheromone calculation and update

Q

Xi

ρ

n

Different  from the  TSP  problem,  the  SMT production
line  load  optimization  scheduling  does  not  have  a
conventional path, so there are some special aspects in
the pheromone calculation and update. To minimize the
working  time  difference  of  each  workbench,  the
pheromone  calculation  is  set  as  follows:  The
pheromone is  updated with the difference between the
maximum and minimum working time of the three chip
mounter  workbenches  of  the  optimal  individual.  is
the  pheromone  intensity  left  by  the  ant  after  the  path
and is constant, and the working time  is the working
time of each workbench of the optimal individual.  is
the  pheromone  evaporation  rate,  and  represents  the
component  type.  The  calculation  process  is  shown  in

the follwing:
 

τ(n,n+1) =
(1−ρ) ·τ(n,n+1)+ρ ·∆τ(n,n+1) (17)

 

τ(n,n+1) =
Q

max(Xi)−min(Xi)
, i ∈ I (18)

3.5    Repair operation

For  the  randomly  generated  chromosomes,  the
inevitably generated components occupy more stations
than the limit of the number of feeding slots, resulting
in infeasible solutions. Such infeasible solutions should
be repaired during the operation of the algorithm. In all
the  components  that  exceed  the  limit  number  of  the
feeding  slots  on  the  workbench,  select  one  at  random
and assign the component to a workbench that will not
exceed  the  limit  number  of  the  feeding  slots.  Then,
continue  to  cycle  this  operation  until  the  phenomenon
that  the  number  of  component  stations  is  equal  to  the
limit number of the feeding slots.

wi = 0

wi

For randomly generated chromosomes,  it  is  possible
that .  That  is,  there  are  no  components  to  be
assigned. For this infeasible solution, randomly select a
workbench  whose  is  not  0,  randomly  select  a
component that  meets the mounting conditions on this
workbench, and assign the component to the undivided
workbench.

3.6    Algorithm process

The  process  of  the  hybrid  adaptive  optimization
algorithm proposed in this paper is as follows:

Step 1: Parameter and pheromone initialization.
N

T

Step  2: Determine  the  population  size  of  the
adaptive  genetic  algorithm,  initialize  the  population
randomly, and maximize the number of iterations .

Step  3: Calculate  the  individual  fitness  of  the
population,  determine  the  crossover  and  mutation
probability,  and  reserve  the  individuals  with  the
mutation  and  crossover  probability  of  0.  The
probabilities of crossover and mutation are determined
by Eqs. (15) and (16).

Step  4: Check  whether  the  termination  condition  is
met.  If  yes,  output  the  result  and  end  the  algorithm;
otherwise, go to Step 5.

N

best
best best

Step  5: Select  the  population  by  the  roulette,
sequence  crossover,  and  mutation  operations  to  obtain
the  offspring  population  of  size ,  and  calculate  the
fitness  value.  The  fitness  value  of  the  optimal  fitness
individual  in  the  offspring  is  compared  with ,  and

 is  updated.  Then,  use  to  update  the  global
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pheromone with Eqs. (17) and (18).

q0 q

q q0 q < q0

Step 6: Use pheromones to guide ants in their search.
Set  the  threshold ,  take  random  number ,  and
determine the search mode of the ant search according
to the size of  and . When , the path with the
maximum  pheromone  concentration  is  selected  using
the  prior  knowledge;  otherwise,  a  probabilistic  search
is performed.

Step 7: Each ant performs global pheromone updates
during the search process.

mStep 8: Among the  paths searched by ants,  select
some optimal paths to replace the worst  individuals in
the  population,  keep  the  population  number N
unchanged, update the population, and return to Step 4.

4    Results and Discussion

4.1    Experimental data and parameters

In this study, three kinds of PCBs of different sizes in
actual  production  are  used  for  the  simulation
experiment. The chip mounters are of two types: one is
CPM-2 (multifunctional chip mounter), and the other is
CPM-3 (high-speed chip mounter). CPM-3 is equipped
with two workbenches, and the parameters of the three
PCBs are shown in Table 1. The data source is from an
intelligent equipment company.

Table  1 shows  the  basic  parameters  of  the  three
PCBs. Board 351-1405 is single-sided, so only one side
needs  to  be  mounted.  Boards  351-1540 and 5 352 360
are  double-sided,  and  there  are  component  points  on
both  sides  to  be  mounted.  351-1540-TOP  and
5 352 360-TOP  are  the  front  component  data  of  the
PCB. 351-1540-BOT and 5 352 360-BOT are the back
component  data  of  the  PCB.  The  experiment  does  not
involve the turning-over operation, and the two sides of
the same PCB are optimized independently.

In the hybrid algorithm, the population size is 50, the
maximum  iteration  is  300  generations,  and  the
crossover  probability  and  mutation  probability  change
dynamically with the algorithm. The number of ants is
30,  the pheromone increase coefficient  is  100,  and the

pheromone  evaporation  coefficient  is  0.2.  The  hybrid
algorithms  are  used  to  optimize  five  load-balancing
tasks of the three PCBs.

The hardware running environment of the experiment
is  as  follows:  64-bit  OS,  Windows  8,  8  GB  memory,
and  Intel®  Core(TM)  I7-3537U@CPU  2.00  GHz
processor.

4.2    Experimental results and discussion

T2 T3

dev

The  load  optimization  scheduling  of  the  chip  mounter
is  carried  out  on  five  surfaces  of  the  three  kinds  of
PCB.  It  is  assumed  that  the  working  time  of  the
multifunctional  mounter  (medium-speed  machine)
workbench is T1, and the working time of the two high-
speed  mounters  are  and ,  respectively.  The
working time is expressed in cycles. The experimental
results are compared with the load scheduling mode of
the chip mounter: connecting software. Then, the result
of the load optimization scheduling is evaluated by the
deviation  rate  ( ).  The  calculation  method  of  the
deviation rate is shown in the following:
 

dev =
max(Ti)−min(Ti)

avg(Ti)
(19)

Tiwhere  represents the working time of the workbench,
and  the  deviation  rate  is  the  ratio  between  the
difference  of  the  maximum  and  minimum  working
time of  the three workbenches to  the average working
time ave (Ti). The smaller the deviation rate, the closer
the working time of each workbench, and the better the
load  optimization  scheduling  effect.  The  experimental
results are shown in Table 2.

The  data  of  PCB  351-1540-BOT  have  29  kinds  of
components  and  38  component  points,  so  it  is  the
smallest  in  scale  and  the  lowest  in  complexity  among
the  five  groups  of  test  data.  The  load  optimization
scheduling effect of the two methods is the same. The
data  of  PCB 5 352 360-BOT  have  104  kinds  of
components  and  254  component  points,  so  it  is  the
most complex and largest set of experimental data. The
connecting  software  has  the  worst  effect,  whereas  the
hybrid  optimization  algorithm  obtains  good  results.
When the numbers of component types and component
points  on  the  PCB  are  larger,  the  scale  of  the
optimization  problem  is  larger,  the  effect  of  the
connecting  software  method  is  worse,  and  the  hybrid
algorithm  can  obtain  better  results.  When  the  sizes  of
the component points and component types on the PCB
are small, the two methods obtain the same results. The

 

Table 1    Related data of the PCB.

PCB board Number of
component points

Number of
component types

351-1405 74 38
351-1540-BOT 38 29
351-1540-TOP 221 60
5 352 360-BOT 254 104
5 352 360-TOP 113 46
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larger  the  size  of  the  PCB  is,  the  better  the  hybrid
algorithm is compared with the connecting software.

Table  3 shows  the  information  on  the  components
that  can  only  be  mounted  on  the  multifunctional
mounter  and  high-speed  mounter,  and  the  information
on the component  points  that  can be mounted on both
kinds of  chip mounters.  Based on the  data  in Table  3,
the number of limited components will affect the effect
of  the  load  optimization  scheduling  algorithm.  There
are many limited components in the data of PCB 351-
1540-BOT,  and  the  types  and  number  of  components
that can be freely distributed in the two chip mounters
are small. Thus, the optimization space is small, so the
results  obtained  by  the  two  methods  are  the  same.
When  there  are  many  freely  allocated  components  in
the  data,  such  as  PCB 5 352 360-BOT,  the  hybrid
algorithm  has  a  large  optimization  space,  and  the
working time of the three workbenches will be similar.
Based  on  the  result  of  the  experiment  data,  the
multifunctional chip mounter tends to need more work
time than the high-speed chip mounter. The occurrence
of  this  kind  of  phenomenon  is  attributed  to  the
generally large irregularly shaped components fixed on
the  multifunctional  mounter.  Its  large  size  leads  to  a
small number of components for each mount cycle, so
more  cycles  are  required.  In  addition,  due to  the  large

volume  and  mass  of  the  large  irregularly  shaped
components, to avoid the components from falling, the
low-speed  mode  is  often  used  for  mounting  work.
Therefore,  the  multifunctional  chip  mounter  often
needs  more  time  for  the  mounting  task.  When  the
number  of  large  irregularly  shaped  components  is
large,  the  working  time  of  the  multifunctional  chip
mounter  workbench  and  high-speed  mounter
workbench are often large.

Figures 3 and 4 show the average fitness value of the
hybrid algorithm in each generation and the best fitness
value  of  the  hybrid  algorithm  in  each  generation  of
PCB 5 352 360-BOT.  The  results  show  that  the
convergence speed of the hybrid algorithm is relatively
fast  and  has  a  good  convergence  effect.  When  the
hybrid  algorithm  performs  load  optimization
scheduling  for  the  PCB  data  of  different  sizes,  the
efficiency  of  the  algorithm  will  significantly  decrease
with  the  expansion  of  the  scale,  but  the  effect  of
obtaining  load  optimization  scheduling  will  be
significantly improved.

5    Conclusion

The  load  optimization  scheduling  of  chip  mounters  is
studied  for  the  SMT  production  line.  The  mounting
task of a PCB will be carried out with the cooperation

 

Table 2    Comparison of experimental results.

PCB board Number of
component points

Number of
component types Algorithm T1 (s) T2 (s) T3 (s) dev (s)

351-1405 74 38
Connecting 21.03 11.97 7.38 1.01

Hybrid 19.31 13.01 8.86 0.70

351-1540-BOT 38 29
Connecting 7.90 3.28 6.47 0.78

Hybrid 7.90 3.28 6.47 0.78

351-1540-TOP 221 60
Connecting 42.09 39.22 16.31 0.79

Hybrid 37.11 29.23 29.37 0.25

5 352 360-BOT 254 104
Connecting 49.31 42.89 21.61 0.73

Hybrid 34.26 33.23 34.01 0.03

5 352 360-TOP 113 46
Connecting 22.02 16.16 14.03 0.54

Hybrid 20.55 15.77 15.01 0.32
 

 

Table 3    Component mount limit information.

PCB board
Multi-function mounter High-speed mounter Free point

Number of
types

Number of
component points

Number of
types

Number of
component points

Number of
types

Number of
component points

351-1405 5 11 2 6 31 57
351-1540-BOT 2 4 23 27 4 7
351-1540-TOP 16 22 2 18 42 181
5 352 360-BOT 25 35 31 73 38 146
5 352 360-TOP 10 34 18 28 18 51
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of  multiple  mounters.  The  components  required  by  a
specific  printed  circuit  board  will  be  allocated  to  the
tasks  of  each mounter  rationally  through optimization,
so  the  time  required  by  the  mounter  to  complete  each
part  of  the  task  is  as  close  as  possible.  Moreover,  the
idle  waiting  time  of  the  mounter  can  be  shortened.  In
this  study,  combined  with  the  working  characteristics
of the chip mounter in the production line, the common
constraints  in  production,  such  as  the  size  of
components,  speed  mode,  and  operation  of  changing
the  nozzle,  are  introduced  to  make  the  model  highly
suitable for the actual production. In the process of the
experiment,  three  kinds  of  PCBs  in  the  actual
production are selected, and the data of five aspects are
tested.  The complexity and scale of  the five groups of
data  are  also  different.  The  proposed  hybrid  adaptive
optimization  algorithm  is  used  to  optimize  the  load
scheduling of  the  chip  mounter  in  the  production line,
and  the  results  are  compared  with  the  optimization
method  of  the  machine.  The  results  show  that  the
proposed  hybrid  optimization  algorithm  has  a  good
optimization  effect  and  convergence  in  the  load
scheduling  problem.  With  the  increase  of  the  problem

size,  the  optimization  effect  of  the  proposed  hybrid
algorithm  becomes  more  obvious,  which  proves  the
effectiveness  of  the  proposed  hybrid  algorithm  on  the
load  optimization  scheduling  problem  of  chip
mounters.
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