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Abstract. Generally, medical diseases can be identified 

based on their symptoms already derived. Most of the 

medical diseases are not new and the symptoms are al-

ready plotted with results. The diseases like COVID19 

are new and it is still in the observation stage. Whenever 

the symptoms are conceivable such as, the demand for 

automation in prediction exists. Such demand leads to 

the development of automated medical care machine 

which can deliver the suggestions or prescriptions in 

absence of doctors due time or place constraints (now it 

is higher due to COVID19 pandemic). In a few situa-

tions, doctors can also help patients with live video 

streaming assist mechanism. The automated machine 

can also produce the required medicine as per the basic 

needs. Many research papers are coming up on this as-

pect now a day. It is important to focus on this medical 

need on the way of researches done and the room to im-

prove further shortly. When dealing with such automat-

ed prediction, the previous predictions and results hap-

pened should be taken into considerations . In such case, 

the big data with machine learning algorithms play a 

vital role in this process. In this article, the best-fit ma-

chine learning algorithm was identified for medical-

related data sets. 
Keywords: Automated Medical Care Machine, Video 

Streaming Assist Mechanism, Medical Diseases, Prescrip-

tions and Medicine, COVID19 pandemic. 

I. INTRODUCTION

The symptoms play a major role in identifying the diseases 

[1, 17], and few symptoms are listed below for child be-

tween 2 months and 5 years. Most of the symptoms are from 

a common problem like a cough or difficult breathing, diar-

rhea, fever, and ear problem. 

Fig. 1 (a): Main Symptom 1 – Child between 2 Months and 5 Years 

Fig. 1(b): Main Symptom 1 – Child between 2 Months and 5 Years 

Fig. 2(a): Main Symptom 2 – Child between 2 Months and 5 Years 
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Fig. 2(b): Main Symptom 2 – Child between 2 Months and 5 Years 

 

 
Fig. 3(a): Main Symptom 3 – Child between 2 Months and 5 Years 

 

 
Fig. 3(b): Main Symptom 3 – Child between 2 Months and 5 Years 

 

 
Fig. 4(a): Main Symptom 4 – Child between 2 Months and 5 Years 

 

 
Fig. 4(b): Main Symptom 4 – Child between 2 Months and 5 Years 
 

At present, sensors are utilized for gathering patient data 

such as pressure, pulse rate, etc. These sensors are connected 

with the system to produce the report (summary) [13, 16, 

25]. Then the consolidated report and the patient's medical 

history are sent to the doctor for review and [2, 19] the doc-

tor will suggest the prescription to patients based on re-

ceived data. The schematic diagram for the IoT based em-

bedded treatment model is shown below, 

 

 
Fig. 5: IoT  Based Embedded Treatment Model 

 

When analyzing the medical related data, the following da-

tasets were considered in the scenario [27]. 

Data Set 1: The data set for symptom disease relationship 

should be formed with the name of Data Set – Symptom 

Disease Relationship (DS-SDR). 

Data Set 2:  The data from different patients are stored in a 

separate data set called Data Set – Patient (DS-P). Here, 

doctors may be in different location as well. 

Data Set 3: Every individual doctor’s prescription will be 

collected in such a way, that the Doctor’s name as Key and 

Prescription as Values (documents). The data set named 

Data Set – Doctor Prescription (DS-DP). 

Data Set 4: Randomly collected handwritten prescriptions in 

the data set called Data Set – Hand Written Prescription 

(DS-HWP). 

II. LITERATURE SURVEY 

The machine learning techniques play a vital role in medical 

data sets [20, 21, 26], here are some machine learning tech-

niques which can be used for better efficiency on the above 

data sets. The DS-SDR dataset is having various diseases as 

a branch of different symptom combinations. [15] As proof 

of a similar scenario in the survey, this type of dataset can be 

effectively handled by supervised learning algorithms and 

especially decision trees because of Ѳ (log n) complexity to 

search in most of the cases. In the worst case, it may reach O 
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(n) but it is a rare scenario. Here ‘n’ is the number of symp-

tom nodes [22, 23]. 

The dataset’s DS-P and DS-DP are having individual’s rec-

ord/prescription sheets, so the rule set can be clearly written 

after analyzing the overall data and requirement. When the 

rule set is clear and there cannot form a hierarchical struc-

ture, in such a situation SVM classification will be effective. 

These prescriptions required text extraction techniques [14, 

18] to do the internal process for storing the data in the re-

quired format. 

The data set DS-HWP will have randomly collected pre-

scriptions where the understanding of the data set to form a 

clear ruleset will be difficult and further using the data set 

efficiently by giving equal priority over each data is almost 

very difficult. Giving equal priority is important because to 

know about each prescription since those are randomly col-

lected ones. In such a situation, a random forecast technique 

will be much effective than other machine learning tech-

niques [24]. 

The medical care machine can be as small as finding the 

pressure and  symbolizing the diseases. It can also be as big 

as a machine that can produce the tablets as per doctor’s 

prescription. The doctors are writing the prescription based 

on the collected input data and there is always a question, if 

the input data collected is not correct or inaccurate then the 

prescribed medicine will lose its efficiency against the actual 

disease. Eventually, the betterment of medical prescription is 

based on the accuracy of the device used to gather data. The 

legal standard needs to be set for testing or validating such 

devices regularly to produce the accuracy measured [3]. All 

ways engineering offered technology over health care plays 

a major role in terms of communication and data collection 

[4]. The mathematical models also playing a vital role in 

proving the accuracy and results of such induced technology 

over the area of health care.  

ATM kind of machine is developed for providing medicine 

for patients as per the doctor’s prescription and on the phys-

ical absence of doctors, the machine can provide video con-

ference for patients to doctors [5, 8]. It is connected online 

to a doctor. The doctor “consults” and “prescribes” the med-

icines, which are “acquired” and “dropped” to the user like 

money is dropped from Automated Teller Machine (ATM).  

Further, it reduces the cost of visiting a doctor at the hospi-

tal/clinic at distant places and it also provides immediate 

access to doctors for patients and also a quick delivery of 

medicines.  

Against Chronic obstructive pulmonary disease, a home 

health care system is introduced for improving personalized 

health care [6]. This system will alert the user when it finds 

the problem in measurement – over or below the threshold 

value. The problem associated here is the cost and usage of 

the device by the user. Since it is a personalized health care 

system, it cost bigger due to many individual’s contribu-

tions. It required continuous monitoring to alert the user 

against any deviation from the standard value. 

The patient’s status is more critical in ICU (Intensive Care 

Unit) than patients in the normal room admitted condition. 

So it becomes important to detect the emergency in ICU for 

every patient. There is already an alarm system that will start 

alarm when the patient’s state goes critical than the expected 

value. This method is based on SVM classification, but still, 

this results in false alarm most of the time. To overcome 

this, two new techniques are introduced in the machine 

learning algorithm such as LASVM, and I-SVM. I-SVM 

proved to be better than other stars of the art protocols used 

in the same scenario [7]. 

Traditionally doctors used to identify the pain level of pa-

tients on seeing the reactions on their faces. Based on the 

pain level, the disease prediction was done by doctors in the 

olden days. One of the research articles focused on identify-

ing patterns on the patient’s face and finding the probability 

of diseases before reacting on them [9]. The problem here is 

the major one, identifying or finding the probability of dis-

ease utilizing analyzing the patterns over patients face is 

very difficult. 

Cardiac is one of the major diseases to deal with and re-

searchers are also researching it. They had developed a ma-

chine learning-based portable device which can work by 

sensing the heart sound for a long duration. The data analy-

sis takes place in this process to detect the abnormal situa-

tion and alert the patients over that [10]. This ECG signal is 

transmitted via Bluetooth/Wi-Fi/Zigbee module to the smart 

device with support software simulation where feature ex-

traction and detection algorithm is set up for cardiovascular 

disease [11, 12]. The mechanism of human heart disease 

detection is shown in figure 6. 

 

 
Fig. 6: Mechanism of Human Heart Disease Detection 

 

The new diseases are difficult to predict by their symptoms, 

anyhow it can be matched out with the existing symptoms to 

figure out the relationship that it is having over health. In 
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this aspect, the symptoms are very important in disease iden-

tification. Table I shows the symptoms and disease relation-

ship. 

 

Table 1: Symptoms and Disease Relationship 

 

III. REQUIREMENTS OF AUTOMATED MEDICAL 

CARE MACHINE 

The need for the automated medical care machine has been 

derived for today’s world. Few needs are already achieved 

and most of the specified needs are not matched until now. 

1. Providing medicine and prescriptions to patients 

through live video streaming via IoT.  

2. Checking medicine expired data for providing medi-

cine.  

3. Finding the root cause of the disease.  

4. Providing disease spread control alert.  

5. Reducing disease spread frequency.  

6. Providing suggestions for doctors regarding local 

medicines with previous results. 

7. Providing the recursive feedback for the doctors   

8. Classification of records with the filtering mechanism 

The first two requirements are met by other authors [5], 

which can serve static behavior and assist treatment with 

live video streaming between doctors and patients. 

IV. CONCLUSION 

In the proposed work, the significance is to select the specif-

ic algorithm for the data set according to the nature of the 

data. In this survey, for the medical dataset, the best-fit algo-

rithms for the current state-of-the-art in the domain can be a 

decision tree for disease prediction from the input symp-

toms, an iterative decision tree for recursive feedback or 

opinion analysis, SVM classification of individual patient’s 

and doctor’s record, map-reduce for overall mapping and 

filter process, random forecast technique for random pre-

scription storage in datasets and finally polynomial smooth 

support vector machine for text extraction. The research 

papers are focusing a lot on medical care, and there is some 

improvement to be further improvised. The medical care 

machine still now is more static and not enough to treat pa-

tients. The technologies which are available now will pro-

vide support for dynamic behavior to a great extent but still, 

machine learning algorithms are not used up to the expected 

level of the medical care machines developed. The last six 

points of the requirements specified for the automated medi-

cal care machine provide the discussions made on machine 

learning algorithms and the aspect the improvisation can be 

done.   
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