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Abstract—The rapid development of computer vision makes 
human-computer interaction possible and has a wide 
application prospect. Since the discovery of the first case of 
COVID-19, the global fight against the epidemic has begun. In 
addition to various studies and findings by medical and health 
care experts, people's daily behaviors have also become key to 
combating the epidemic. In China, the government has taken 
active and effective measures of isolation and closure, as well 
as the active cooperation of the general public, such as it is 
unnecessary to stay indoors and wear masks. China, as the 
country with the first outbreak of the epidemic, has now 
become the benchmark country of epidemic prevention in the 
world. Of course, it is not enough for people to wear masks 
consciously. Wearing masks in all kinds of public places still 
needs supervision. In this process, this paper proposes to 
replace manual inspection with a deep learning method and 
use YOLOV5, the most powerful objection detection algorithm 
at present, to better apply it in the actual environment, 
especially in the supervision of wearing masks in public places. 
The experimental results show that the algorithm proposed in 
this paper can effectively recognize face masks and realize the 
effective monitoring of personnel. 

Keywords-computer vision; COVID-19; YOLOV5; wear 
masks; deep learning; in public places 

I. INTRODUCTION

Computer vision technology uses a variety of imaging 
systems instead of visual organs as input means, using 
computers to replace the brain to complete the processing 
and interpretation of visual information. With the continuous 
development of computer vision technology, computers can 
recognize all kinds of faces and give feedback. At present, 
face recognition of masks is most widely used in public 
places. 

Since the first case of pneumonia of unknown cause 
appeared in Wuhan, China, in late 2019, the world has been 
gripped by a new pandemic. The World Health Organization 
(WHO) named mycoplasma pneumoniae 19 caused by the 
novel coronavirus on 12 January 2020, as “COVID-19” and 
raised the global risk level for COVID-19 to the highest level 
[1]. 

The difference between the COVID-19 epidemic and 
previous infectious diseases is that it can spread through 
aerosols and infect people within a very short period by 
contact. According to a report by Beijing SATELLITE TV 
on June 25, a couple in Beijing's Hai Dian district became 
infected simply by visiting a public toilet. In addition, 
COVID-19 lurks in the body of an infected person until 
symptoms appear 20 days later [2]. 

During this time, the patients will not show any 
symptoms, which means that asymptomatic patients cannot 
be detected and the government cannot isolate them in time 
to avoid further disaster. So far, a vaccine and a specific for 
Covid19 are on the way, but until the virus is eradicated, 
wearing masks has become the most effective way for people 
around the world to avoid infection. Around the world, 
masks were once in short supply, and merchants even raised 
the price of masks by dozens of times until the market supply 
could meet consumer demand, so masks have become an 
essential item for personal travel. As masks have become a 
necessity, many public places where crowds gather, such as 
malls and swimming pools, need to be monitored for 
wearing them, but most Chinese shopping malls today still 
use manual and restricted access to monitor the flow of 
people wearing them. Although manual inspection has 
certain defects, it can be avoided by adding more manpower. 
Although The epidemic prevention and control in China is 
excellent, the occurrence of infection cannot be completely 
avoided in places with a large and scattered population, such 
as shopping malls, because it will not only waste a lot of 
resources and manpower to assign staff to supervise at each 
entrance of shopping malls. In addition, if one of the 
entrances has a large flow of people, it may cause staff to 
miss the inspection. In addition, human supervision also 
wastes time, causing a large number of people to gather at 
the entrance of shops and supermarkets, and creating the risk 
of infection. In this paper, of course, there will also be 
temperature detection and photo-taking in the identification 
mask. Only when these are met at the same time, the gate 
will be opened and people can enter the site, otherwise, it
will not be opened. This paper mainly addresses the 
identification of masks. 
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To solve this problem, this paper proposes a wearable 
detection algorithm based on deep learning YOLOV5. The 
algorithm can identify whether faces in public places such as 
malls and factories are wearing masks. 

II. RELATED WORK

A. Object Detection
Object detection tasks can be understood via Fig. 1.

Figure 1. Three steps about object detection 

1. Classification, which is to structure the image into a
certain type of information, with a predefined category 
(String) or instance ID to describe the image.

2. Detection, the classification task is concerned with the
whole. Compared with classification, detection gives the 
understanding of picture foreground and background. The 
output of the detection model is a list, and each item of the 
list used a data group to give the category and position of the 
detected target (commonly used coordinate representation of 
rectangular detection box).

3. Segmentation, which is a pixel-level description of an
image, which gives meaning to each pixel category (instance) 
and is suitable for scenes requiring high understanding.

B. One-Stage and Two-Stage
The one-stage network is represented by the YOLO

series network, while the two-stage network is represented 
by faster-RCNN [3].

C. YOLOV5
Joseph Redmon, the original author of the YOLO

algorithm, announced that he would stop all research in the 
CV field after he became dissatisfied with the military and 
privacy applications of his open-source algorithm. Then, 
when the YOLO series went nowhere, Alexey Bochkovskiy 
published a paper and carried on the development of the 
YOLO series on April 23, 2020, and subsequently received 
the official approval of YOLO. In the heat of the YOLOV4 
continues, on May 30, issued by YOLOV5 Ultralytics LLC 
team, although the original author's official website has not 
issued an acknowledged, and many also will be as YOLO4.5 
but do not affect its usefulness, compared with other YOLO 
series, by darknet into PyTorch YOLOV5 realization way, 

and more in YOLOV4, YOLOV5 can achieve 140 FPS on 
Tesla P100 rapid detection, YOLOv4 is only 50 FPS. 
Meanwhile, the size of YOLOV5 is only 27 MB, while the 
size of YOLOv4 using Darknet architecture is 244 MB. 
YOLOV5 also has the same accuracy as YOLOV4.

YOLOV5 has inherited the advantages of YOLOV4, 
namely adding SPP-NET (as shown in the figure below), 
modifying the SOTA method, and putting forward new data 
enhancement methods, such as Mosaic training, self-
adversary training (SAT), and multi-channel feature 
replacing FPN fusion with PANet [4]. 

Figure 2. SPP-net 

The network structure diagram of YOLOV5 is shown in 
Fig. 3(mainly the structure diagram of YOLOV5S). 

Figure 3. YOLOV5 network 

D. Center Loss [5]
In recent years, in addition to the improvement of

network structure, there are also a group of people studying 
the improvement of the loss layer. Wen Yandong introduced 
the monitoring method of Center Loss [5] in a novel way. It 
can effectively enhance the recognition ability of deep 
learning features in the neural network. The formulated in Eq. 
௖ܮ 1 = ଵଶ ∑ ฮݔ௜ − ܿ௬೔ฮ௠௜ୀଵ 2

2  (1) 

(a)classification (b)detection (c)segmentation 
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The gradients of LC for ݔ௜ and update equation of ܿ௬೔  are
computed as: ப୐ౙப୶౟ = x୧ − c୷౟ (2) 

Δେౠ = ∑ ஔ(୷౟ୀ୨)⋅൫ୡౠି୶౟൯౟ౣసభଵା∑ ஔ౟ౣసభ (୷౟ୀ୨)  (3) 

where δ(condition) = 1 if the condition is satisfied, and 
δ(condition) = 0 if not. α is restricted in [0, 1].

After soft-max loss added center loss[5], the inter-class 
distance increased and the intra-class distance decreased. In 
his paper, Wen Yandong presented the comparison results of 
soft-max loss and soft-Max loss + Center loss, the direct 
impact is shown in Figure 4. 

Figure 4. The distribution of deeply learned features in (a) training set (b) 
testing set, both under the supervision of soft-max loss, where we use 

50K/10K train/test splits. The points with different colors denote features 
from different classes. Best viewed in color. (Color figure online)

Figure 5. The distribution of deeply learned features under the joint 
supervision of soft-max loss and center loss [5]. The points with different 
colors denote features from different classes. Different ߣ  lead to different 

deep feature distributions (ߙ = 0.5). The white dots (c0, c1, …, c9) denote 10 
class centers of deep features. Best viewed in color. (Color figure online)

Here are some test images from the web that show the 
results in Fig. 6.

Figure 6. The detection results in markets 

III. PROPOSED SYSTEM

The system presented in our study is shown in Fig. 7. 
First of all, people entering the mall will take pictures 
through the camera, and the images will be sent to the 
interface for face mask recognition. If the face identified 
within two seconds is a face with a mask, the mall gate will 
be opened and displayed to pass, otherwise, it will be 
returned to face mask recognition until success. 

Figure 7 Working system 

We divided the whole system into four parts: facial mask 
image enhancement, facial mask image segmentation, facial 
mask image recognition, and interface interaction. Facial 
mask image enhancement is used to improve the resolution 
of the mask worn for easy detection. Face mask image 
segmentation is used to extract mask information. The facial 
mask recognition part classifies the extracted mask 
information. The final interface output can make the gate 
open smoothly and help customers to enter. The recognition 
model is shown in Fig. 8.

Figure 8. Recognition model 
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A. Enhancement of Facial Mask Images
In real life, when entering the mall, the image of face

masks is often affected by the complex and unfavorable 
environment such as lights, stains, and colors, which reduces 
the image quality and weakens the features of masks. 
Therefore, it is very important to improve the image quality 
of digital images. This operation requires the enhancement of 
the part of the face with the mask. 

The main purpose of image smoothing is to reduce image 
noise and extract useful information. A smoothing filter is to 
enhance the low-frequency component of the image, weaken 
the high-frequency component of the image, eliminate 
random noise, and play a smoothing role. Common 
smoothing filtering methods include mean filtering, median 
filtering, and Gaussian filtering [6-7]. 

(1). Gaussian filtering 
Gaussian filter is a kind of linear smoothing filter, which 

is suitable for eliminating Gaussian noise. It is widely used in 
image processing [8]. Generally speaking, Gaussian filtering 
is a weighted average process of the whole image. The value 
of each pixel is obtained by the weighted average of itself 
and other pixel values in the neighborhood. The specific 
operation of Gaussian filtering is to scan every pixel in the 
image with a template (or convolution or mask) and replace 
the value of the central pixel of the template with the 
weighted average gray value of the pixel in the neighborhood 
determined by the template.  

In Equation (1),x2 and y2 represent the distance between 
other pixels in the neighborhood and the center pixel in the 
neighborhood, respectively, and represent the standard 
deviation. ܩఙ = ଵଶగఙ ݁ି൫௫మା௬మ൯ ଶఙమ൘ (4)

(2) Median filtering [9]
Median filtering method [9] is a nonlinear signal

smoothing technology based on the sorting statistics theory 
that can effectively suppress noise. A two-dimensional 
sliding template is used to sort the pixels in the board 
according to the size of pixel values, and a monotonic 
ascending (or descending) two-dimensional data sequence is 
generated. The output of the two-dimensional median filter is 

G(x, y)=med{f(x-k, y-l),(k, l W) (5)

Among them, f (x, y), g (x, y) of the original image and 
processed image respectively. 

(3). Mean filtering [10] 
Mean filtering [10] is a traditional image denoising 

method in the spatial domain and its application in image 
denoising is mainly to use various image smoothing 
templates for image convolution processing, to suppress or 
remove noise. 

The basic idea of mean filtering is to replace the gray 
value of a pixel with the gray value of several pixels. For a 
pixel point (x, y) in a given image with f (x, y), its 
neighborhood S contains M pixels, the image after mean 
filtering and smoothing is g(x, y), g(x, y) is defined by the 
following formula(3): 

G(x, y) = ଵ୑ ∑ f(x, y)(x, y) ∉ S(୧,୨∈ୱ) (6)

The results of the comparison are shown in Fig 9.

Figure 9. Comparison of three methods 

B. Segmentation of Facial Mask Images
Face segmentation is one of many image segmentation

algorithms, and it is the basic premise to realize Robustness
and practical face recognition system. The image 
segmentation algorithm can accurately locate the contour of 
each organ of the face and extract the target area of interest 
from the whole image, thus establishing a description of the
face image that is easier to analyze and more expressive [11].

At present, the face segmentation algorithm has become 
mature, and a large number of image segmentation 
algorithms based on good robustness are proposed.

The Model-driven segmentation algorithm is the most 
widely used face segmentation algorithm, but in the actual 
face recognition, the face image is often affected by some 
interference factors. Therefore, to extract more accurate 
target segmentation from the background image, model-
based segmentation algorithms are used in face images. The 
active contour model [12], also known as the Snakes model, 
has proved to be an effective image segmentation framework. 
The active contour model can be roughly divided into two 
categories: the active contour model based on edge 
information [13][14][15] and the active contour model based 
on area information [16][17]. The C-V model proposed by 
Chan and Vese [16], the most popular regional active 
contour model, can naturally handle topological structure 
changes and global segmentation. However, the C-V model 
itself also has some shortcomings. The model assumes that 
the gray values of image pixels in the same region have good 
continuity, and the gray values of pixels in different regions 
differ greatly. This assumption is basically not true for many 
real images and the segmentation effect is bound to be poor. 
Wang et al. [18] proposed an effective local C-V model, 
which is insensitive to the selection of initial contour wave 
position and control parameters and has less time complexity. 

Original image Mean filtering

Median filtering Gaussian filtering 
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Therefore, this paper adopts the C-V model based on the 
tending to the active contour model to operate.

The energy functional of the C-V model [16] is:ܥ)ܧ, ܿଵ, ܿଶ) ߤ= ∮ ݏ݀ +ஐ ଵߣ ∬ ,ݔ)ܫ) (ݕ − ܿଵ)ఆభ ݔ2݀ ଶߣ+ݕ݀ ∬ ,ݔ)ܫ) (ݕ −ஐమcଶ)2݀ݔ ݕ݀ (7)

(߶)ଵܯ = (߶)ଶܯ    (߶)ܪ = (߶)ܪ (8)

ܿ௜ = ∬ ெ೔(థ) ூ(௫,௬)ௗ௫ ௗ௬೾೔∬ ெ೔(థ) ௗ௫ ௗ௬೾೔      ݅ = 1,2 (9)

Among them, I (x, y) is for image segmentation, C is the 
evolution curve, ߗ௜ (I = 1, 2) as the curve of the internal and
external area,  ϕ is the level set function, H (ϕ) is the
Heaviside function, ߤ ,1ߣ ,0≤ 2ߣ > 0 is the weight coefficient.
By the representation of the level set and gradient descent 
flow, the partial differential equation controlling the level set 
can be derived[19]:డథడ௧ = [(|߶∇|)ݒ݅݀ߤ](߶)ߜ + ܫ)ଵߣ−](߶)ߜ − cଵ)2+ߣଶ(I-ܿଶ)2] (ݔ)ߜ(10)  is the Dirac function.

C. Face Mask Image Recognition
As the latest target Detection method of YOLO (YOU

ONLY LOOK ONCE: Unified, real-time Object Detection) 
series, YOLOV5 combines the functions of YOLOV4, and at 
the same Time proposes new data enhancement methods, 
mosaics training, self-antagonistic training (SAT), and 
PANet[4] instead of FPN. In this paper, we use YOLOV5 to 
carry out the training data set, which can quickly and 
accurately identify whether a face mask is worn or not.

D. Interface Interaction
Human-computer Interaction (HCI) refers to the process

of information exchange between a person and a Computer 
to complete certain tasks by using a certain dialogue 
language and in a certain way. In the current era of artificial 
intelligence, human-computer interaction has a very 
important impact and significance [20].

In this paper, we design a man-machine interface for the 
recognition of face to wear masks, when people enter the 
store into the door of the mall will be prompted to "face look 
at the camera," since then, the computer whether to wear 
masks to customers, which can identify if the customer does 
not wear masks gate won't open, considering the various 
complex environment can affect the accuracy of the results, 
we will identify the time of design for 2 seconds, after the 
success of the recognition, voice system will be prompted to 
"identify success", since gate open, customers can enter the 
market.

Figure 10 shows the process as people enter the mall.

Figure 10. The process of people entering the mall

IV. EXPERIMENT

A. Datasets
In this paper, the datasets we used are from the.

(https://github.com/AIZOOTech/FaceMaskDetection) 
AIZOOTe team's FaceMaskDetection. The datasets contain 
images that can detect faces and determine whether a mask is 
worn, and open source 7,959 facial mask annotation data. 
We select 92% in the data set for training and 8% for testing. 
In the classification, "0" stands for "mask" and "1" stands for 
"no mask".The experimental data are shown in Figure 11.  

Figure 11. The different classes about “no mask” and “mask”

B. GIOU Loss [21]
The formula for GIOU is as follows
Algorithm 1: Generalized Intersection over Union 
Input: Two arbitrary convex shapes: A, B ⊆ ॺ ∈  ℝ୬
Output: GIoU 
1.For A and B, find the smallest enclosing convex object

C, where C   ⊆  ॺ ∈  ℝ୬
2.IoU=|୅∩୆||୅∪୆|
3.GIoU=IoU-|େ(୅∪୆)||େ|
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Algorithm 2: IoU and GIoU as bounding box losses 
Input: Predicted Bp and ground truth Bg bounding box 

coordinates: 
Bp=(xp

1 ,yp
1 ,xp

2 ,yp
2 ),Bg=(xg

1 ,yg
1 ,xg

2 ,yg
2 ) 

Output: खIoU ,खGIoU.
1.For the predicted box Bp, ensuring xp

2 >xp
1  and yp

2 >yp
1 ොpݔ :

1 =min(xp
1 , xp

2 ොpݔ,(
2 =max(xp

1 , xp
2 ොpݕ (

1 =min(yp
1 , yp

2 ොpݕ,(
2 =max(yp

1 , yp
2 ).

2.Calculating area of Bg: Ag=(xg
2 -xg

1 ) (yg
2 -yg

1 ).
3.Calculating area of Bp: Ap=(ݔොp

2 ොpݔ-
1 ) ොpݕ)

2 ොpݕ-
1 ).

4.Calculating intersection ख between Bp and Bg: 

xℒ
1 =max(ݔොp

1 , xg
1 ),xℒ

2 =min(ݔොp
2 , xg

2 ), 
y1 =max(ݕොp

1 , yg
1 ),yℒ

2 =min(ݕොp
2 ,yg

2 ).ख = ൜൫ݔଶℒ − ଵℒ൯ݔ × ൫ݕଶℒ − ଵℒ൯ if xଶℒݕ > ,ଵℒݔ ଶℒݕ > ݁ݏ݅ݓݎℎ݁ݐ݋                                                        ଵℒ0ݕ
5.Finding the coordinate og smallest enclosing box:Bc: 

xc
1=min(ݔොp

1 , xg
1 ),xc

2=max(ݔොp
2 , xg

2 ). 
yc

1=min(ݕොp
1 , yg

1 ),yc
2=max(ݕොp

2 ,yg
2 ).

6.Calculating area of Bc:Ac=(xc
2-xc

1) (yc
2-yc

1).
7.IoU=ℒ࣯ ,where࣯=Ap-Ag-ख
8.GIoU=IoU-୅ౙି࣯୅ౙ . 

9.खIoU=1-IoU, खGIoU=1-GIoU. 

In this paper, we adopted the method of combining
GIOU Loss [21] and Center Loss [5] to identify whether a 
face mask is worn or not. For face-covering recognition, 
masks can be regarded as covering objects, and Center Loss 
[5] can recognize faces, so we used this method to carry out 
experiments. The test results of the model used in the 
experiment are shown in Fig. 12.

Figure 12. The GIOU Loss curve of training

V.  CONCLUSION

This paper puts forward a new method based on YOLOV5 
for application to recognize faces whether wearing masks, 
people into the store, they just need to stand in front of the 
camera, people can be identified, if recognition success and 
interface display can enter the gate open, this method is no 
longer need to use the human crowd control, greatly saves 
time and waste. Through testing, our experiment has a 
success rate of about 97.9%, we select some other classic 
machine learning models for comparison. The result is 
shown in Fig.13. Also, there is a picture wearing a mask but 
not covering the nose, which can also be well recognized. 
The experimental results are shown in Fig.14.Because of the 
global impact of COVID-19, we believe that this design can 
effectively reduce exposure distances and implement 
effective surveillance. 

Figure 13. Accuracy comparison 

Figure 14. The detection results of wearing the mask but not covering the 
nose 

Faster R-
CNN R-FCN SDD YOLOV5

Accuracy 70.40% 77.60% 84.60% 97.90%

0.00%
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40.00%

50.00%

60.00%

70.00%

80.00%

90.00%

100.00%

Faster R-CNN R-FCN SDD YOLOV5

1403



VI. FUTURE WORK

In this paper, YOLOV5 is applied to identify whether a 
face mask is worn so that the gate at the entrance of the 
shopping mall can be opened and closed successfully. 
However, this kind of recognition is only for mask 
recognition, if in some special circumstances, the customer 
covers part of the mask with his hand, it will not be 
recognized successfully. In the future, we will improve the 
situation where masks covered by hands or other shielding 
objects cannot be recognized, making it more convenient for 
people to enter the shopping mall in this special environment, 
and the identification system will be more intelligent. 
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