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Abstract—Information technology has become embedded in
almost every area of modern life. The many complex digital
systems that support modern societies are now highly dependent
on the correct function of complex and highly interdependent
technological systems. Digital tools are increasingly becoming part
of traditional crisis response efforts by government and non-
government organisations. While digital tools have substantial
capabilities to enhance crisis response efforts, they also pose
significant risks to user communities when deployed in time-
sensitive, vulnerable and fragile crisis contexts – as part of an
already complex system. These risks and inefficiencies have been
demonstrated in the contact-tracing application debate in the
response to the COVID-19 pandemic.

Technology must be intentionally designed and implemented,
both to help solve the problem at hand and support end user com-
munities. The principles of simple, secure and survivable systems
(S4) offer a framework for technology that serves the interests
of end-users and maintains human dignity, especially in crisis
situations. The S4 principles are already evident in a number of
technology projects, across research, design, build and deployment
phases. Instead of high-risk, ad hoc, reactive digital solutions,
crisis responders can pre-emptively share information, invest and
work with existing technology design and development experts
that reflect the S4 principles for efficient, effective solutions that
enhance response capabilities both now and in future scenarios.

I. INTRODUCTION

This paper seeks to partially explore the interdisciplinary
design and engineering research questions, of:

• What design principles can be applied in order to ef-
fectively design, build and deploy technology that serves
people; both before, during and after a crisis?

• How can we actively support existing crisis technologies,
instead of reactively rushing to design, build and deploy
digital solutions during a crisis?

B. Structure of this paper

Information technology has been leveraged throughout al-
most every part of society, especially in the developed world, to
amplify the effectiveness and efficiency of our lives. Infrastruc-
ture, from traffic signals and public transport operation, through
to bill payment and retail sales, all depends on these inter-
connected systems. These inter-dependencies create significant
fragilities and vulnerabilities that become acutely apparent
during crises.

The inaccessibility or failure of even one of these systems
can cause significant damage, from loss of productivity to loss
of lives. The concurrent failure of multiple systems has the
potential to create widespread and long-lasting disruption, as
each additional degraded or non-functional system increases
the probability of complications in restoring the failed services
[1]. The problem of how to bring the system to operation in
the event of loss of many or all systems, when each depends
on the other, can be referred to as a ‘bootstrap problem’ [2]–
[5]. Because these systems have each evolved in the presence
of one another, it may no longer be possible to bootstrap from
a cold start situation where some critical set of systems have
failed. Alternatively, it may be possible, but require such a
long time that other systems will fail or degrade, resulting in
a cascading failure of critical systems.

Information systems have become ever more complex as
they have evolved. It is now not uncommon for critical systems
to include many millions or even billions of lines of source
code, such as mobile telephones and cellular network infras-
tructure. The result is that it is impossible to ensure the correct
operation or resilience in the face of crisis or failure; even
relatively simplistic cyber-attacks or incorrect data input. For
example, new software flaws that require constant patching and
software updates are routinely discovered in even old software,
which may themselves create new problems.

II. SYSTEM ERRORS

Real-world examples of information technology demonstrate
the problem with complexity.

A. General Computing

SPECTRE is a family of hardware-level security vulnera-
bilities discovered to exist in practically all modern computer
processors [6]–[9]. That the problems exist in the hardware
design of the processors means that a complete solution would
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A. Contributions

The contributions of this paper are:
1) This paper proposes four fundamental socio-technical 

design principles of simple, secure survivable systems 
(S4) for the conception and creation of crisis response 
digital solutions. These core principles offer a human-
first technology design framework.

2) Identifies the rather pessimistic prospects of adopting S4 
principles broadly, and that rather a targeted approach is 
required, that focuses efforts on the niche areas where S4 
systems can already be competitive or attractive enough 
to succeed in the market place.
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require the replacement of billions of devices. Instead, the ap-
proach taken has been to create software patches that mitigate
but don’t completely eliminate the vulnerability, at the cost of
reducing the effective speed of the affected computers by up to
thirty percent [8], [10]. However, the initial patches made the
computers unreliable, and it was several months before they
could be considered of a high enough quality to be safely used
[10].

B. ‘Smart’ Phones

Mobile phone insecurity has been a significant problem for
at least a decade, with many vulnerabilities being discovered
each year, exposing hundreds of millions of people’s primary
communications devices subject to subversion or denial by
hostile parties. Making this problem worse is even widely
adopted mobile operating systems such as Android are infa-
mous for the lack of ongoing updates for almost all models of
telephones [11]. The Android operating system is so complex
that it requires considerable effort to maintain support for
old handsets. In any case, a vendor’s older models are the
main competition for their future sales, so there is a double
economic disincentive for them to provide such updates. This
is an example of the inter-dependencies crossing over from
being purely technology issues into the commercial and social
domain.

C. Telecommunication networks

Core network equipment is also problematic. For example,
the current attention on Huawei’s 5G cellular network offerings
stems from the simple reality that these modern systems are so
complex that it is impossible to determine whether or not there
are any backdoors installed, whether in software or hardware
[12]–[14]. The same issues apply to Cisco, Ericsson and many
major vendors in this space, because it is the complexity of
these systems that makes them untrustable, rather than their
nation of origin.

D. Capability maintenance in crisis

It is this issue of ever-increasing complexity, driven by
the desire for increasing functionality and performance at the
cost of simplicity, that is at the heart of the problem: Long-
term stable future operation is traded-off for reduced time-
to-market, increased performance or other economic or social
benefits. Jonathan Blow captures the result of this succinctly,
when he notes that we are no longer surprised when software
malfunctions, having accepted it as normality [15].

The implicit justification is that the businesses producing
these systems will continue to be able to provide updates
and new products, sustaining capabilities enough or providing
customer support where needed, so that system failure can be
perpetually avoided. That is, we incur a substantial collective
debt in future maintenance of capability. However, this only
works in predictable circumstances – until there is a sufficient
shock that overwhelms the ability of one or more of these
capability maintainers.

From a macro perspective, the collective loss of capability
and productivity reduces the ability of society to sufficiently
rapidly deploy or reallocate resources to restore the failed
capability maintenance functions or integrate new systems that
work harmoniously with existing infrastructure.

It is also possible for capability maintenance to “fail live”,
meaning, for the capability maintenance function to be lost
while the capability remains available to society for some time
before it fails. In the best case, this can lead to expensive
re-creation of the maintenance capability, such as the US
Department of Defence having to spend $300 million dollars
to re-discover how to make a key component of their nuclear
weapon after the capability had been lost [16]. In the worst
case, it can lead to long-term or permanent loss of capability,
which could lead to societal collapse if there are no effective
substitutes, or if the loss of capability comes at a critical time.

The ability to design, audit, modify and deploy critical
systems that work with existing infrastructure or independently
is acutely important in crisis situations.

III. DESIGN AND DEPLOY DURING CRISIS

One way that complexity can be circumvented to maintain
critical capabilities during crisis is by designing and deploying
entirely new, replacement systems. An example of this is the
creation of a new class of mass-scale tracing technology for
contact tracing, a process of identifying exposed individuals
who have come into contact with diagnosed individuals, during
the COVID-19 crisis [17]. The hot pursuit of governments
for a virus tracing solution led to compromises in privacy
and data rights policies that were reflected in the smartphone
application solutions. The result, so far, has been widespread
concerns for civil liberties and resistance to comply with
app downloading in some jurisdictions. This ad hoc, reactive
response to the potential for digital enhancement to the process
of contact tracing demonstrates the need for pre-determined
design principles, and investigation of existing, complimentary
approaches, that could save time, money and lives.

Therefore, there is a need to examine how information
technology enabled systems are built, upon which critical
systems and social functions they are constructed, and to
explore how they can be designed or redesigned to mitigate
fragility.

It is in this context that the S4 principles of crisis technology
design framework exists; to explore design paradigms, algo-
rithms and related problem spaces to create systems that can
avoid the bootstrap problem, and reduce the long-term capa-
bility maintenance burden of society, or short-term deployment
needs, with the overall purpose of supporting people during and
post a crisis.

IV. CASE STUDY EXAMPLE: COVID-19 AND
CONTACT-TRACING APPS

A prime example of a reactive, fractured response to tech-
nology development mid-crisis is seen in the contact-tracing
application debate of COVID-19. More efficient contact-tracing
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solutions through digital means has tremendous potential to
reduce the pace and spread of the disease and save lives.

Smartphone applications emerged early as an approach,
based on contact-tracing in China and Singapore [18], [19].
Governments, organisations, research groups and informal
coalitions are all working together across various social, legal,
political and cultural contexts. However, the concern with
contact-tracing through smartphones is location data, privacy,
security and social network mapping [20]–[22]. If such a sys-
tem is poorly designed or overseen, then they risk establishing
a highly intrusive surveillance system, which has no place
in a healthy democracy. This has sparked widespread debate,
suspicion, mistrust and resistance of this approach to the public
health crisis, and hampered crisis response efforts.

The question is not whether we need a contact tracing system
(we clearly do), but whether a digital one can be created
without the inherent risks of centralised digital infrastructure. It
would be truly ironic if the attempt to improve a humanitarian
disaster in the form of COVID-19 resulted in a new humanitar-
ian disaster through the leak of highly sensitive population data
which undermines the freedoms necessary for a democracy and
human rights to exist.

Mid-crisis is the worst time to develop and deploy new
complex systems. The COVID-19 contact-tracing case demon-
strates the shortcomings of trying to develop a reactive solution,
without a solid crisis technology design framework.

Groups of researchers have been working hard on this
question throughout recent weeks and have discovered that it is
quite possible to create such de-centralised systems, e.g., [23].

Their proposed approach is just as effective as the centralised
approach for the intended purpose; detecting people at risk of
having contracted COVID-19. The only difference is that they
are deliberately not able to be abused for other purposes. At
the core principles of the problem being solved, an effective
system will record every time that every person comes near
another person.

The simplest approach is a small physical token that does
the rolling data collection. Both systems have phones listening
for “beacon” transmitted by other phones. The difference is
that the privacy respecting systems then leave the data sit on
your phone, never uploading it to a centralised server. Instead,
if you get a positive test for COVID-19, together with your
doctor, you would upload the list of random beacons that your
phone has transmitted during the time when you are believed
to have been contagious. This is the only data that ends up in a
central database. Other phones download this list of “probably
infected beacons” and search through the beacons that they
have captured, looking for any matches. An algorithm built
into the app then alerts the user if they are at risk of having
contracted COVID-19.

It has some privacy issues, but it has the advantage that as
a discrete object you can choose to have it with you or not
(or to turn it off), and once you have handed it in, it doesn’t
track you anymore. This can be achieved simply, securely and
systemically through non-smartphone devices, whose data and

functionality do not need to survive post-crisis.
The keys point is that if you are not infected, your data never

leaves your phone, dramatically reducing the amount of data
in the central database, and that the data that does end up there
is contains no information about which phones were near one
another. In short, it cannot be used to construct the social graph
of a proportion of an entire nation, unlike the government and
multilateral agencies centralised, proposed approach.

This S4 style approach is under active research in relation
to COVID-19 [24]–[26].

We understand that governments are keen to get tracking
apps running quickly, that will be trusted by the public. In that
case they should concentrate their effort on setting information
requirements and design specs to join, support and accelerate
these expert, industry led international privacy and human
rights preserving efforts. Otherwise, the very real risk is faced
that people will refuse to run the application and the disease
will continue to spread.

V. WHAT SHOULD BE DONE ABOUT IT?
A. Technology System Design Principles

Resilience is a key concept, underpinning the design of
digital tool and systems. Resilience provides a concept and
solid base when preparing for and responding to disasters and
emergency events. Seven characteristics of resilience are posi-
tive outcomes, threats and events, being prepared, commitment
to survive, adaptability, gaining experience and coordinated
response [27]. The concept of resilience emphasises planning
for inevitable emergencies, disasters and catastrophes, of which
digital preparedness is a crucial element. Resilience is an
important guiding principle for numerous aid and development
organisations in disaster preparedness [28], [29].

Taleb takes the concept of resilience a step further by
proposing the notion of anti-fragility; that systems should not
just withstand or learn from crisis, but they should improve
under stress [30]. This is the goal of the S4 framework.

Robust approaches to technical design principles are avail-
able. For example, the Internet Engineering Task Force pub-
lishes internet architectural principles, to help guide engineer-
ing processes in a complex and changing environment that
may be useful to those designing new protocols or evaluating
such designs. These offer some solid technical design con-
siderations, including heterogeneity, scalability, performance,
cost, functionality, modularity, simplicity and avoiding circular
dependencies, where two or more modules rely on each other
in order to function [31].

Within these guidelines, the success of a protocol can be
defined according to scale and purpose. According to these
metrics, a “successful” protocol is one that is used for its
original purpose and at the originally intended scale, or exceeds
its original intended purpose or scale, such as HTTP [32].

B. Human - Technology Design Principles

A prominent technology design approach is ‘human cen-
tered design’. Human centered design involves a process of
interviewing and observing people as ‘users’ of technology, to
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produce solutions. It has been widely popularised in technol-
ogy consulting for agile, iterative solution prototyping. This
approach, however, is fraught with limitations. The danger,
according to Norman, is that listening to users in relation to
tasks does guarantee good products but does not lead to great
design [33]. Therefore, human centered design as a standalone
approach does not serve to create systems for communities,
and is especially ill-suited for critical, crisis response digital
tools.

Norman proposes an evolution to the more rigorous research-
based approach of mapping the activities of users in an action-
centered design model [33].

C. Socio-technical Design Principles

A viable approach to technology design principles which
considered both technical factors and holistic, human user
communities is socio-technical design.

Socio-technical design recognises the interaction between
people and technology, or complex systems and human be-
haviour [34]. Computer system designers alone, (or govern-
ment, or organisations, or UX designers), are not trained to
count human cognitive and behavioural traits as factors in
digital system requirements, with few exceptions leading to
security and system vulnerabilities [35].

This understanding is at the core of the S4 principles;
to explore design paradigms, algorithms and related problem
spaces to create systems that reduce the long-term capability
maintenance burden of society, or short-term deployment needs
and support communities in crisis.

VI. DESIGN PRINCIPLES FOR CRISIS TECHNOLOGY

The S4 program is named for the four properties that are
vital for the long-term sustainability of critical capabilities,
and therefore the strengthening of societies against existing
and emergent shocks and threats. These four properties do not
stand in isolation from one another, but rather support and
complement one another.

It is expected that this set of properties and justifications
will continue to evolve as the program is carried out as more
is learnt about creating such systems, as well as respective
strengths and weaknesses. Thus, the following provide a puta-
tive starting point which will be used to seed initial activity and
will be informed by the results of the ongoing, collaborative
research and industry engagement.

A. S1: Simple

Complexity makes every stage of capability delivery harder:
design, construction, maintenance, troubleshooting and integra-
tion with other systems. Complexity also greatly increases the
volume of knowledge that must be passed from generation to
generation for long-term capability maintenance and has the
effect of reducing the available number of people who are
competent to install, maintain, repair or adapt a capability.

Growing complexity effectively makes security impossible
to achieve. Once a system becomes more complex than a
single highly-trained expert or small group of experts can

comprehend, it ceases to be possible to efficiently reason about
the security of a system. Once the complexity grows such that
even a well-resourced team cannot fully comprehend a system,
then security becomes impossible to achieve.

The best that is achievable in these circumstances is a
heuristic approach to security, similar to that of the human
immune system, where a combination of inherent and adaptive
defensive mechanisms acts to increase the resistance to infec-
tion but are unable to prevent it. This is an untenable situation
for critical digital infrastructure, because it is highly likely for a
system and the capability it provides to be subverted, disabled
or destroyed before any reaction can be mounted to stop the
compromise.

This again has analogy to the human immune system and
pandemic-capable pathogens such as Ebola or COVID-19: The
problem is not that the body cannot eventually identify and
react to an Ebola infection, but rather that Ebola is able to
damage the body beyond repair before the body can eliminate
the Ebola virus. Or alternatively in the case of COVID-19, that
the complexity of the body’s immune system does not result
in an erroneous reaction that damages the body itself.

Systems must be simple enough to avoid these problems.
Alternatively, they must have a simple mode of operation
that can be activated in the face of attack, so that the core
capability can be sustained, even while the attack is identified
and eventually defeated, at which time full capability can be
restored.

In practice, this means that systems should have no more
functionality (i.e., complexity) than is required to deliver the
required utility (i.e, benefit to society or user). It also requires
the simplification of external interfaces, so that the attack
surface can be reduced as much as possible. This requires
a radical re-think of how software-embodying systems are
conceived, designed, implemented and maintained.

There are also related sub-themes of transparency (ability to
inspect failure to understand how to correct it), documentation
(ability for maintenance capability to be sustained between
generations) and user expectation management (so that simpler
systems are acceptable).

An environment where the value of simplicity is taken
seriously is one where users enjoy and value the reliability
of systems, even where for some uncommon special cases the
end-result may be acceptably sub-optimal.

An example is to compare the Apollo Moon landing pro-
gram’s navigation and fuel control system that was purposely
designed to be very simple and reliable, with only 78KB
of memory [36], at an acceptable fuel efficiency [37], [38],
and was thus able to be rapidly developed and deployed.
This stands in contrast to the Ariane 5 rocket that suffered
failure due to undetected problems in its control and navigation
systems [39], [40]. This is not to say that simple systems cannot
also suffer catastrophic failures, but the chance of being able
to detect the defects that lead to such failures is much higher,
as is post-mortem analysis and improvement.

Simple systems also have the advantage of being potentially
much cheaper to create, precisely because of their lack of
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complexity.

B. S2: Secure

As the geopolitical and criminal activity environment of
cyber and cyber-physical systems in crisis continues to worsen,
such as email hacking, phishing or geo-political attack, security
continues to grow in importance [41], [42]. Therefore, security
must become a first-order objective of system design. For
critical infrastructure and systems, security should take priority
over functionality.

Security requires simplicity to be achieved. As described
under the theme of simplicity; if a system contains millions to
billions of lines of code or transistors, it not rational to expect
that even a large well-resourced team will be able to provide
any guarantees of security. In contrast, a sufficiently simple
system can be audited, verified and proven to be functioning
correctly.

A key requirement for security in interconnected systems is
that the interfaces between the systems much be simplified
and hardened as much as possible. Simple protocols and
data formats should be used unless truly unavoidable, as
many security problems are directly related to faults in these
systems. Innovative approaches to addressing such common
security problems are required, such as automatic translation
of protocols into hardware implementations that are much more
strongly resistant to cyber-attack due to their lack of flexibility.

Consideration must also be given to supply chain security, as
recently highlighted by Google’s detection of malware being
installed in the supply-chain stage of the development of smart-
phones [43].

C. S3: Survivable

Survivability is the ability of a system to survive a shock or
attack. Weak survivability implies only that a capability can be
rapidly restored after a shock or attack, while strong survivabil-
ity requires that a capability continues to be available during
a shock or attack, although perhaps at reduced functionality,
service level or capacity. This also requires that systems be
secure.

Survivable systems must be able to operate when surround-
ing systems fail. That is, they must be able to fall-back to a
stand-alone mode of operation, even if the result is sub-optimal
performance. They must also be able to fall-forward to full-
service when conditions again allow it.

Survivable systems must also be able to survive generational
informational transfer, so that the capability remains creatable,
maintainable and adaptable after its creators are no longer
available. Making systems simple and well-documented is the
best way to achieve this goal, so that the volume of information
required is as small as possible, and as accessible as possible.

D. S4: Systems of S4 Systems

Society consists of systems of systems. For this complex web
of interdependent systems and the capabilities they provide to
continue to support society, they must be able to interact in a
manner that avoids the bootstrap problem.

This is directly supported by creating survivable systems
that are able to provide a base level of the capabilities that
are required by other systems. Similarly, systems should be
designed so that they can bootstrap using only the base-level
of fall-back service that the capabilities that they depend on
are able to provide in a standalone mode. Further, systems
should avoid all bootstrap dependencies where possible, so as
to completely eliminate the bootstrap problem.

Systems of systems create meta-systems with emergent
properties of their own, including new fragilities and weak-
nesses that are not inherent in their component systems. Mea-
sures should be taken to avoid this where possible, including
through measures such as simplifying the dependency and
communications graph among systems. At the micro-scale of
creation of individual systems and capabilities, this should take
the form of minimising the number of dependent systems.

VII. HOW S4 SOLUTIONS CAN BE SUPPORTED BEFORE THE
CRISIS HITS

Crises take many forms, and vary considerably in magnitude,
and trigger differing types of societal responses. The COVID-
19 crisis has, despite some missteps, elicited a much greater
and more rapid societal response than many disasters before it.
It has triggered nation-states to contemplate the international
supply-chain interdependencies that support their critical in-
frastructure, as they witnessed their assumptions of continuity
of supply being disrupted by the particular nature of the crisis.

The challenge is to harness the temporary increased aware-
ness and willingness by society to respond, to cause the
necessary changes in practice and approach to problem solving,
technology generation and systems design and implementation.

In the words of Winston Churchill, we should “never waste
a good crisis”. However, society does frequently waste such
opportunities, and there are many examples of the failure of
industries or societies to do so. For example, the UK building
industry in the coincidentally named “Never Waste a Good
Crisis: A Review of Progress since Rethinking Construction
and Thoughts for Our Future” demonstrated an inability and/or
unwillingness to address the majority its systemic problems
[44]. We see similar effects surrounding many crisis issues,
and a general marginalisation of science-informed policy in
the public sphere.

The net result is considerable and sustained indifference to
the adoption of anti-fragile design principles on a societal scale.
Thus, we see a continuing need to identify ways to find targeted
opportunities where S4 design principles provide competitive
advantage, or intrinsically result in products that are distinctive
and attractive in their respective market places, before broad-
scale adoption of such principles is likely.

It is the S4 design principles that have motivated a number
of our, and others’, initiatives in various ways, several of which
we mention below.

A. The MEGAphone S4 Mobile Phone

One area where we see potential, is for the creation of
a privacy-respecting and highly-resilient mobile phone like
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device [45]. Here the security comes from the simplicity of
the system, and the simplicity also helps to greatly reduce the
effort required to develop the system. Survivability is aided
by including a multitude of communications modes, as well
as planning to include the Serval Mesh peer-to-peer communi-
cations protocols, which are themselves also designed around
the S4 principles to create a highly survivable communications
network [46]–[50]. It also includes a high-performance solar
panel and large battery to provide energy self-sufficiency, to
avoid the problem of sustained power outages during crises
and maintaining mobile phone charge in such circumstances
[51], [52]. In short, the MEGAphone creates a mobile com-
munications capability that is independent of communications
or energy infrastructure, and that is simple enough for a
determined user to maintain these capabilities long-term.

B. ETC Lali

A second example is the Emergency Telecommunications
Cluster (ETC) Lali system, that reduces the cost and complex-
ity of deploying tsunami and other hazard early warning sys-
tems, through reducing the system to small low-cost hardware
that can be more easily manufactured locally, and deployed
without requiring heavy machinery [53], [54].

C. Simmel COVID-19 tracker

An example of a third-party project that reflects the S4
principles is the Simmel COVID-19 tracking hardware system
[24], that replaces complex mobile applications and untrustra-
ble support infrastructure with a fully distributed and verifable-
through-simplicity hardware device for logging proximity to
other such devices.

D. Summary

As mentioned above, these products tend to be rather niche,
and none of them are (yet) sufficiently complete for commer-
cial deployment, thus it is difficult to appraise their likelihood
of market success, to test this concept of targeting of niche S4-
embodying products in the crisis communications sector. This
is why response organisations and groups must work alongside
existing industry experts.

VIII. CONCLUSION AND FUTURE DIRECTIONS

This paper has outlined a number of the problems and oppor-
tunities related to the creation of technologies that can survive
significant societal shocks, and remain useful to their owners
over the long-term. There are both social and technological
challenges that remain to be tested and overcome before the
S4 approach can be adequately appraised as to its feasibility.
The S4 principles themselves are also acknowledged to be
somewhat fluid and subject to refinement until this can occur.

Our efforts continue to focus on realising at-least one S4-
conforming system, which at the time of writing is the MEGA-
phone secure mobile communications device. We invite other
practitioners to critique and consider the S4 design principles
that we have elucidated above. We also invite crisis response
organisations to engage, support and provide feedback and

insights to achieve better digital responses that solve real-world
problems.
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[8] M. Löw, “Overview of meltdown and spectre patches and their impacts,”
Advanced Microkernel Operating Systems, p. 53, 2018.

[9] O. Alhubaiti and E.-S. M. El-Alfy, “Impact of spectre/meltdown kernel
patches on crypto-algorithms on windows platforms,” in 2019 Inter-
national Conference on Innovation and Intelligence for Informatics,
Computing, and Technologies (3ICT). IEEE, 2019, pp. 1–6.

[10] P. S. Deb, “An analysis on effects after mitigating meltdown and spectre
vulnerabilities,” 2018.

[11] L. Xing, X. Pan, R. Wang, K. Yuan, and X. Wang, “Upgrading your
android, elevating my malware: Privilege escalation through mobile os
updating,” in 2014 IEEE Symposium on Security and Privacy. IEEE,
2014, pp. 393–408.

[12] N. Al-Falahy and O. Y. Alani, “Technologies for 5g networks: Challenges
and opportunities,” IT Professional, vol. 19, no. 1, pp. 12–20, 2017.

[13] J. Salo and M. Liyanage, “Regulatory impact on 5g security and privacy,”
A Comprehensive Guide to 5G Security, p. 399, 2018.

[14] J. Suomalainen, K. Ahola, M. Majanen, O. Mämmelä, and P. Ruuska,
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