
Covid Detection from CXR Scans using Deep
Multi-layered CNN

1st Rajarshi Bhadra
Department of Electrical Engineering

Future Institute of Engineering and Management
Kolkata, India

rajarshi.bhadra.fiem.ee17@teamfuture.in

2nd Subhajit Kar, Member, IEEE
Department of Electrical Engineering

Future Institute of Engineering and Management
Kolkata, India

subhajit.kar@teamfuture.in

Abstract—Severe Acute Respiratory Syndrome Corona virus
2 (SARS-COV-2) also known as COVID-19 has been emerged as
a pandemic throughout the globe recently. Therefore, accurate
diagnosis of COVID-19 is necessary to fight against this pandemic
situation. In this context, chest X-ray (CXR) scans play an
important role in the diagnosis of the corona virus. In this paper,
an intelligent detection and classification technique of COVID-19
has been proposed to assist doctors in their diagnostic prediction.
A deep multi-layered convolution neural network (CNN) has been
proposed to detect COVID-19 accurately from CXR scans. The
proposed methodology has experimented on a combination of
multiple open source publicly available datasets. Experimental
results demonstrate the efficacy of the proposed methodology in
COVID-19 detection from CXR images.

Index Terms—COVID-19 Detection, CXR scans, Deep Learn-
ing, Multi-layered CNN

I. INTRODUCTION

The outbreak of SARS-COV-2 at Wuhan in China spread
rapidly across the world by early 2020. The World Health
Organization (WHO) has termed it as COVID 19 and declared
it as a pandemic in January, 2020 [1].Till Sep 12, 2020 around
28.3 million people have been affected by this virus and the
numbers are increasing day by day.

Real time PCR test has been used now a days as a standard
diagnostic tool for pathogenic test [2]. In this test, RNA from
nasal or throat swab has been extracted. If the genetic sequence
of this RNA is same with COVID-19, the result would be
positive. However, in many cases, the patients are asymptotic
but the outcome of their PCR test becomes covid positive [3].
Excessive testing would lead early detection of COVID-19 and
thereby reduce the spread in the community [4].

Recently reported literature elaborates that different medical
imaging modalities such as CT scans, X-rays plays important
role in accurate detection of COVID-19 [5]–[10]. Rahimzadeh
et al. proposed a concatenated CNN architecture using Xcep-
tion and ResNet 50 V2 models for classifying COVID-19 cases
using CXR images [5]. 180 images of COVID-19 patients,
6054 images of pneumonia patients and 8851 images of
normal people have been used by the authors and 99.56%
accuracy has been reported. An Artificial Intelligence-based
system has been used by Alqudah et al. to classify COVID-
19 cases from chest X-ray images [6]. The images have
been classified by support vector machine, random forest and

CNN technique and 95.2% accuracy have been reported. A
Generative Adversarial Network (GAN) has been proposed by
Loey et al. for the same purpose [7]. Three pre-trained models
such as Alexnet, GoogleNet and ResNet18 have been used by
them in the proposed meyhodology. Their system has been
evaluated on 69 cases of COVID-19, 79 cases of pneumonia
bacteria, 79 images of pneumonia virus and 79 cases of normal
people. GoogleNet has been selected as main deep learning
technique with 80.6% test accuracy for four classes, 99.9% test
accuracy for two classes and Alexnet with 85.2% test accuracy
for three classes. A transfer learning technique using Inception
V3, ResNet50, MobileNet and Xception models has been
proposed by Sethi et al. with 329 COVID-19 cases and 5298
normal cases [8]. More than 95% accuracy has been reported
by them except using ResNet architecture. Islam et al. have
proposed a CNN combined with Long Short Term Memory
(LSTM) Network on 1525 COVID-19, 1525 pneumonia and
1525 normal chest X-ray images and 99% test accuracy has
been reported [9]. DeTrac deep CNN has been proposed by
Abbas et al. with 95% accuracy in COVID-19 detection [10].

The methodologies reported in the literature [5]–[10] per-
forms the detection and classification on CXR scans using
different complex neural network architectures like MobileNet,
ResNet etc. These pre-trained neural network architectures
may result good classification accuray but they are complex
and takes more time to get trained. In contrast, a light weight
less complex deep multi-layered CNN architecture has been
proposed in this paper which not only gets trained significantly
faster but also helps detecting COVID-19 cases more accu-
rately. The proposed methodology has been implemented on
1330 images of COVID-19 cases, 1330 images of pneumonia
cases and 1330 images of normal cases. The dataset has been
split into training, validation and blind test sets in the ratio
of 80 : 10 : 10. In this paper, 10-fold cross validation has
been performed on training and validation sets. The blind
testing has been performed on 10% data and this 10% data has
never been used for training and validation purpose. This blind
testing concept makes the proposed methodology robust. Ex-
perimental results demonstrate that the proposed light weight
deep multi-layered CNN structure performs satisfactorily in
COVID-19 detection in terms of blind test accuracy.

The rest of the paper has been organized as follows.
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Fig. 1. Block Diagram of Proposed Methodology.

The proposed methodology has been described in section II.
Section III describes the dataset used. The experimental results
have been demonstrated in section IV. Section V shows novelty
of our research and finally section VI concludes the paper.

II. PROPOSED METHODOLOGY

The block diagram of the proposed methodology has been
shown in Fig. 1. First the non-uniform images have been scaled
to maintain uniformity. Then the scaled images have been used
as input to the proposed deep multi-layered CNN structure.
Finally, the output layer performs the classification task.

The proposed deep multi-layered CNN having 5 layers
has been elaborated in Fig. 2. Convolution operations of 3
x 3 kernels have been performed in each layer with unit
stride sliding window and single padding. Rectified linear unit
(ReLU) [11] has been used as the activation function. A 2 x
2 max pooling operation has also been performed to utilize
the results of convolution operation from each layer into a
more compact tensor. In the proposed technique, the three
dimensional tensors have been converted to one dimensional
feature vectors consisting 4096 neurons after the multi-layered
structure. Thereafter, a dense layer of 128 neurons, a dropout
layer consisting 50% dropout rate and an output layer consist-
ing 3 neurons have been used. ReLU and Softmax has been
used as activation functions in dense layer and output layer
respectively. ReLU is defined as:

y = max(0, x) (1)

where, x is the input to ReLU activation function and y is it’s
output. The SoftMax activation function is defined as,

ŷi =
eyi

∑k
j=1 e

yj

(2)

where, yi is ith logit value, k is total number of logits,
ŷi denotes predicted probability of a particular sample. The
probabilities of each class have been evaluated in the output
layer of the proposed multi-layered CNN structure. A specific
output node (Logit) having the highest probability value rep-
resents the classification of the corresponding class. A first
order gradient-based optimization process known as Adam
optimizer [12] has been used in the training phase of the
proposed methodology to optimize the training process. The
Adam optimizer is defined as:

mt = β1mt−1 + (1− β1)gt (3)

vt = β2vt−1 + (1− β2)g
2
t (4)

where, mt and vt are estimates of the first moment (the
mean) and the second moment (the uncentered variance) of the
gradients respectively, gt is gradient at time t, β1 and β2 are
exponentially decay rates for moment estimates. The β1 and
β2 values have been selected experimentally as 0.9 and 0.999
respectively. The categorical cross entropy loss has been used
as cost function in the proposed algorithm. The cost function
J(θ) can be defined as:

J(θ) = −
M∑

c=1

yi,clog(pi,c) (5)

where, M denotes number of classes, yi,c is a binary indicator
(0 or 1) that indicates whether c is the correct class, pi,c
denotes predicted probability between 0 and 1.

III. DATASET USED

In this paper, CXR images of COVID-19 positive patients,
pneumonia patients and non-covid patients have been used
for detection and classification purpose. The images of covid
positive CXR images have been collected from [13], [14] and
from [15] and the CXR scans for pneumonia and non-covid
patients have been collected from [16]. The dataset of [13]
contains 886 CXR images of COVID-19 positive patients. As
all the CXR scans in other datasets have Posterior-Anterior
(PA) projections, only PA projected 180 images have been
used from [13]. The dataset of [14] contains 238 CXR images
of COVID-19 positive cases and [15] contains 912 augmented
CXR images. The dataset of [16] contains 1583 CXR images
of Normal Patients and 4273 CXR images of Pneumonia
patients. To make the dataset balanced, 1330 CXR images
of COVID-19, 1330 CXR images of Pneumonia and 1330
CXR images of Normal cases has been used from all the data
sources. The CXR scans from the datasets are shown in Fig.
3.

IV. EXPERIMENTAL RESULT ANALYSIS

A. Experimental setup

The dataset has been splitted in 80%, 10% and 10% for
training, validation and testing. The results were obtained
using 10-fold cross-validation (10-fold CV) technique. The
initial learning rate has been selected as 0.0001 experimentally.
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Fig. 2. Proposed Multi-layered CNN Architecture.

Fig. 3. CXR Scans. (a) Covid (b) Pneumonia (c) Normal

However, the learning rate is further decreased by a factor of
10 after every 10 epochs. The proposed training algorithm has
been shown in Algorithm 1. The batch size of the proposed
algorithm has been selected as 10 for 30 epochs experimen-
tally. The CNN model has been implemented using Python3
and the Keras packages using Tensorflow2 on an AMD Ryzen
5 2400G (4 Cores, 8 Threads) CPU, NVIDIA RTX 2060
graphics card (6GB DDR6 VRAM, 192 bits), 16GB DDR4
RAM clocked at 3000mHz, 480 GB SSD (SATA Interface).

B. Results Analysis

In this paper the training, validation and testing have been
performed on 3192, 399 and 399 images respectively. The
test set has been evaluated as blind testing i.e. the test images
have never been used for training and validation purpose. This
blind testing formulation makes the proposed system more
robust. The 10 fold training and validation performance has

Algorithm 1: Proposed Training Algorithm
• Create a Multi-layered CNN with 1 Convolution layer

& 1 MaxPool layer in each layer for 5 layers.
• Train using Adam Optimizer for 30 epochs.
• Reduce the learning rate by a factor of 10 after 10

epochs.

been shown in Fig. 4. A 10-fold CV training accuracy of
99.5 (±0.001)%, 10-fold cross validation accuracy of 97.6
(±0.011)% and blind test accuracy of 99.1% have been
achieved by the proposed technique. The classification results
have further been reconfirmed by precision, recall and f1
score in Table I. Furthermore, the classification result has
been analyzed by calculating the confusing matrix shown in
Fig. 5. The confusion matrix shows the number of blind test
samples classified correctly and the recall values for each
class. It represents that the proposed methodology performs
satisfactorily on blind test dataset.

V. DISCUSSION

The dataset has also been trained using different neural
network architecture like VGG16, VGG19, Mobilenet, Incep-
tionV3 and Resnet50. The comparative result has been shown
in Table II. The proposed model takes less time to be trained
and performed satisfactorily in terms of blind test accuracy.
The hyper-parameters have been chosen experimentally in the
proposed methodology. A dropout rate less than 50% results
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Fig. 4. Training & Validation Characteristics (10-fold CV).

over-fitting in the training process. Batch size of 10 has been
selected as sweetest spot for getting good accuracy. A higher
batch size results less training time with less classification
accuracy.

VI. CONCLUSION

In this paper, a light weight multi-layered CNN architecture
has been proposed to detect and classify CXR images of
COVID-19 patients. 10-fold cross validation technique and
blind testing have been performed in the proposed methodol-

TABLE I
CLASSIFICATION PERFORMANCE

Training Accuracy Validation Accuracy Testing Accuracy
(10-fold CV) (10-fold CV) (Blind)

99.5 (±0.001)% 97.6 (±0.011)% 99.1%

Class Precision Recall F1-Score
Covid 1.00 1.00 1.00

Normal 0.99 0.98 0.99
Pneumonia 0.99 1.00 0.99

Sensitivity Specificity
98.8 % 99.4%
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TABLE II
MODEL COMPARISON WITHOUT TRANSFER LEARNING

Model Blind Test Accuracy Training Time
VGG16 [17] 93.9% 549 seconds
VGG19 [18] 92.2% 668 seconds

Mobilenet [19] 98.8% 224 seconds
InceptionV3 [20] 99.5% 457 seconds

Resnet50 [21] 98.3% 537 seconds
Proposed 99.1% 114 seconds

ogy to make the system more robust. A blind test accuracy
of 99.1% has been obtained by the proposed technique.
Therefore, the proposed methodology can be used as a second
opinion for medical professionals with their diagnostic predic-
tion of COVID-19. The data augmentation using Generative
Adversarial Network can be used in future to increase the num-
ber of training images for better classification performance.
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