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Abstract—Covid-19 attack world population, and has 
brought much impact in all aspects of life. Stay at home and 
doing less in terms of social interactions. This can have a 
negative effect on mental health, so in this study we use 
sentiment analysis to know about mental health through public 
opinion on Twitter. Dataset which used in this study in this study 
is covid-19 tweets collected at 30 April 2020. Essentially, this 
dataset consists of 355384 tweets reviews. Covid-19 tweets will 
classify with the Logistic Regression method. Based on this 
research, the accuracy of the covid-19 tweeets sentiment 
classification is 94.71%. 

Keywords—coronavirus, twitter, sentiment analysis, 
prepocessing, positive, negative. 

I. INTRODUCTION  

A sentiment analysis system usually involves of opinion 
mining and sentiment analysis. The prior purposes to classify 
the aspect and opinion revealed in  reviews of data which is 
obtained by crawling techniques on social media or website 
[1],[2], and the last one to gather polarity score to classify 
sentiment [3],[4]. In the other words, Sentiment analysis is 
used to examine feelings, views, emotions, expression, 
beliefs, attitude, and opinion [5].  

Nowadays people using social media like Twitter to 
express their opinion. According to Internet Live Statistics  
meanwhile 2013 the amount of tweets sent every day has 
stretched 500 million[6]. Some studies have been issued on 
the aptitude of twitter to forecast the whole thing from the 
stock market[7] to elections[8]. In this study, we collect data 
reviews from Twitter to know about public opinion in 
worldwide about Covid-19. As we know that Covid-19 attack 
World population, and has brought much impact in all aspects 
of life. We should stay at home and doing less in terms of 
social interactions. This can have a negative effect on mental 
health of people in the word, so in this study we use sentiment 
analysis to know about mental health through public opinion 
on Twitter. 

With the sentiment analysis of covid 19 data from Twitter, 
we can see the mental health of people in the world, whether 
they still feel safe or are they in the excessive worry stage. 
Safe conditions can be observed from the neutral and positive 
sentiment values, while the worry condition can be seen from 
the negative sentiment values. 

II. RELATED WORK 

This section will provide a literature study about  
sentiment analysis. Cahyo et all shown an examination of the 
sentiment analysis of mobile banking opinions using TF-IDF 
and cosine Similarity[9].  In 2019, Soumya using Malayalam 

tweets dataset with machine learning techniques to analyze the 
sentiment. The tweets are classified into positive and 
negativeusing Support Vector Machine (SVM), Naive Bayes 
(NB),  and Random Forest (RF) [10]. Abyan collect data 
reviews of the body shop tea tree oil on Twitter with positive 
and negative sentiments and with the accuracy level of Tea 
Tree Oil sentiment analysis models on female daily at 
61.51%[11]. The other research performed the sentiment 
analysis of Go- Pay tweets. The researcher using lexicon to 
classify the sentiment into positive and negative label. The 
accuracy of  linear kernel SVM is 89.17% and the polynomial 
kernel is 84.38% [12]. 

TF-IDF does not contain the number of occurrences of 
words alone as in BOW. But TF-IDF also looked at the 
important and less important words of the document. Previous 
research [13] compared selection features using BOW with 
TF-IDF. The result is that TF-IDF is better than BOW, so in 
this study using the TF-IDF concept in its selection features.  

The choice of classification method is very important to 
obtain proper accuracy and in accordance with existing data. 
According to research [14], if the test involves positive and 
negative predictive values, the appropriate algorithm is binary 
logistic regression. In this study the predictive data are 
negative, positive and neutral, so we use the logistic regression 
method. 

III. PROPOSED METHODS 

Term Weighting TF-IDF and Logistic Regression is a 
proposed method to classify neutral, positive and negative 
sentiment. The description of our proposed work as seen in the 
Fig. 1. 

 

 

 

 

 

 

 

 

 

Fig. 1. Proposed methods of sentiment analysis. 

Dataset Covid-19 Tweets 

Text Prepocessing 

Term weighting using TF-IDF 

Classification using Logistik regresion 

Evaluation 

Accuracy, Precision, Recall 
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In accordance with Figure 1, the initial stages are doing text 

prepocessing on the crawled data from Twitter. 

Preprocessing results in the form of terms. The term is then 

selected for features using TF-IDF to produce vectors. Data 

from the TF-IDF method were classified using the logistic 

regression method. Then the evaluation process is carried out 

with recall, precision and accuracy. 

A. Dataset 
Dataset which used in this study in this study is covid-19 

tweets collected at 30 April 2020. Essentially, this dataset 

consists of 355384 tweets reviews. Example of dataset as 

seen at Fig. 2. 

 

Fig. 2. Covid-19 Tweets Dataset 

B. Text Prepocessing 
Text preprocessing is part of text mining to find patterns 

and to get valuable information for a specific purpose[15]. 
Based on the anomalies structure or unstructured of data text, 
the text processing is required some to develop data text 
becomes structured[16]. The steps of text preprocessing are 
tokenizing, filtering, and stemming.  

 

C. Term Weighting TF-IDF 
Term weighting is the technique that gives weights 

(values) to separately term in a document[17]. Three aspects 
influence the scheme of term weighting is term 
frequency(TF), inverse document frequency(IDF), and 
normalization.  

In this study, TF- IDF is used as the feature weighting 
method. TF- IDF determine a weight of the term with two 
factors: 

� Calculating the number of term j occurrences in 
document i or also known as term frequency denoted 
by tfi,j.  

� Calculating the frequent it arises in the entire document 
collection or also known as document frequency 
denoted by dfi,j. 

Term weighting TF-IDF is considered formed on the 
following formula: 

� Tf.IDF���TFi,j x IDFi,j����TFi,j  x log � ����

where,  
N = number of documents in collections 
TF = term frequency 
IDF = inverse document frequency. 
 

D. Classification using Logistic Regresion 
 Sentiment analysis is a process of classifying text into 
positive, negative and neutral. One of the method which is 
widely used to do supervised sentiment analysis is Logistic 

regression. The classification process using this method is 
done by extracts real-valued features from the input, 
multiplies each by a weight, sums them, and passes the sum 
through a sigmoid function to generate a probability. A 
threshold value is used to make a decision.   

 Logistic regression able to classify sentiment into two 
class with positive and negative label or multiple classes 
using multinomial logistic regression. In this study, Logistic 
regression classifier is used to train and test dataset which has 
three class (positive, neutral and negative) as labels. A 
weighting scheme is adapted for separately class, which is 
used to adjust the probability since the training data is 
unbalanced. [18]. 

E. Accuracy Testing 

Accuracy testing is conducted to know the performance 
of proposed model in classifying the sentiment into three 
class labels (positive, negative and netra). The measurement 
techniques used for evaluation the proposed method is 
confusion matrix, with three classes. Confusion matrix will 
arrange actual class results and predictive classes��The final 
results of this research were constructed on the precision, 
recall, and f-measure which are usually used in evaluation 
metrics in sentiment classification research. Precision 
measures the perfection of a classifier, and recall dealings the 
wholeness or compassion of a classifier. The mixture of 
precision and recall is measured by the f-measure, which is 
the weighted harmonic mean of precision and recall.  

IV. RESULT AND DISCUSSION 

In this section, we the evaluation results of proposed 
method of sentiment classification on covid19 tweets dataset. 

A. Prepocessing Data 
Covid19 tweets dataset is unstructured and contain of 

noises. The dataset need to preprocessing in several stages are  
cleansing, eliminating numbers, emoticons, punctuation 
marks, case folding, filtering and tokenizing. The tools used I 
this research is Sklearn, Pandas and many more library of 
python for data preprocessing which runs on Jupyter 
Notebook. Example of preprocessing are shown in TABLE I. 

TABLE I.  PREPOCESSING DATA 

Original Tweets Prepocessing output 

Microsoft sees digital reboot from 

pandemic, profits up #COVID19 

https://t.co/ruU6qomnfF 

microsoft sees digital reboot from 

pandemic profits up covid 

httpstcoruuqomnff 

  

B. Term Weighting 
The words which is a result of preprocessing data will be 

converted into numeric using term weighting. This process 
aims to calculate the weight of each word that will be used as 
a feature, the more documents will be processed then the more 
features. At this stage there are two part of process namely TF 
(Term Frequency) and IDF (Inverse Document Frequency). 

 TF is the number of words that appear in each document.  
IDF  is the number of document values in each word that are 
inversely proportional, it means if a word rarely appears in a 
document, the IDF value is greater than words that often 
appear. The result of weighting the word with TF-IDF is the 
multiplication of the values of TF and IDF which will produce 
less weight if the word often appears in every document in the 
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collection, on the contrary the weight of TF-IDF will be 
greater if the word rarely appears in each document in 
collection. By using TF IDF, you can also analyze the most 
tweeted words as in Fig. 3 and Fig. 4. 

 

 

Fig. 3. IDF weights of most tweeted words 

It can be seen in the graph in Fig. 3 that the terms that 
dominate the document in the top 10 terms are terms with 
neutral and positive sentiment values, for terms that have 
negative sentiment are below. But on the TF graph (Figure 4), 
it can be seen that the terms that have a "negative" sentiment 
like "death" are higher in value than those with a positive 
sentiment like "health". 

 

Fig. 4. Most Tweeted words using Term Frequency 

  

C. Data Labelling  
The next steps is data labelling which purposes to give 

positive, neutral and negative labels on Covid-19 Tweets 
dataset. In this study, we used polarity score to compute score 
of sentiment. Covid-19 reviews will be positive labelled if a 
score larger to 0. Otherwise if a score is less than to 0, it will 
be negative labelled. Covid-19 reviews will be neutral labelled 
when the score is equal to 0.  The source code of sentiment 
polarity is shown in Fig. 5.  

 

Fig. 5. Source code to find polarity score fo sentiment  

Total covid-19 tweets dataset is 355384 which includes    
213122 neutral sentiment, 100683 positive sentiments and  
41579 negative sentiments. Fig. 6 summarizes the statistics of 
this dataset.  

 

Fig. 6. Sentiment Classification of Covid-19 Tweets Dataset. 

D. Data Visualization using Wordcloud  
Wordcloud is used to display the words that often appear 

in the document. Here is the result of  wordcloud visualization 
for covid-19 tweets. Fig. 7. describes the words that most 
appear which has positive label. The Examples of the most 
common words health, good, need, great, help. 

 

 

Fig. 7. Wordcloud of positive sentiment. 

 

Meanwhile Fig. 8 shows the words that most appear which 
has negative label, for example are cases, lockdown, bad, 
pandemic. 
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Fig. 8. Wordcloud of negative sentiment. 

 

E. Sentiment Classification Model 
The step which is so important before data modelling, we 

need to look the variable target as seen at Fig. 9 . 

 

Fig. 9. Variable target on Dataset. 

After process of data modelling, the next step is splitting 
data into data train and data test. Data train will use for 
modelling, and data test will use for a model tester to evaluate 
unseen data. In addition it can be used to measure the 
capabilities of the proposed model.  

Model evaluation is needed to know the performance of 
the selected method to classify covid-19 tweets. Confusion 
matrix with a size of 3x3 is used to measure accuracy of the 
proposed method as seen at TABLE II.  

TABLE II.  CONFUSION MATRIX OF COVID-19 TWEETS DATASET 

 

Actual Class 

Predict Class 

Positive(P) Negative(N) Neutral(Ne) 

Positive(P) 8104 1475 848 

Negative(N) 82 53086 165 

Neutral(Ne) 515 1611 22960 

 

 
Fig. 10. Accuracy measure of Covid-19 Dataset. 

By using Sklearn Python library, we achieved accuracy, 

precision, and recall as seen in the Figure 10.  
Based on the Fig. 10, the evaluation model using logistic 

regression is 94,71%. With a percentage of accuracy 94.71%, 
it can be seen that the Logistic Regression method can be used 
well in sentiment analysis for COVID-19 data. 

V. CONCLUSION 

In this study, an experiment involving a term weighting 
and logistic regression to sentiment classification of covid-19 
tweets. The use of TF-IDF in the extraction process had a 
significant impact on the classification performance of the 
sentiment analysis. The accuracy of system is 94,71%. Most 
tweet about covid-19 could be shown, so we know that most 
people giving the neutral sentiment, and the number of 
negative sentiment is lowest. So that it can be concluded that 
the mental health of people in the world is still neutral and 
positive. Even though there are people who are in the worry 
stage because they give excessive negative sentiments. 

Future work could be done by improved the selection 
feature using n-gram, bi-gram, tri-grams to obtain better 
classification performance, rendering it as an effective 
technique in the extraction process of online documents or 
contents. 
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