
 

Comparative Analysis of Interaction Techniques in 

Virtual Reality 
 

Abstract— Virtual Reality is an emerging breed in 

technology. It is gaining an increasing amount of interest and 

considerable work is being done on it recently. A virtual 

environment without any user interaction can quickly lose 

users’ interest. To make virtual environment more captivating, 

user interaction with virtual world is important. The paper 

reviews recent technologies and methods of human-computer 

interaction in the virtual environment.  First a thorough 

examination of recent work done on different ways of 

interacting with virtual environment was carried out. Based on 

this review a variety of virtual reality interaction techniques 

were identified and then categorized into four major categories 

namely, haptic devices, gesture recognition, brain-computer 

interface, and gaze-based interaction. These techniques were 

evaluated against certain predefined parameter. An extensive 

analysis of the different techniques and their literature has led 

to a consolidated review that is presented in this paper. 

Key Words- Virtual Environment, immersive, human-

computer interaction, brain-computer interface, haptic devices, 

gesture recognition, gaze-based. 

I.  INTRODUCTION  

Virtual Reality has been a subject of great interest 

and research since quite some time. Virtual Environment 

(VE) offers a new paradigm of interaction in which the user 

not only has to observe a computer screen but can actually be 

a part of a 3-dimensional virtual world. Virtual reality is not 

only being used for entertainment [1] but is also transforming 

education and real estate industry [2]. It can give a simulated 

experience of a place where user is not or even cannot be. 

According to research [3], for a virtual environment to be 

more captivating it should allow users to interact more with 

the virtual world. Users can quickly become bored just by 

exploring around and not being able to interact with virtual 

objects. In an immersive virtual environment, users are 

immersed in the virtual world in such a way that they can not 

only move their heads to see around but also control the 

system using their bodies. Figure 1 presents an overview of 

VR types. Users can control the virtual objects in the virtual 

world around them. A better immersive environment allows 

user to make changes in the virtual world.  

Despite the extensive amount of work being done on 

virtual reality technology, very few applications are coming 

in use outside the laboratory. This is mainly due to the 

challenge of creating a VE that allows more interaction with 

higher accuracy. Although it is well known to the scientific 

community that what different interaction techniques are 

available VR environments. Yet this paper connects the 

missing dots by combining the recent work in a systematic 

literature review.  

 
Figure 1    Types of Virtual Reality 

II. LITERATURE REVIEW 

Being able to directly and fully interact with virtual 

objects with hands is a challenging task in Virtual Reality. A 

detailed study of the recent work done on interaction 

techniques was carried out, which is presented in the paper.  

Different methods of interaction are proposed and 

implemented up till now. A novel system based on hand 

gesture is proposed with palm normal which allows user to 

adjust moving speed of an avatar according to hand gesture 

[4]. For simulation of deformed hand a penalty method is 

used and implemented in a proposition [5]. Head gaze 

interaction approach experimented on numerous volunteers 

which shows the effectiveness of the proposed approach [6]. 

Another paper proposes a gaze detection based on deep 

learning techniques [7]. Wolverine is a device that gives 

simulated feedback to user [8]. The paper compares the 

proposed mechanical design and its performance with other 

haptic devices. Two survey papers were also studied that 

presents the Brain-Computer Interface (BCI) applications 

and perspectives [9], [10]. According to the survey BCI has 

shown major development in virtual reality games, 

entertainment as well as cloud computing. 

An important application of virtual reality is in 

games. Different interaction techniques using a diverse range 

of technology have been devised in various works. The trend 
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in virtual reality technology and improvements in VR gadgets 

are discussed in [11] by presenting visual representation of 

gesture interaction feedback especially in the context of 

adventure games.  Eye-tracking is a significant interaction 

technique used in head-mounted displays [12]. This paper 

analyzed three different techniques used for eye tracking, 

namely, Duo-Reticles, Radial Pursuit, and Nod and Roll. A 

prop that maps to multiple virtual objects including puzzle, 

door handle, and a switch, was proposed [13]. The mouth 

features recognition can be used for interaction [14]. Features 

were classified into seven major categories and evaluated in 

a virtual reality game application and produced positive 

results. A real-time interaction that supports a wide range of 

gesture interactions is proposed [15]. A user can interact non-

intrusively with the virtual environment. A new approach of 

retargeting the position of human to an avatar with respect to 

some object is studied [16]. A special map was created to get 

location of the objects and the avatar body parts. Full-body 

interaction with VR demo video named TurboTuscany using 

Oculus Rift as head-mounted display (HMD) and Kinetic to 

control full body in a paper [17].  

Virtual Reality is also used for trainings and 

educational purposes. An immersive virtual environment can 

more effectively lead to maintainability by training users to 

work in a simulated maintenance environment [18]. 

Interaction is achieved through data gloves and optical 

devices for tracking the position of the user. An interactive 

display service for communication through a remote virtual 

environment is discussed in a paper [19]. User can use the 

services in the physical as well as virtual world. The 

immersive experience can be very beneficial for learning like 

being in an actual classroom. A freehand manipulation 

system is proposed in which uses the duplicates of virtual 

objects to manipulate objects from a distance [20]. A one-bit 

mouse is proposed for disabled persons in the paper that 

enables users to have group interactions using single key [21]. 

It is also applicable in e-learning environment. 

The concept of teleoperation is being used in many 

virtual reality applications. A desktop haptic device for 

teleoperation was devised which can also give feedback from 

the virtual environment [22]. A virtual reality application 

which includes operating a simulated robot in a hostile 

teleoperation environment is discussed in a paper [23]. A 

mechanism through which an operator can interact with 

dynamic objects with stability is an important requirement in 

haptic interaction [24]. The proposed mechanism is called 

force bounding approach (FBA) for dynamic virtual objects 

which overcomes the limitations that were in the FBA for 

static objects. A virtual reality-based setup was designed for 

predicting the trajectory of minimal hand jerk movement 

model and evaluated in a study [25]. 

III. PARAMETERS FOR ANALYSIS 

After the literature review, for ease in study the interaction 
techniques were categorized into five main categories and 
subcategories based on the mechanism through which 
interaction was made with the virtual world. For analysis of 
virtual reality techniques the selected papers were analyzed 
against some predefined parameters which were extracted 
from the literature review. Table 1-4 present the parameters, 
definition and possible values of the extracted parameters. 

Table 1. Parameters for Haptic Devices 

Parameters  Definition  Possible values 

Passive 

haptics 

If physical objects are used to 

provide feedback to the user. 

Yes, No 

Extensibility  If the proposed system has the 

ability of future growth 

Possible, not 

possible 

Hardware  The specific haptic device used in 

the system. 

Device name 

Technique Specific technique through which 

interaction is made possible using 

haptic input devices. 

Technique name 

Application  The environment where the system 
can be applicable 

Game, 
teleoperation 

Interaction 

level 

The level to the virtual environment 

allows interaction. 

High, moderate, 

low 

Weight  Weight of the haptic device. Heavy, Light, 

Value in g 

Cost-

effective 

The degree to which the system is 

effective in relation to its cost. 

Yes, No 

Feedback 

mechanism  

If the device produces a feedback 

effect when an interaction is made. 

Present, Absent  

Table 2. Parameters for Brain Computer Interface 

Parameters  Definition  Possible values 

Papers 

reviewed  

Number of papers that were 
reviewed in the survey 

Number 

Applications BCI application in virtual reality Application name  

Techniques 

Analyzed 

Techniques of BCI that were 

focused in the survey. 

EEG, ML 

Field BCI application fields. Game, 

Entertainment 

Analysis 

results 

The results of survey and analysis 

on interaction through BCI in 

Virtual Reality 

Positive, Negative 

Table 3. Parameters for Gesture Recognition 

Parameters  Definition  Possible values 

Gesture 

Type 

The part of the body which gesture is 

to be recognized. 

Hand gesture, 

Face gesture, 
Full body 

Interaction 

Type 

The type of virtual interaction and 

manipulation in the virtual world 

Interaction 

name 

Hardware  Name of the specific device used in 
the system. 

Device name 

Technique Specific technique through which 

interaction is made possible. 

Technique 

name 

Application  The environment where the system 

can be applicable 

Application 

name 

Interaction 

level 

The level to the virtual environment 

allows interaction. 

High, 

moderate, low 

Efficient Gives the required functionality using 
fewer resources. 

Yes No 

Cost-

effective 

The degree to which the system is 

effective in relation to its cost. 

Yes, No 

Table 4. Parameters for Gaze based Interaction 

Parameters  Definition  Possible values 

Extensibility  If the proposed system has the 

ability of future growth 

Possible, not 

possible 

Hardware  Name of the specific device used in 

the system. 

Hardware name 

Technique Specific technique through which 
interaction is made possible  

Technique 
name 

Application  The environment where the system 

can be applicable 

Select, climb, 

move, etc. 

Interaction 

level 

The level to the virtual environment 
allows interaction. 

High, moderate, 
low 

Efficient Gives the required functionality 

using fewer resources. 

Yes No 

Cost-

effective  

The degree to which the system is 
effective in relation to its cost. 

Yes, No 



IV. ANALYSIS TABLES 

After defining parameters a detailed analysis of the selected papers is performed against those parameters and summarized in 

Table 5-9 

Table 5. Analysis of Hand-Held Haptic Devices 

Sr. 

No 

Author Year  PH Exten

sibilit

y 

Hardware Technique Application Interactio

n level 

Weight  Cost-

effecti

ve 

Feedback 

Mechanis

m 

1) S. Y. Baek et al 

[24] 

2017 No  Yes  3-DOF haptic 

device 

Force bounding 

approach 

Dynamic virtual 

environment 

Moderate  Heavy  No  Absent  

2) M. Folgheraiter 
et al [22] 

2017 No  No  Desktop Haptic 
Interface  

Admittance 
based feedback 

Tele operational 
scenario 

Moderate   200g No  Present 

3) M. Suhail, et al 

[13] 

2017 Yes  Yes  Tracked prop Redirected 

reach  

Game  Low  Heavy  No  Absent  

4) D. J. Zielinski et 
al [26] 

2017 Yes   Yes  Specimen Box Tangible 
Interaction 

CAVE Moderate  2,141 g No  Present  

5) J. Li, I. Cho, Z. 

Wartell [27] 

2016 No  Yes  Pair of 

buttonballs 

3D Virtual 

Cursor Offset 

 CAVE Moderate  Light  No Absent 

6) M. Svinin, et al 

[25] 

2016 No  No  PHANToM 

Premium 

Minimum hand 

jerk model, 

Dynamic Object 

Environment  

Moderate  Heavy  Yes  Present  

7) F. Jabeen, L. Tao 

and Tianlinlin 

[21] 

2016 No  Yes  One bit mouse One Bit 

Interaction 

Interaction for 

disabled persons 

Low  Light  Yes  Absent  

Table 6: Analysis Table for wearable Haptic Devices 

SR 

No 

Author Year  Extens

ibility 

Hardware Technique Application Interactio

n level 

Weig

ht  

Cost-

effectiv

e 

Feedback 

Mechanis

m 

1) C. Krogmeier, 

et al [28] 

2019 Yes  Haptic 

Vest  

Galvanic Skin 

Response (GSR)  

Bumping Into Virtual 

Humans 

Low Light No Present 

1) K. Hirota and 

K. Tagawa [5] 

2016 Yes  Deformabl

e hand  

FEM simulation Pinching and grasping High  Light  Yes  Absent  

2) E. W. Hawkes, 
et al [8] 

2016 Yes  Wolverine  Force controlled 
feedback and 

directional braking  

Mobile VR High   55g Yes  Present 

3) Z. Guo, C. et al 
[18] 

2016 Yes  Data 
Gloves 

IVM simulation model Maintenance Simulation 
Environment  

High  Light  Yes  Present  

4) M. A. Conn and 

S. Sharma [23] 

2016 No  Data 

Glove 

Tele-operational 

sensors. 

Tele operational and 

combat scenario 

Moderate  Light Yes  Absent  

Table 7: Analysis Table for Brain-Computer Interface 

SR

# 

Author Year  Pap

ers  

Field Techniques Analyzed VR Applications Efficienc

y results 

1)  C. G. Coogan and 

B. He [29] 

2018 15 Internet of Things BCI2000 Google Cardboard Positive 

2)  S. Li, A et al [9] 2017 37 Entertainment, Cloud 
computing 

EEG based BCI models, machine 
learning, and current active platforms 

Mind-Mirror, Brain AR/VR Positive  

3)  B. Kerous and F. 
Liarokapis [10] 

2016 53 Gaming Electroencephalography (EEG) SSVEP Head mounted Displays, 
mouse cursor, file management and 

speller application, etc. 

Positive  

Table 8: Analysis Table for Gesture Recognition  

SR

# 

Author  Year  Gestur

e Type 

Interaction Type Hardware Technique Application Interac

tion 

level 

Effici

ent 

Cost 

effecti

ve 

1) D. Zhao, Y. 
Liu, Y. Wang 

and T. Liu 
[30] 

2019 Hand 
gesture 

Answer/decline call, 
turn up/ down volume 

Leap Motion Usability study Infotainment Low Yes Yes 

2) W. Jung, W. 

T. Woo [20] 

2017 Hand 

gesture 

Remote selection, 

grabbing, rotation, etc.  

Leap Motion, 

Ovr-vision 
RGB Camera 

Duplication 

Based remote 
manipulation 

GoGo, HOMER High  Yes  No 

3) U. Ciftci, X. 

Zhang and L. 
Tin [14] 

2017 Face 

gesture 

Eat cake, change 

location of cake, jump 
etc. 

Kinect SDK 3D edge map 

approach 

Cake eating game  Modera

te   

Yes  No 

4) Y. Kim et al 

[16] 

2016 Hand 

gesture 

Pulling a bow, casting 

spells, flourishing 

sword etc. 

Gesture 

Recognition 

Engine 

Neural networks  Raw Data, The 

Unspoken, Waltz of 

the Wizard 

High  Yes  Yes  



5) L. Guan et al 

[31] 

2016 Full 

body  

27 operations  Kinect V2 

sensor 

Bag of Angles 

(BoA) 

CAVE High  Yes  Yes  

6) B. Wilson et 

al [15] 

2016 Hand 

gesture  

Open, close, grasp, v 

shape gestures. 

Leap Motion, 

Inverse 

Kinematics  

Hand Motion 

Calibration and 

Retargeting 

Epic Game’s Unreal 

Engine 4 

Modera

te 

No No 

7) C. Khundam, 

Songkhla [4] 

2015 Hand 

gesture 

Move forward, 

backward, left, right 
and hold 

Leap Motion First person 

movement 
control 

3D object handling, 

3D walk-through in 
large immersive 

display system 

High  Yes  Yes  

8) T. M. Takala 

and M. 
Matveinen 

[17] 

2014 Full 

body 

Climb ladder, play 

soccer etc.  

Kinect, Razer 

Hydra, 
PlayStation 

Move 

controllers 

Combination of 

commercial 
input devices 

TurboTuscany High  Yes  Yes  

Table 9: Analysis Table for Gaze Based Interaction 

SR

# 

Author Year  Exte

nsibl

e 

Hardware Technique Application Interac

tion 

level 

Interaction type Effici

ent 

Cost-

effectiv

e 

1) Tantisatirapo 

et al [32] 

2018 No Tobii Eye 

Tracker 4C model 

Natural Language 

Processing 

Virtual 

Keyboard 

Moderat

e 

Typing and menu 

selection 

Yes  Yes  

2) P. R. 
Krishnappa 

Babu, et al 
[33] 

2018 Yes ViewPointEyeTra
cker-2.9.2.5 

Pupil Diameter, Blink 
Rate and Fixation 

Duration 

Social 
Communication 

platform for 
autism patients 

Moderat
e 

Emotional 
expressions 

Yes Yes 

3) G. Lee et al 

[12] 

2017 Yes HMD with Pupil 

Labs eye tracker 

Duo-Reticles, Radial 

Pursuit, Nod and Roll 

Game Moderat

e 

Match objects, 

select object etc. 

Yes No 

4) M. Soccini [7] 2017 Yes HMD Deep CNN Menu Low Menu selection Yes Yes 

5) R. Atienza et 

al [6] 

2016 No HMD Head gaze marker 

focusing 

Slash the Fruit, 

The VREx,  

Moderat

e 

Selection panels, 

walk, climb 

Yes Yes 

 

V.  ANALYSIS RESULTS 

The result of analysis for each of the five main categories 
and subcategories are explained in this section. 

A. Haptic Input Devices Based Interaction 

1) Handheld  

Table 6 shows the analysis of handheld haptic input 

devices used for interaction in a virtual environment against 

the parameters defined in Table 1. A 3-DOF haptic device is 

discussed in the paper which is based on the relative motion 

between dynamic virtual objects and user [24]. Another work 

proposes a haptic device designed with sewed in motors [22]. 

Vibration can be spread in different direction hence giving a 

2-dimensional haptic feedback effect.  

 

Figure 2    Hand Held VR Haptic Device 

A redirection approach is used to move the virtual hand 

according to the relative position of physical and virtual 

objects [13]. A passive haptic technique is discussed in which 

the location of the virtual content can be calculated based on 

the actual location of the real-world specimen box [26]. Four 

different techniques were evaluated including no offset, 

fixed-length, nonlinear and linear offset for navigation [27]. 

Modeling human-like reaching based on predicting the 

trajectory of minimal hand jerk movement model is 

implemented [25]. Interaction using a one-bit mouse which 

worked on a single key was designed for disabled persons 

[21]. 

2) Wearable   

Referenced paper [28] describes effects like 

emotional arousal by bumping into virtual humans in a VR 

Environment using a haptic vest, head mount, and galvanic 

skin response (GSR) sensors. The paper claims no significant 

difference was found in haptic and non-haptic feedback due 

to the small sample size.  

 

Figure 3    Wearable VR Haptic Device 

A hand model implementation and contact simulation are 

discussed in the paper [5]. A light-weight haptic device is 

designed for simulating the sensation of grasping a virtual 

rigid object [8]. Interaction can also be achieved by adapting 

the data driver class of data gloves, optical devices for 

tracking and other peripherals [18]. IVM simulation model is 

used to study how maintenance can be conducted in virtual 

environment using 5DT Data Glove and Oculus Rift. [23] 



B. Brain-Computer Interface (BCI) Based Interaction 

Brain bases computer interface has important application 

in virtual reality gadgets Brain-computer interaction is the 

interaction with digital content through controlling content 

with the brain alone without any action. An analysis of the 

work done BCI is shown in Table 8. A survey paper provides 

a description of Electroencephalogram (EEG) based BCI 

models and machine learning techniques used for the analysis 

of BCI readings [9]. Another survey paper analysis of 

publications and applications of brain-computer interfaces in 

virtual environment using electroencephalography (EEG) 

technique, is done [10]. Direct Neural Interfacing processed 

using BC1200 is used to control VR and IoT devices [29]. 

 
Figure 4    BCI based Interaction 

C. Gesture Recognition based Interaction 

Gesture recognition is done through various devices which 

are presented in some of the recent work on virtual 

environment interaction. In Table 9 a detailed analysis is 

shown. Referenced paper [30] describes how effective 

gesture interaction can be in virtual driving. A User can select 

the object using a ray casting technique by pointing at the 

object with the index finger and clicking. The duplicate of a 

remote object comes within reach of the user who can easily 

grab it from the distance [20]. A major limitation in face 

gesture recognition is that the user’s whole face is not visible 

for expression recognition because of the head-mounted 

display (HMD). It is addressed by proposing a system that 

makes virtual interaction based on mouth gesture recognition 

[14].  

 
Figure 5    Gesture based Interaction 

Large scale skeletal movements are usually registered by 

virtual sensors for interaction if combined with small 

movements like finger movements using Calibration 

mechanism can result in more advanced VR [15]. A 

technique of human gesture recognition by skeleton joint 

representation called Bag of Angles [31]. The hardware used 

is Kinetic V2 sensors alone, hence it is cost-effective. A 

special relation technique using Neural Networks is proposed 

[16].  This technique can save vital motion of the user. The 

proposed system was tested with various experiments 

including Raw Data, The Unspoken, Waltz of the Wizard, 

with positive results. Another work presents how new 

technologies for VR like the Oculus Rift and Leap motion can 

be used together to control the movement of an avatar in any 

direction through hand gestures [4]. Activities like ladder 

climbing, playing soccer and interacting with virtual objects 

are made possible using the Kinetic and PS Move which 

controls the avatar by tracking its position [17]. 

D. Gaze Based Interaction 

In many virtual reality applications, coordinates of sight 

are used as input for interacting with the virtual environment. 

Mostly gaze is tracked using eye-tracking devices. Gaze 

based interaction technique is evaluated against parameters 

defined in Table 5 and the analysis is represented in Table 10. 

Gaze based HCI mostly comes in handy for people with 

disabilities. Research has been done on a gaze controlled 

virtual Thai Keyboard for Thai people with disabilities [32]. 

An eye tracker based on Tobii Eye Tracker 4C model is 

experimented on 10 adults with the result that automatic 

typing is more effective than freeform typing. In another 

work Autism patients are addressed by creating a VR 

platform for social communication [33]. Anxiety of such 

patients can be bio-marked using gaze related indices.  

Feature of images and the movement of the head can be 

combined as input and inferred using Deep convolution 

neural network [7]. The system works with a simple HMD 

alone (see figure 6). Hence it is cost-effective. 

 

Figure 6    Head Mounted Display (HMD) 

Three techniques were analyzed and evaluated against the 

baseline condition while identifying their weaknesses and 

strengths in the paper [12]. It was concluded that the three 

approaches along with Gaze-Dwell had positive results, 

while the latter showed better user experience. A more 

reliable approach towards interaction is proposed using gaze 

as input [6]. Head gaze marker focusing technique is used for 

interaction. Gaze gestures are mapped to elicit virtual objects. 

Interactions like selecting panels, walking, and climbing are 

allowed by the system.  

VI. CONCLUSION 

Virtual reality is gaining an increasing amount of 

importance by researchers. The idealistic goal of virtual 

reality interaction is to directly interact with virtual objects 

using our hands and receive feedback from the objects too. 

Different approaches have been devised in different works to 

achieve an efficient way of interacting with the virtual 

environment. A detailed analysis of these works is presented 

in this paper. Based on the analysis the interaction techniques 

were divided into four main categories and sub-categories 

which include wearable haptic devices, gesture recognition, 



brain-computer interaction, and gaze-based interaction. A lot 

of work is done on handheld as well as wearable haptic 

devices with the goal of making them light-weight and 

accurate. Gaze based interaction does not allow greater 

interaction compared with the interaction through haptic 

devices. Gesture recognition is also effective. Work needs to 

be done on interaction through BCI. 
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