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Abstract  Data mining is an unsupervised learning 
technique to extract the insights and hidden relationships 
among data. Data mining has more importance in data science 
and machine learning because through data mining all hidden 
information is shown to determine various aspects of the data 
set. Clustering is a data mining technique to group the data, on 
the basis of similarity measures. The objects or data points in a 
cluster are similar. Similarly, objects or data points in another 
cluster will also be similar. But when these clusters are 
compared, they are dissimilar to each other. Clustering is 
considered the most important unsupervised learning technique 
because it deals with finding a structure in a collection of 
unlabeled data. Clustering can be done by the different 
approaches like partitioning clustering, hierarchical clustering, 
density-based clustering, and grid-based clustering. These 
clustering approaches can be done by the numbers of 
algorithms, such as K-means clustering, Fuzzy C-means 
clustering, Hierarchical clustering, DBSCAN, OPTICS, 
STING, ROCK and CACTUS. This proposed paper contained 
reviews of the above techniques by using a more powerful 
programming language (Python) as a tool. Evidence attainable 
from this study is helpful for researchers to select an 
appropriate clustering approach based on their domain. 

Keywords Data Mining, Clustering, Machine Learning 
(ML), Algorithms, K-Means, Hierarchical, DBSCAN.  

I. INTRODUCTION 
Data mining is the process of extracting information and data 
from large databases or information repositories. The work 
became very interesting, attracted too many researchers and 
developers, and made good progress for several years [1]. 
Since the 1990s, the concept of data mining has been 
generally seen as a "mining" process. Statistics have 
appeared in many settings, from education to business or 
medical activities in particular. As a research field that does 
not have such a long history, consequently, the "youth" stage 
has not yet been reached, and data mining remains 
controversial from some scientific fields. 

to explain how 
search groups can collect disaggregated data. There are 
different terms in these societies, assumptions for the 
components of the assembly process, and the context in 
which the assembly takes place uses. Thus, we face a 
dilemma in this regard. The scope of this paper is a 
comprehensive production survey. The flow diagram of the 
clustering process is shown in Fig. 1.  
 

 
Fig. 1. Clustering Process 

Clustering is not a particular algorithm but a general task that 
must be solved. This can be accomplished by different 
algorithms that vary greatly in their approaches to cluster 
formation and their efficiency in cluster formation [2]. A 
common and widely used clustering concept includes groups 
of short distances between group members, dense areas of 
data space breaks, or distribution of specific data. These 
unique and short distances group members represent specific 
data. Decisions are made on these specific groups. 
In  [3], a comprehensive comparison of clustering algorithms 
is given. Different algorithms differentiated by their 
specification results originated, and it describes the basic 
definition of clustering, procedure, functions how to use, and 
evolution indicators. Various artificial intelligence-based 
techniques for big data analysis with their state of art 
limitations are discussed in [4]. A brief survey of clustering 
techniques to clear the basics of clustering concepts is 
provided in [5]. In  [6], clustering algorithms analysis of 
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media type, text data is provided, also describes the 
requirements of feasible algorithms for the text data type.  
This paper provides the basic and practical aspects of 
clustering algorithms using a programming language. These 
algorithms are provided by different tools like weka, orange, 
etc. to show the visualized result, but these tools cannot show 
the programming technicalities. Our work is done in a strong, 
powerful, and more statistical programming language 
(python). In this proposed approach, famous clustering 
algorithms are analyzed with respect to implementations.   
Clustering is used for collecting observed data into clusters, 
which satisfy two main points: 

i. Each cluster contains more similar data. 
ii. Each cluster should have different data from 

other clusters. 
Depending on clustering, techniques can be expressed in 
various ways: 

i. Specific groups can be private, so an example 
is belongs to only one group. 

ii. It can be nested. It is related to the example of 
many groups. 

iii. It can be approximate, which is an example of 
each cluster with a fixed probability [7]. 

A. Clustering Techniques 
Different clustering algorithms are presented in this paper, 
considering the big data features i.e. size, noise, dimensions, 
the complexity of algorithms, cluster formats, etc. as 
discussed in [8-11]. The hierarchy of the clustering 
algorithms is shown in Fig. 2. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Hierarchy of Clustering Techniques 

B. Clustering Algorithms 
The above clustering techniques are to be done by 

different algorithms. These algorithms are in the following 
list: 

 K-Means.Algorithm 

K-means clustering is a cluster analysis method aimed 
at dividing n observation into groups in which each 
observation is closely related. The algorithm is called the 
k-means because it creates the number of similar clusters 
that we want, where the mean-value is placed at the 
center of the cluster. The algorithm is about finding the 
k-means of the desired data, which we want to manage in 
clusters. We start with the preliminary review and 

classify the cases by distance. Next, we recalculate the 
cluster mean using group-specific cases. Then in this 
algorithm, re-classify the data or member based on a new 
value of means. We are trying to live up to this stage. The 
point of gathering here is that there is no significant 
change in successive steps. Finally, we recalculate 
clusters and allocate them to their stable groups [12]. The 
stages of the K-Means algorithm are given below. 

i. Select the 
randomly. 

ii. The distance among data points and the center 
of the group is calculated. 

iii. Fixed data points to the center of the cluster, 
which is the smallest distance from the near 
cluster center compared to other cluster 
centers. 

iv. Allocation of a new cluster. 
v. The distance between each data point and each 

point cluster centers is recalculated. 
vi. Stop if a data point is not reset, or repeat 

otherwise from step 3 [4]. 
 

 Fuzzy C-means 

Fuzzy C-mean algorithm assigns membership to each 
data point associated with each cluster center and the 
displacement among the center of the cluster and each 
data point. Data near the cluster center, which has much 
more membership toward a special cluster center. This 
clustering takes advantage of the benefits of separate 
algorithms the result of a relatively nested data set and 
the superior then the k-Means algorithm. In contrast to k-
Means, in which the data point should be used to 
calculate the center of the cluster, in this approach the 
data point is consigned to each cluster.center as a 
membership this can lead to more than one data point 
[13]. The disadvantages of the clustering algorithms are 
the center of the cluster, the main justification for the 
number of clusters, with lower the price, the better the 
result, but the higher the price number of iterations and 
ecclesiastical measures the main causes of uneven 
weight. 

 DB Scan Clustering 

The basic concept behind the DBSCAN (Density-Based 
Scan clustering algorithm) is to find an area with high 
density, and that area is separated by a low density of 
another area. This algorithm is known as a connectivity-
based algorithm that consists of three major points: core, 
border, and noise. 

The algorithm  below: 

i. Consider a set of all points to draw a graph. 
ii. Draw a control from one point to the neighbor 

point. 
iii. The core point is compulsory for a node, If the core 

point is not available, then the node terminates. 
iv. All selected nodes complete from the first point. 
v. Iterate the above process, until all points are found 

to form a cluster [14]. 

Clustering 

Partitioning Hierarchical Density-
Based 

Grid-
Based 



 OPTICS 

OPTICS ("Ordering Points To Identify the Clustering 
Structure") Density-based search algorithm groups in 
local data. Presented by Michael Encrust, Marcus M. 
Brewing, Hans Peter Craigie, and J Jr rg Sander. Its 
basic idea is similar to DBSCAN[14]. OPTICS is also a 
density-based algorithm based on connectivity and it is 
1.6 times faster than DBSCAN. 

 CACTUS 

CACTUS stands for Clustering..Categorical..Data 
Using Summaries. To find Cluster, this algorithm is 
scalable and has high efficiency, is used to develop a 
hierarchical structure of maximum groups [15]. The 
algorithm is described below.  

i. Attributes are strongly connected if data points 
are in a large frequency. 

ii. Clustering criteria are attributed to value pairs. 
iii. Retain only candidate clusters whose support is 

greater than the threshold. 
 STING 

STING stands for Statistical..Information Grid centered 
technique. The BIRCH classification algorithm is 
related to this technique to design cluster with local 
databases [16]. 

 Hierarchical Clustering Algorithm Approach 

Hierarchical clustering forms a cluster classification, a 
cluster tree is also called a dendrogram. Each cluster 
node contains groups of children. Brotherhood groups 
distribute the points that are covered by these parents 
[17]. The dendrogram of hierarchical clustering is 
shown in Fig. 3. 

 
     Fig. 3. Hierarchical Clustering Dendrogram 

Two types of hierarchical clustering algorithm approach. 

Bottom-Up Approach (Agglomerative) 

i. Starting with one point 
ii. Recursively add two or more clusters. 

iii. K number of a cluster is achieved then stop. 
Top-Down Approach (Divisive) 

i. Starting from a large cluster 
ii. Splits into reduced clusters recursively 

 
 

iii. Stop, a specific digit of clusters is achieved.  
 

II. METHODOLOGY 
In this paper, python language is used as a tool to perform this 
work. One standard dataset is used for this purpose and 
applies a different clustering algorithm. For these operations, 
windows 10 operating system with 2.6 GHz Processor Intel® 

 and 8.00 GB RAM is used. 
To fulfill the need for a dataset to apply algorithms on it, we 
import the CPS dataset.  The oldest, largest and most popular 
polls of information in the US is the Current Population 
Survey(CPS) because it provides information on many things 
that determine us as individuals, as a society, our work, our 
gains, and our education. CPS consider as a basic source for 
the gathering of data from a number of different 
studies that provide a report to the nation on the economic and 
social life of its people. This is possible to be done by asking 
some additional questions to the monthly  basic CPS 
questions. Additional questions vary from every month to 
cover a wide range of topics such as child support, 
volunteering, health insurance and school enrollment. 
Supplements are usually given annually or for two years, but 
the frequency of supplements depends entirely on how the 
supplement sponsor  needs are met. 

A. K-Means: 
K-Means clustering is a mostly used algorithm in clustering 
that put data points with similar features in one cluster 
automatically. The center value is the mean of that particular 
cluster. K-Mean is famous because of its less complexity and 
better efficiency in data clustering. Initially, large data is 
unlabeled and not easy to understand, by using k-mean 
clustering data is divided into clusters and each data points 
have similar features and make sense of understanding. The 
plot diagram of K-Means is shown in Fig. 4. 
 
 
 
 

 

 

 

 

 

 

 
 
 
 
 

Fig. 4. Scatter Plot Clusters Using K-Means Clustering 
 

This result is the output of the implementation of K-Means 
class and set a number of n cluster to estimated clusters in the 
data. 

 



B. DBSCAN 
DBSCAN Clustering which finds high-density areas in the 
field and increasing the locations around them as groups. The 
plot diagram of DBSCAN is shown in Fig. 5. 

 

 

 

 

 

 

 

 

 

 

 

 
         Fig. 5. Scatter Plot of Clusters Using DBSCAN Clustering 

It is the result of DBSCAN class implementation and its major 
min  key parameters. 

Points are described as core points, border or outlier depend 
on these two parameter. 

C. OPTICS 
OPTIC is a famous clustering algorithm in data mining, it is 
also the reformed version of DBSCAN another clustering 
algorithm. The plot diagram of OPTICS is shown in Fig. 6. 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 6. Scatter Plot of Clusters Using OPTICS Clustering 

It s implementation is done by the classification of optics, and 
its alignment "Hyper" type "EPS" and "Man Simple". 

 

D. STING 
STING is a famous clustering algorithm. The general idea is 
to divide the local area into a rectangular area of space at 
different levels and to form a wooden structure. The 
information for each cell statement (average, number, 
standard deviation, and single term, maximum) is calculated 
and the distribution type (normal, even) is also calculated. 
After that, the relevant questions are complete processing. 
The plot diagram of STING is shown in Fig. 7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Fig. 7. Scatter Plot of Clusters Using STING Clustering 

E. ROCK 
ROCK (RoBust. ClusTering. Algorithm) algorithm target 
both logical data and explicit data. By a number of neighbors 
involved, derived the number of links between two elements. 
This algorithm defines a number of links as a parameter of 
the similarity measure. The plot diagram of ROCK is shown 
in Fig. 8. 

 
 

Fig. 8. Scatter Plot of Clusters Using ROCK Clustering 

 



F. CACTUS 
CACTUS has two most significant features. First, two scan 
data set is compulsory for this algorithm and therefore has 
the feature of fast and scalable. This is reflected in our 
experiences across multiple data sets CACTUS the previous 
work is transferred by an aspect of 3 to 10.  
Secondly, CACTUS locates blocks in the subdivisions of 
points, and then perform the gathering of data in 
subdivisions. If the advantage is that if the groups don't cover 
all of the attributes, then it is likely that if the attribute count 
is too large. In a full empirical review, we also study 
performance on real and industrial data sets. The plot 
diagram of CACTUS is shown in Fig. 9. 
 

 
Fig. 9. Scatter Plot of Clusters Using CACTUS Clustering 

 

G. Hierarchical Clustering 
It consists of two types of algorithms: 
i. Agglomerative Clustering (Bottom-up) 

It is a bottom-up approach and works hierarchically 
bottom. The plot diagram of Agglomerative Clustering 
is shown in Fig. 10. 
 

 
 
 
 
 
 
 

 
 
 
 
 

 
 

 
Fig. 10. Agglomerative Clustering Scatter Clusters Plot 

 
ii. Divisive Clustering (Top-down) 

Initially, all the points in the same group divide the block into 
the required number of clusters. The plot diagram of Divisive 
Clustering is shown in Fig. 11. 

 
 

Fig. 11. Scatter Plot of Clusters Using Divisive Clustering 

III. RESULTS ANALYSIS 

For result analysis, first: partitioning clustering algorithms 
are highlighted in Table I. These algorithms support the 
numerical dataset, one of this support numerical and also 
categorical datasets. In the prospect of dataset support, 
ROCK algorithms are most convenient but this algorithm has 
more time complexity. For only numerical dataset support, 
Fuzzy C-Means is more efficient because it works on a k-
means basis but has less time complexity. If we see on 
hierarchical clustering algorithms, two algorithms support 
the numerical type of dataset, and one supports the 
categorical dataset. CACTUS spot to categorical data, 
DBSCAN support spatial data, and OPTICS support simple 
numerical data. STING is a Density-based clustering 
algorithm and it supports the only spatial type of datasets. In 
addition, most of our previous work in which we adopt 
similar approaches to machine learning has been successfully 
simulated for different aspects like artificial intelligence [18], 
participant selection and ranking algorithms [19, 20] and 
neural networks [21] provide support our words.   
The above-provided analysis shows some variant aspects of 
clustering algorithms are shown in Table I. 
 

TABLE I. 
CLUSTERING ALGORITHMS RESULTS 

Algorithm 
Name 

Algorithm 
Type 

Dataset 
Type 

Cluster 
Shape 

Time 
Comple

xity 
K-Means Partitional Numerical Non-

Convex 
O(n k d) 

Fuzzy C-
Means 

Partitional Numerical Spherical O(n) 

ROCK Partitional Numerical 
& 

Categorical 

Arbitrary O(n2+n
mmma+
n2log n) 

CACTUS Hierarchical Categorical Hyper 
Rectangular 

O(cN) 



DBSCAN Hierarchical Numerical Arbitrary O(n log 
n)  

OPTICS Hierarchical Numerical Arbitrary O(n log 
n) 

STING Density 
Based 

Spatial Arbitrary O(k) 

IV. CONCLUSION 

This study examines different clustering algorithms that are 
required to process big data. STING, ROCK, and CACTUS 
algorithms are suggested in this analysis. Different 
algorithms can be used to perform a different type of 
clustering. CACTUS is a hierarchical type algorithm that is 
applied on categorical datasets and forms Hyper Rectangular 
shape cluster. The time complexity of this algorithm is O 
(cN). ROCK algorithm is a partitional type algorithm that is 
applied on both numerical and categorical datasets, it forms 
arbitrary shape cluster. The time complexity of this algorithm 
is O(n2+nmmma+n2log n). 
The current study shows that to achieve the appropriate 
results on categorical data by the use of CACTUS and ROCK 
algorithms, random type of clusters will be molded by ROCK 
and OPTICS algorithms with a model based on mathematical 
data. STING algorithm is a density-based algorithm when 
applied on spatial data yield arbitrary shaped clusters, the 
complexity of this algorithm is O(k). In this work, we 
accomplish all aspect make the clustering more efficient and 
easier.  
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