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Abstract—World Health Organization (WHO) has confirmed
that the spreading of coronavirus disease 2019 (COVID-19) could
be avoided by keeping the physical distance at least 3 feet (1
meter). Then, we have a motivation to employ computer vision
techniques to monitor social distancing violations. The principle
of the works are to detect persons, then to assess the physical
distancing violation from their distance. Most of the researchers
have tried to utilize object detection methods such as faster
RCNN, Yolo, and SSD to detect persons from the frame. Those
methods rely on, the support of Graphics Processing Unit (GPU)
to execute their heavy computation. In this works, we propose
social distancing monitoring by applying background subtraction
methods based on Gaussian Mixture Models (GMM) i.e. Geo-
metric Multigrid (GMG), k-Nearest Neighbor (KNN), Mixture
of Gaussian (MOG), and Mixture of Gaussian 2 (MOG2). These
methods have been used to filter persons from the frame with
computational process. Some parameters evaluation measures
have been determined to check the best method suitable for this
works. In terms of performance, better methods are ranked as
KNN, MOG, MOG2, and GMG.

Index Terms—social distancing, COVID-19, background sub-
traction, monitoring

I. INTRODUCTION

COVID-19 outbreak has been reported at the end of 2019.
And, World Health Organization (WHO) per July 18, 2020
confirmed that the COVID-19 pandemic has spread to over 216
countries with 13,876,441 positive cases including 593,087
deaths [1]. To this date, many health institutions across the
globe put their efforts to develop medicines and vaccines to
combat this virus. One of the alternatives to decrease the
transmission of this infectious virus is by implementing social
distancing on public places.

Social distancing can reduce the infection rate and delay the
peak of cases if it is appropriately implemented at the early of
this pandemic. This will reduce the burden of the healthcare
systems and also lower the death rate [2]. Fig. 1 (a) [3] figures
the effects of social distancing measures in reducing the plague
peak and matching the health care system capacity. The effect

(a)

(b)

Fig. 1. Illustration of benefits on controlling social distancing in the outbreak.

of social distancing can reduce the number of infected cases
and the earlier implementation as shown in Fig. 1(b) [3].

WHO announces that maintain at least 1 meter (3 feet) dis-
tance between one person to another to avoid virus transmis-
sion via droplet [4]. This regulation is supported by affected
countries to mitigate the coronavirus pandemic with minimum
economic loss.

Many governments have been implemented social distanc-
ing during the COVID-19 pandemic, they make policies to
restrict some aspect as travel, territorial, and public area. In this
case, large-scale measures are difficult to implement, because
not all public places can be closed, persons still need to go
outside to fulfil their daily needs. In this context, technologies
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are needed in facilitating social distancing monitoring. To
measure social distancing, there are several technologies which
can be applied, e.g. AI [5], thermal [6], computer vision with
deep learning [7], ultrasound [8], and visible light [9].

In this paper, we propose computer vision-based social dis-
tancing monitoring by using background subtraction method.
This method has potency to measure and detect persons
position and measure the distance of each other. This method
also offers low computational process so the need of an
additional hardware such as GPU is unnecessary. In this works,
we compared background several subtraction method such
as Geometric Multigrid (GMG), k-Nearest Neighbor (KNN),
Mixture of Gaussian (MOG), and Mixture of Gaussian 2
(MOG2).

II. BACKGROUND SUBTRACTION METHODS

The background subtraction method is a simple technique
to get a region of interest, in this case a moving object, by
subtracting an image with an object from the background
image. The BS method comprises of five main steps i.e (1)
model the background, (2) extract the foreground, (3) change
the detection, (4) detect the foreground, and (5) detect the
motion [10]. Study [11] explain that a pixel position (x,y) in
the present frame It as foreground if

|It(x, y)−Bt(x, y)| > T (1)

where T is a determined threshold and Bt is a background
image. The background image Bt is updated by using an
Infinite Impulse Response (IIR) filter as follow

Bt+1 = αIt + (1− α)Bt (2)

where α is the adaptation rate between the current model with
the observation.

Background subtraction using Gaussian Mixture Model
(GMM) is a widely used approach for foreground detection
by an average, a covariance matrix, and a prior probability
of each K Gaussian characterization. Every pixel Xt and K
Gaussian distributions correspond with a certain pixel {x0, y0}
probability, at time t, where its history describe by [12].

{X1, · · · , Xt} = {I(x0, y0, i) : 1 ≤ i ≤ t} (3)

which I is the image sequence.
The present history of every pixel, {X1, · · · , Xt} is mod-

eled with K Gaussian distributions mixture. The possibility of
observing a pixel of intensity Xt in the present image can be
calculated with [12]

Px(Xt) =
K∑
i=1

wi,t ∗ η(Xt, µi,t,Σi,t) (4)

where K is distribution amount, wi,t is weight estimation,
µi,t is the mean value, Σi,t is a covariance matrix of the i-th
Gaussian mixture at time t respectively, and η is the density
of Gaussian probability.

η (Xt, µ,Σ) =
1

(2π)
n
2 |Σ|

1
2

e−
1
2 (Xt−µt)

T Σ(Xt−µt) (5)

K is decided by the computing power assumed with K = 4
in [13] and K = 3 to 5 in [12], the covariance matrix to be

Σk,t = σ2
k,tI (6)

The background is regenerated to be

ωk,t = (1− α)ωk,t−1 + α (Mk,t) (7)

µt = (1− ρ)Ut−1 + ρXt (8)

σ2
t = (1− ρ)σ2

t−1 + ρ (Xt − µi,t)T (Xt − µt) (9)

ρ = αη (Xt|µk, σk) (10)

where ωk,t is the prior weights of the K distributions at time
t, α is the learning rate, Mk,t is 1 for the matching models
and 0 for the remaining models. The µ and σ are parameters
for mismatched distribution abide the same and updated as µt
and σt. The second learning ρ is an equally effective type with
causal of the low-pass filter.

Several methods of GMM are GMG, KNN, MOG, and
MOG2 [14]. In this research, those 4 methods will be com-
pared by using a computer vision library in OpenCV.

A. Geometric Multigrid (GMG)

This algorithm combines statistical background image es-
timation and per-pixel Bayesian segmentation that introduced
by [15]. They employ a probabilistic foreground segmentation
algorithm that identifies possible foreground objects using
Bayesian inference.

B. k-Nearest Neighbor (KNN)

In study [16], the KNN method was presented by used
recursive equations to constantly update the Gaussian mixture
model parameters and simultaneously selects the appropriate
number of components for each pixel so that the implementa-
tion of the KNN method more optimal.

C. The Mixture of Gaussian (MOG)

In the works [17], In the works [17], MOG was presented
with a method that optimizes the adaptive background mixture
model by reinvestigating the renew equations and exploit
distinct equations at distinct phases.

D. The Mixture of Gaussian 2 (MOG2)

Zivkovic et al. [18] presented an adaptive algorithm by using
the Gaussian mixture model probability density. They used
recursive equations to invariably regenerate the parameters to
pick the appropriate number of components for every pixel.
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Fig. 2. The steps of social distancing monitoring using background subtraction
methods.

Fig. 3. Background subtraction process [23].

III. EXPERIMENTAL SETUP

In this article, we use BS technique based on the Gaussian
mixture for detecting pedestrians to develop social distancing
monitoring system. We compare 4 methods that are GMG,
KNN, MOG, and MOG2. The major benefit of this method
is all processes are done by taking gray-scale frames so
that no need for more high-performance computing hardware
because the transmission of gray-scale video stores immense
bandwidth and time. Thus, these methods are used for object
detection and tracking models for social distancing detector
implementation. The steps and BS process of social distancing
monitoring are shown in Fig. 2 and 3 respectively.

A. Detail Process

As shown in Fig. 2, the necessary steps social distancing
monitoring are explained as follows.

1) Convert each image sequence including a walking figure
from the input video stream into an associated temporal
sequence of distance signals at the preprocessing stage.
This is done training and recognition from background
subtraction process shown in Fig. 3.

2) Determine the stationary background image as a back-
ground model of shifting objects from the distinction
between the current frame and reference frame.

3) Detect shifting regions by reducing the present image
pixel-by-pixel from a reference background image where
the distinction over the threshold are classified as fore-
ground.

4) Perform erosion, dilation, and closing to reduce the
noise, the reference background is updated to adapt
dynamic scene changes.

5) Identify the scattered foreground regions by blob extrac-
tion in detected foreground mask. This blob extraction
is marked by rectangle with the centroid at (cx, cy)

cx = (x+ (w/2)) (11)

cy = (y + (h/2)) (12)

where cx is center position of pixel coordinate of x
added by width of rectangle w divided by 2, while cy is
center position of pixel coordinate of y added by height
of rectangle h divided by 2.

6) Identify the pairwise distance in pixels between two cen-
troids [19], where the actual distance can be determined
from the focal length of camera F [20]

F =
P ×D
W

(13)

where P is apparent width of taken picture in pixel, D
is actual distance of camera to the object, W is width of
the object. After getting the focal length of the camera,
we can apply the triangle similarity to determine the
distance of the object to the camera D′ with

D′ =
W × F
P

(14)

7) Define D′ as the minimum distance (in pixels) parameter
that person must stay from each other in order to follow
social distancing protocols.

8) Compute the Euclidean distances between all pairs of
the centroids with

d(p, q) =

√√√√ n∑
i=1

(qi − pi)2 (15)

where p, q two points in Euclidean n-space, pi, qi Eu-
clidean vectors, n is n-space.

9) Mark each person with bounding box and centroid. The
persons who are in a safe distance will have green
bounding box, while those who are in unsafe distance
will have red bounding box.

B. Evaluation Measures

Most of machine learning techniques and statistical classifi-
cation use a confusion matrix to assess the thematic accuracy
of a land-cover map and numerous accuracy measures have
been proposed for summarizing the information contained in
this error matrix [22]. Each row of the matrix represents the
instances in a predicted class while each column represents
the instances in an actual class or vice versa [23]. It is a
special kind of contingency table with two dimensions, actual
and predicted. Identical sets of classes in both dimensions,
each combination of dimension and class is a variable in the
contingency table.

In this research, we wrap up the confusion matrix function
with the input as the list of elements with binary elements 0
and 1 as shown in Fig. 4.

The after processing BS algorithms using MOG, MOG2,
GMG, and KNN in video capture are compared with the
ground truth which are manually generated. The ground truth
is required to validate the accuracy and to validate the other
metrics to see how well the images are segmented. The
ground truth is available for all videos constituting the database
allowing the evaluation of true positive (TP), false positive
(FP), false negative (FN), and true negative (TN) numbers.
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Fig. 4. Confusion matrix of image segmentation subtraction method.

From mentioned parameters above, we calculate the following
measures [21]:

1) Sensitivity, recall, hit rate, or true positive rate (TPR)

Recall =
TP

TP + FN
(16)

2) Specificity, selectivity or true negative rate (TNR)

Specificity =
TN

TN + FP
(17)

3) Miss rate or false negative rate (FNR)

FNR =
FN

FN + FP
= 1− TPR (18)

4) Fall-out or false positive rate (FPR)

FPR =
FP

FP + TN
= 1− TNR (19)

5) Precision or positive predictive value (PPV)

Precision =
TP

TP + FP
(20)

6) Matthews correlation coefficient (MCC)

MCC =

TP × TN − FP × FN√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)

(21)

7) Accuracy

Accuracy =
TP + TN

TP + TN + FP + FN
(22)

8) Percentage of Wrong Classifications (PWC)

PWC =
FP + FN

TP + FN + FP + TN
× 100 (23)

9) F- Measure

F −measure =
2×Recall × Precission
Recall + Precission

(24)

The overall algorithms were executed using computer with
core processor i5-4300U CPU at 1.90 GHz, 8 GB of RAM.
The video in this experiment uses a CCTV video of pedestrians
in Oxford [22]. The video was recorded with a frame size of
700 x 392 pixels in mp4 format with OpenCV and python
tools.

(a)

(b)

(c)

(d)

Fig. 5. The output of physical distancing monitoring using (a) MOG, (b)
MOG2, (c) GMG, (d) KNN .

IV. RESULT AND DISCUSSION

Based on the above experimental scheme, several main
parameters for the demonstration of physical distancing mon-
itoring program have been set including a minimum pairwise
distance of 50 pixels and a minimum threshold detected
area of 500 pixels. These parameters were applied with the
same conditions for proposed methods, namely MOG, MOG2,
GMM, and KNN.

The output frame is shown in Fig. 5 shows that the output
of physical distancing monitoring using proposed methods of
MOG, MOG2, GMG, and KNN in the sampling frame of
130, 160, and 200. The output shows the detection frame that
identified the person with rectangle boundary and centroids.
It is seen that the person detection of each proposed method
was different. Some rectangular boundary has not detected the
person and sometimes detect several person in one rectangular
boundary.

Detail information about the number of detected persons
and violations can be seen in Fig. 6. From this figure, the
differences in recognition results seem shown from each
method. The highest average person detection can be shown
by the KNN, MOG2, GMG, and MOG method with 9.00,
8.67, 7.49, and 5.74 respectively. Then, the average detected
violations are KNN, GMG, MOG2, and MOG with 2.37, 1.72,
1.54, and 1.49 respectively. It indicates that the best detection
accuracy was handled by the KNN method.

In the analysis, we use the ground truth to quantify the
performance of a segmentation algorithm. We begin with a
ground truth data set, which has been manually segmented
using image editing software Adobe Photoshop. We compare
ground truth with the predicted binary segmentation, showing
accuracy alongside more effective metrics. Table I shows the
comparison of used methods with the ground truth. This
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(a) (b)

(c) (d)

Fig. 6. The output of detected person and violation using (a) MOG, (b)
MOG2, (c) GMG, (d) KNN.

TABLE I
EXAMPLE OF IMAGE DATA SET

Frames Ground
Truth MOG MOG2 GMG KNN

130

160

200

(a) (b)

Fig. 7. Comparison of proposed method with the ground truth for (a) number
of foreground, (b) number of background

comparison aims to check the number foreground and the
background by using pixel-based, see Fig. 7. From this graph,
the best result is the MOG which has the nearest value with
the ground truth of 3332.33 average number of pixels. For
deeper analysis, we calculate the average number of recall
and precision, MCC and PWC, also accuracy and F-measure
in Fig. 8, Fig. 9, and Fig. 10 respectively. The average score
of TPR, TNR, FPR, and FNR more detailed shows in Table
II.

V. CONCLUSION

In this paper, we evaluated the performance of the proposed
method to achieve mask extraction quality of the foreground
for person detection in physical distancing monitoring. Some
parameters evaluation measures have been determined to check
the best method suitable for this project. From the summary

(a) (b)

Fig. 8. The results of the proposed method for (a) Recall, (b) Precision

(a) (b)

Fig. 9. The results of the proposed method for (a) MCC, (b) PWC

(a) (b)

Fig. 10. . The results of the proposed method for (a) Accuracy, (b) F-measure

TABLE II
AVERAGE SCORE OF TPR, TNR, FPR, AND FNR

Methods Average from Frame 130, 160, and 200
TPR TNR FPR FNR

MOG 0.6139 0.9877 0.0123 0.3861
MOG2 0.8187 0.9550 0.0450 0.1813
GMG 0.7957 0.9450 0.0550 0.2043
KNN 0.8215 0.9742 0.0258 0.1785

TABLE III
SUMMARY RESULT OF PROPOSED METHOD BY STAR POINT

Measurement Aspect Proposed Methods
MOG MOG2 GMG KNN

TPR * *** ** ****
FPR **** ** * ***

Recall * *** ** ****
Precission **** ** * ***

MCC *** ** * ****
PWC **** ** * ***

Accuracy **** ** * ***
F-measure *** ** * ****

Total Score 24 18 10 28

result in Table III by using 8 measurement aspects also the
number of the highest average person and violation detection,
we obtain the rank of the best method by using star points are
KNN, MOG, MOG2, and GMG.
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