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ABSTRACT We have developed a fiber-optic frequency and timing transfer system. It has been installed
to provide timing synchronization between NICT and a distant university site connected by a 58-km urban
optical fiber link. The timing signal generated at the remote site is derived from a frequency source that is
stabilized using the link, and it is synchronized by a transferred timing marker. A second, separate fiber link
confirms a timing synchronization uncertainty of 5.7 ns and a 10-MHz frequency instability of less than
10−16 at 105 s averaging time. We additionally demonstrate a timing marker delivery using a code-based
signal, which combines nanosecond-level uncertainty with the simplicity and compactness suitable for a
system that can be deployed for synchronization across numerous sites.

INDEX TERMS Frequency transfer, time transfer, optical fibers.

I. INTRODUCTION

SHARING time and frequency signals over a wide area
creates an attractive infrastructure for applications like

wired and wireless communications, satellite laser ranging,
and scientific observations such as very long baseline inter-
ferometry (VLBI) and radio telescope arrays in general [1].
Naturally, it is also a key requirement for time and frequency
metrology.

GPS-disciplined oscillators (GPS-DO) are a widely used
option that can provide a frequency instability at the 10−13

level and sub-microsecond synchronization [2], [3]. However,
this stability is not sufficient for all applications, and there are
increasing concerns over the vulnerability of systems based
on Global Navigational Satellite Systems (GNSS) to service
interruptions or spoofing and jamming attacks [4]. An alter-
native is to use a hydrogen maser to provide highly stable
frequency and timing signals at each site, but the associated
cost is often prohibitive. Additionally, such a system still
requires a method for long-distance comparisons for periodic
frequency calibration of the masers.

Over the last decades, signal transfer over optical fiber has
been established as a solution to surpass the stability and
accuracy of GNSS links [5]. Recent work has demonstrated
timing signal transfer with compensation of fiber-length vari-
ation over dark channels of commercial communications

fiber [6], [7], [8] and packet-based methods such as ‘‘White
Rabbit’’ [9].

Here, we introduce a similar system that robustly provides
accurate time and radio frequency signals at a remote site.
Our system replaces the complication of a continuous delay
compensation of the timing signal with sporadic accurate
measurements of the propagation delay. These measurements
synchronize the otherwise autonomous generation of timing
signals at the remote site, which derives its stability from the
transferred frequency signal. We previously demonstrated a
fiber-optic transfer system for a 1-GHz signal [10] in a link
that provided frequency transfer over 204 km of urban optical
fiber [11] without degradation due to fiber-length variation
and sufficient stability of the transferred frequency signal to
generate timing signals with a jitter of only a few tens of
picoseconds.

To address the need to synchronize these timing signals
with the local site, we have now modified the transfer sys-
tem to enable accurate measurements of the propagation
delay. After establishing the signal synchronization at the
remote site using an appropriately pre-shifted signal, the
stability of the transferred frequency is sufficient to maintain
coherence. Over a 58-km urban optical fiber link connecting
the National Institute of Information and Communications
Technology (NICT) and the University of Tokyo (UT) [12],
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FIGURE 1. Simplified diagram of fiber-optic frequency and timing transfer system. VCO: voltage-controlled oscillator, BPSK: binary
phase shift keying, Shifter: pulse shifter with a resolution of 10 nanoseconds, PSD: phase sensitive detection, Comp.: comparator,
Freq. Sep.: frequency separator for 100-MHz and 1GHz signals, 1/10 and 1/100: 1/N frequency divider, E/O: Electronic-optical
converter, O/E: Optical-electronic converter, and OBPF: optical bandpass filter. Triangle represents a unidirectional Er-doped fiber
amplifier (EDFA).

TABLE 1. Uncertainty budget for timing synchronization.

we evaluate the timing uncertainty of the signals generated at
the remote site to be 5.7 nanoseconds (Table 1), and confirm
the agreement by an alternative fiber link using modems
commonly employed in satellite time and frequency transfer
(section IV) [13].

II. EXPERIMENTAL SETUP: FIBER-OPTIC FREQUENCY
AND TIMING TRANSFER SYSTEM
A simplified diagram of the fiber-optic frequency and tim-
ing transfer system is shown in Fig.1. At the local site,
a 1-GHz VCO (voltage-controlled oscillator) compensates
phase noise imposed by fiber-length variation as detailed
in [11]. The VCO provides a larger control range than
widely used variable fiber delay module, improving the sys-
tem’s robustness. An intermediary 100-MHz signal is gen-
erated by 1/10 frequency-division of the 1-GHz signal. This
is then BPSK (binary phase shift keying)-modulated by a
1-pps signal. The phase modulation realizes a timing marker
that indicates the 1-pps timing. A 1550-nm laser source is
amplitude-modulated by the sum of the 1 GHz signal and
the modulated 100 MHz signal before its single-wavelength
output is transmitted via optical fiber.

At the remote site, a portion of the received signal is trans-
mitted back to the local site, where the 1 GHz component is

used for fiber noise cancellation. To avoid interference, a laser
with different wavelength is used to transmit the returned
signal. Spurious reflections are then rejected by optical band-
pass filters in front of the optical-electronic converters at both
sites.

The remaining signal is separated into 100-MHz and
1-GHz components. The extracted 1-GHz signal serves as the
source for the signals supplied to the user: A 10 MHz output
signal is generated by 1/100 frequency division, and a 1-pps
signal is generated by creating an intermediary 100 MHz
signal by 1/10 division, followed by 1/108 frequency-division
and pulse shaping.

The timing marker is extracted by coherent detection,
through mixing of the received phase-modulated 100 MHz
component with the generated intermediary 100 MHz signal.
On request, the recovered pulse can be sent to a timing
reset mechanism in the 1-pps signal generation, aligning the
next pulse with the nearest subsequent zero-crossing of the
100MHz signal. This function is denoted as ‘‘Reset’’ in Fig.1.

The timing synchronization protocol is performed as fol-
lows: The signal returned to the local site also contains
the BPSK-modulated 100 MHz signal, such that the timing
marker can be extracted by demodulation with a generated
intermediary 100 MHz signal like at the remote site. The
round-trip propagation delay is then measured by time inter-
val counting. Assuming the forward and backward delays are
equal, the one-way propagation delay to the remote site can
be pre-compensated by using a pulse shifter at the local site
to advance the 1-pps signal by half the round-trip delay. After
this adjustment is complete, a timing reset is manually initi-
ated at the remote site to synchronize the timing of the gener-
ated 1-pps signal with the delay-compensated timing marker.
As the 1-pps signal is generated from the 100MHz signal, the
synchronization allows discrete offsets by 10 nanoseconds.
In practical use, the delay compensation also needs to
account for the response time of the reset mechanism and for
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FIGURE 2. 1-pps timing delays. TL,TR: time of the reference
1-pps pulse at the local system and time of the realized remote
1-pps pulse. Tow ,Trt : time of the one-way and round-trip timing
pulses. 1S: synchronization offset. 1P: difference of the
one-way transmission delay from half of the round-trip delay.

differences in forward and backward delays due to unequal
signal paths.

To calibrate these systematic delays, the local and remote
terminals are equipped with outputs for the round-trip and
one-way timing pulses, respectively. In the following, TL is
the time of the reference 1-pps pulse at the local system,
TR is the time of the realized remote 1-pps pulse, and Tow
and Trt are the times of the one-way and round-trip timing
pulses, respectively. The round-trip delay is then Trt − TL ,
and the residual timing difference between the remote and
local systems can be considered as

TR − TL =
(Trt − TL)

2
+ 1S + 1P (1)

before any pre-compensation is applied. Here, 1S is the
synchronization offset in the remote terminal and 1P is the
difference of the one-way propagation delay from the expec-
tation of half of the round-trip delay. Fig. 2 shows the relation
between 1 pps timings. With both terminals located in the
same laboratory and TR and Tow measured against the same
reference signal,

1S = TR − Tow (2)

1P = (Tow − TL) −
(Trt − TL)

2
(3)

The propagation delay is then varied by inserting fiber
spools of different length, after which 1S and 1P are deter-
mined by time-interval counting (TR − TL), (Trt − TL) and
(Tow − TL), as seen in Fig. 2.

A constant level of the optical signal is maintained by
adjustments to the gain of the unidirectional amplifiers
(EDFA), such that the changing fiber attenuation does not
affect the delay variation in the comparator. 1P nevertheless
shows a clear linear dependence on the fiber length, which
may be considered as follows: The fiber-optic transmission of
a pulse signal becomes distorted due to chromatic dispersion.
Similar phenomena occur here, increasing the rise time of the
recovered timing marker and delaying its detection by the
comparator. This effect increases with optical fiber length,

FIGURE 3. Residual delay differences between the local and
remote systems.

and thus affects the round-trip signal more than the one-way
signal.

We determine a correction according to the fiber length.
Assuming negligible errors in the fiber-spool length, the first
order fit to 1P shows a maximum residual error of −0.44 ns.
Therefore, the uncertainty of 1P is conservatively set as
0.5 ns. Reshaping the signal at the remote site before trans-
mission back to the local site would be expected to reduce the
observed imbalance 1P.

1S originates from the delay of the reset mechanism and
the 10 ns quantization resulting from realizing the 1-pps
from the 100-MHz signal. From the measurement results in
Fig. 3, the mean value and its standard error were 6.0 ns and
1.8 ns, respectively. Since all -equally likely- timings of the
reset signal in a 10 nswindowwill result in the selection of the
same zero crossing of the 100 MHz signal for the generation
of the 1-pps signal, 1S forms a uniform distribution. This
distribution fundamentally limits the precision of the timing
synchronization, and we take the equivalent standard devia-
tion of 2.9 ns to denote the uncertainty of 1S , rather than the
smaller measured standard error. Taking the root-sum of the
squares of the uncertainties of 1P and 1S , we determine a
total uncertainty for the systematic delay of 2.9 ns.

III. FREQUENCY AND TIMING DISSEMINATION OVER
TOKYO OPTICAL FIBER LINK
The 58-km optical fiber link connecting the Koganei head-
quarter of NICT and the Hongo campus of UT by way of
Otemachi [12] has an optical signal loss of −30 dB. Before
starting timing and frequency dissemination to UT, the insta-
bility of the transfer was measured over the round-trip link
NICT-Otemachi-NICT, with a length of 90 km and an optical
loss of −30 dB.

Fig. 4 shows the transfer instability of the 10 MHz signal
and 1-pps timing to the remote system. For the 10-MHz
signal, the fractional instability is < 3 × 10−14 at τ = 10 s
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FIGURE 4. Fractional frequency instability of the 10-MHz and
1-pps signals realized at the remote system as well as the
round-trip timing pulse over the 90-km round-trip Tokyo fiber
link. The measurement bandwidth for the 10 MHz signal is 5 Hz.
The dashed line shows a simplified stability model of
UTC(NICT), with a frequency instability of 4E − 14/(τ/s)1/2 for
averaging times 1 s < τ < 10,000 s. As a result of the timescale
steering, the frequency instability of UTC(NICT) exceeds that of
the fiber link for longer averaging times.

measurement time and falls to < 10−15 at τ = 104 s. This
is only minimally larger than the instability of UTC(NICT)
itself, which in a dead-time-free measurement is dominated
by 4×10−14(τ/s)−1/2 white frequency noise of the reference
hydrogen maser over this range of averaging time [14]. For
longer averaging times, the fiber link allows dissemination
without further degradation.

After this evaluation, we installed the remote system at UT
as shown in Fig. 5 and started the simultaneous dissemination
of 10 MHz and 1-pps signals based on UTC(NICT) via the
58-km fiber link. Since the 58-km link introduces less fiber
noise than the 90-km round-trip link, we expect an instability
of the transferred 10-MHz signal that is no larger than shown
in Fig. 4.

The 1-pps signal was synchronized according to the pre-
viously described protocol. The systematic delays for the
58-km link were determined as 1s = 6(2.9) ns and 1p =

13(0.5) ns. The pre-compensationmatches TR−TL calculated
according to eq. (1).

Following a command from the local site, the 1-pps signal
at the remote site is then set to restart at the zero-crossing
point of the 100-MHz signal that follows the detection of the
pre-shifted timing marker. The 1-pps restart is affected by
the same measurement jitter as the delay determination of the
one-way timing pulse, and we therefore assign a statistical
uncertainty of 1.4 ns: This is based on the Allan deviation
2× 10−9 at 1 s averaging time observed in the determination
of 1s. An additional uncertainty results from the instability
of the round-trip delay over the time gap between the mea-
surement of the round-trip delay and the subsequent 1-pps

FIGURE 5. Schematic of the timing evaluation. The timing-check
system uses a separate fiber connection. FDA: Frequency
distribution amplifier, PDA: Pulse distribution amplifier, TS:
Transfer system (see Fig. 1), Cir: Circulator, OBPF: Optical
bandpass filter.

restart after the pre-compensation has been calculated and
applied. For a conservative Tgap = 3600 s, the uncertainty is

σgap = Tgap×σy(Tgap), with the Allan deviation σy(3600s) =

1 × 10−12 (see Fig. 4). The round trip delay (Trt − TL ) was
determined as 584,075(3.6) ns. The pulse shifter is driven by
an internal 100-MHz oscillator, which limits its resolution
to 10 ns and thus introduces an additional uncertainty of
2.9 ns for the standard deviation over the uniform distribution
across the applicable 10 ns quantization window. Table 1
shows the overall uncertainty budget, which indicates that the
1-pps signal generated at the remote site is synchronized to
UTC(NICT) with a total uncertainty of 5.7 ns.

IV. EVALUATION BY FIBER LINK USING
TWSTFT MODEMS
Fig. 5 shows a scheme for measuring the time differ-
ence over an alternative optical fiber link using modems
developed for two-way satellite time and frequency transfer
(TWSTFT) [13]. The operation of this timing-check system
requires an existing source of 1-pps and 10-MHz signals
at each site. The modems employ BPSK signals with a
pseudorandom code sequence of 1 Mchip/s over 70 MHz
input/output frequency. The head of the code is synchronized
to the external 1-pps reference. In TWSTFT, two paired
earth stations simultaneously transmit and receive microwave
signals through a geostationary satellite and their modems
determine the propagation delay from the code and carrier
phases [15]. If the systematic delay of the modems is cal-
ibrated in advance, the time difference between the two sta-
tions can be obtainedwith nanosecond uncertainty [16]. Here,
two distant sites simultaneously transmit and receive optical
signals via a shared optical fiber link. The systematic delay
in the timing-check systemwas calibrated with an uncertainty
of 2.0 ns by a common-clock reference before the installation
at UT.

The timing-check systemmeasured the difference between
the time signal transferred to UT as described in the previous
sections and the source signal at NICT once per second over
a period of 6 days without interruptions. The mean time
difference determined by code phase was 4.9 ns, with 0.03 ns
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FIGURE 6. (a) UT-NICT time difference as averages over one hour
with error bars indicating the standard deviation of the values
contributing to the average. The black line shows the overall
mean value of 4.9 ns measured by code phase. Due to the
inherent time ambiguity of the carrier phase measurement,
an arbitrary constant adjustment value was added for
comparison. (b) Frequency instability given as Allan variation.

standard deviation for the one-hour averages. The overall
uncertainty is 2.0 ns, as shown in Table 2. The difference
is in good agreement with the uncertainty of the fiber-optic
transfer system, evaluated as 5.7 ns in the previous section.

Fig. 6 shows the one-hour averaged time difference of
UT-NICT measured by code phase and 70-MHz carrier
phases, as well as the corresponding frequency instability.
The transferred 10-MHz signal demonstrated an instability
of 1.3× 10−16 at 105 s which was marginally larger than that
for the time and frequency transfer system as shown in Fig. 4.
The increased instability at shorter averaging times indicates
noises in the measurement of the 70-MHz carrier phase. The
mean frequency difference over 6 days was −6 × 10−17,
surpassing the typical long term instability of UTC(NICT)
(see Fig. 4).

V. DEMONSTRATION OF SIMPLE
TIMING-MARKER DELIVERY
Nanosecond-level timing is required in applications such as
those within the framework of MIFID II financial market

TABLE 2. Uncertainty budget for evaluation of timing
synchronization.

FIGURE 7. Measurement setup of timing marker delivery over the
90-km Tokyo round-trip link. TIC: Time interval counter, Div:
80%:20% Power splitter, FS: Frequency source, 1/N: Frequency
divider.

regulations [17]. The modem-based approach can be adapted
to provide this accuracy.

We have developed a delivery system that embeds the
timing marker as the head of the code sequence transmitted
over the optical fiber link. This is then detected by a peak
search over the correlation integral to generate a 1-pps signal
at the remote site. Digital processing avoids the variation of
systematic delay with fiber length that is introduced by the
analogue demodulation in our time and frequency transfer
system. Such use of TWSTFT modems for transmission and
reception of timing markers was first reported in ref [18].
Here we demonstrate a further simplified system that avoids
the need for a second laser to return the signal and the
associated optical filtering. To our knowledge, this is the first
use of TWSTFT modems to regenerate and supply a timing
marker at the remote site.

Fig. 7 shows the measurement setup of timing marker
delivery over the 90-km Tokyo round-trip link. With both
terminals located in the same laboratory, the remote terminal
is connected to the local timescale for the systematic delay
measurement. The BPSK signal with embedded local refer-
ence time TL is transferred via the optical fiber link. At the
remote terminal, the received light is split into two portions.
The smaller portion is used to recover the BPSK signal. This
is demodulated to determine the time information transferred
from the local terminal and the arrival time Tow of the marker.
TR is the 1-pps signal regenerated from this time information
by the modem.

Meanwhile, the larger portion of the received light is sent
back through the fiber link. The modem at the local terminal
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FIGURE 8. Residual variation of systematic delay 1 measured
over different fiber lengths. A constant value of 4580 ns has
been subtracted to show the variation more clearly. Error bars
show the standard deviation over repeated measurements.
No overall trend as a function of fiber length is visible.

then determines the round-trip delay Trt for this returned sig-
nal. To compensate for the one-way propagation delay Tow,
the transmitted signal is pre-shifted by an opposite amount,
which is again estimated by Tow = Trt/2 + 1, where 1 is
a systematic delay. The procedure is essentially identical to
that described in section II.

Due to the digital demodulation, the systematic delay 1 is
now expected to be independent of fiber length, such that a
single calibration is sufficient. To confirm this, we connect
both systems via a short fiber with 9-dB optical attenuator,
fiber spools of 20 km, 50 km and 100 km length, as well
as the 90-km round-trip fiber link. For the last two cases, a
bi-directional solid-state optical amplifier is inserted before
the remote terminal.

The results are displayed in Fig. 8 and do not show a
dependence on fiber length. Over repeated measurements,
we find an increased standard deviation of 0.8 ns for the short
fiber connection. We attribute this to insufficient temporal
separation of spurious reflection signals from e.g. optical
connectors. Over the 90-km Tokyo area fiber round-trip, the
peaks in the correlation signals representing reflected compo-
nents become well separated and weakened, and the modem
can identify the largest correlation peak and determine its
delay with a standard deviation of 0.3 ns.

Next, the remote system was connected to a Rubidium
(Rb) frequency standard as a non-common clock. After pre-
compensating for half of the round-trip propagation delay
over 100 km of spooled fiber, the time difference (TR − TL)
was measured by time interval counting as shown in Fig. 9.
An additional delay of exactly 10 µs was introduced here by
using the modem’s functionality to output a timing pulse at
a specified delay, which is constrained by signal processing
to be no smaller than 9 µs. The timing jitter of TR was
approximately 60 ps, dominated by the jitter of the internal
oscillator in the modem. The measurement shows a sawtooth

FIGURE 9. Time interval between the local 1-PPS signal and the
1-PPS signal regenerated by the modem of the remote system,
measured in a non-common clock configuration. The additional
delay of 10 µs from the modem’s adjustable pulse delay has
been subtracted.

pattern with a slope equivalent to a frequency difference of
0.13 mHz between the Rb clock and the local reference. This
results from the modem’s 100 MHz sampling clock, which
only permits adjustment of the generated 1-pps signal in 10 ns
increments. The timing remains within ±5 ns of the expected
value, except for a small additional delay we attribute to cable
length differences in the connection to the phase comparator.

We demonstrated the timing-marker delivery via a code
sequence using TWSTFT modems. The digital construction
of the marker makes the systematic delay not only inde-
pendent of the fiber-link length but also repeatable. Further-
more, the narrow-spacing correlation method employed by
the modems successfully distinguishes the return signal of
the remote terminal from spurious reflections, eliminating the
need for re-transmission by a laser of different wavelength.
We believe that this concept, with its reduced number of
components, is suitable for the mass synchronization of sites
as required in applications such as a large-scale antenna
array. The number of antenna exceeds 100 in the Square
Kilometer Array (SKA) [19], and 200 in the next-generation
Very Large Array (ngVLA) [20], [21]. The frequency transfer
systems developed for these projects are devoted to higher
frequencies such as 8 GHz [22]. Our system can help address
their demands for a stand-alone simple and cost-effective
timing transfer with low demand on power consumption,
dimensions, weight, and maintenance.

Although the delay of the timing marker is not actively
stabilized and the arrival time at the remote site changes with
the fiber-length variation, timing synchronization to better
than 10 ns can be achieved if the compensation protocol is
repeated as necessary and without excessive time gap after
measuring the round-trip delay.

As shown in Fig. 9, the realized timing is now limited by
the sampling clock of the modem. The demonstrated transfer
uncertainty is already below the overall system uncertainty
target of 10 ns [21], and it seems possible to reach the 2 ns
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goal for individual timing links with the implementation of a
higher sampling clock or fine adjustment of the 1-pps timing
generation.

VI. CONCLUSION
We have developed a fiber-optic frequency and timing trans-
fer system that simultaneous provides 10-MHz and 1-pps
signals to the remote site via optical fiber link. We deployed
the system to disseminate the UTC(NICT) signal over a
58-km urban optical-fiber link to the University of Tokyo.
After calibration of the systematic delay and measurement of
the propagation delay, the uncertainty of 5.7 nswas confirmed
using an alternative optical fiber link. The system has now
continuously provided frequency and timing signals over one
and half years, with no loss of timing synchronization except
during the maintenance of the optical fiber link.

Furthermore, we demonstrated a new concept of timing
marker transfer that uses a TWSTFT modem to directly
generate a synchronized 1-pps signal at the remote site.
This promises nanosecond-level accuracy with a significantly
simplified system and great potential for cost-effective mass-
synchronization across sites in ‘‘Beyond 5G’’ telecommuni-
cation as well as radio astronomy.
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