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Abstract—Timely and accurate screening/testing is crucial
to fighting COVID-19. Compared to commonly used reverse-
transcriptase polymerase chain reaction (RT-PCR), chest radio-
graphy imaging (X-ray) is also a reliable, practical and rapid
method to diagnose and assess COVID-19. In this paper, two
types of deep learning models, namely, Convolutional Neural
Networks (CNN) and Residual Neural Networks (ResNet) have
been designed and tested for accurate diagnosis of COVID-19
with chest X-ray images. Experimental results demonstrate the
effectiveness of the proposed approach.

Index Terms—Coronavirus Disease, Residual Neural Network,
Convolutional Neural Networks, Chest Radiography Image

I. INTRODUCTION

The COVID-19 outbreak is a human tragedy and has a
growing impact on everyone’s life and the global economy.
While the medical community is working hard to find specific
therapeutic drugs and vaccines for COVID-19, it is essential to
detect the disease at an early stage and put an infected patient
in quarantine immediately. It has been shown that effective and
timely screening/testing of COVID-19 plays a major role to
reduce the spreading of the virus and reduce the death rate [1].

Two kinds of tests are available for COVID-19: viral tests
and antibody tests [2]. A viral test try to detect a current
infection, while an antibody test tells you if you had a pre-
vious infection. However, for viral tests, the current detection
method using reverse-transcriptase polymerase chain reaction
(RT-PCR) may not have the desired accuracy [3]. Thus, an
alternative diagnostic tool that complementary to RT-PCR is
necessary.

Computerized Tomography (CT) scan is a diagnostic tool
that physicians use to rule out or confirm the presence of
certain abnormalities or diseases. In the case of COVID-19,
chest CT imaging is an alternative method to diagnose and
assess COVID-19 [3], [4]. There have been promising studies
applying machine learning to help the diagnosis of COVID-
19 based on CT scans [5], [6]. Despite the success of these
studies, the fact remains that COVID-19 is an infection that is
likely to be experienced by diverse communities of all sizes.
Comparing to CT scan, X-rays are inexpensive and they are
more accessible to healthcare providers, thus they are readily
available in many communities and especially communities
with less medical resources. Furthermore, X-rays are quick
to perform, thus they are attractive options when there are a

very large number of patients to screen during the COVID-19
pandemic. Therefore, using chest radiography imaging may be
a more reliable, practical and rapid method to screen patients
for COVID-19 [7], [8].

In this study, two types of deep learning models, namely,
Convolutional Neural Networks (CNN) and Residual Neural
Networks (ResNet) have been designed and tested for accu-
rate diagnosis of COVID-19 with chest radiography images.
Specifically, the proposed deep learning models have been
tested on a COVIDx dataset that was recently made public [9].
COVIDx is comprised of 13,800 chest radiography images
across 13,725 patient cases from three open access data repos-
itories. The dataset contains three classes of X-ray images:
normal, Pneumonia (but not COVID-19), and COVID-19 [9].
Hence, the machine learning task is formulated as a 3-class
classification problem. In the first part of the experiments,
three designs of small CNNs have been trained and tested
on a subset of the COVIDx dataset to carry out a proof-of-
concept experiment. Then ResNet with different depths and
hyperparameters are trained from scratch and tested using
the entire COVIDx dataset. It is observed that ResNet with
appropriate depth and hyperparameters performs the best. The
experiments demonstrate that deep learning based classifier
may provide a promising tool to aid the screening of COVID-
19 using chest radiography images.

II. DEEP LEARNING MODELS

There are two types of deep learning models considered in
this study: CNN and ResNet.

A. CNN

Convolutional neural networks (CNN) has significantly
promoted developments of visual processing tasks such as
image classification [10], object detection [11] and tracking
[12], and semantic segmentation [13]. The advancement of
CNN benefits from accessible big datasets such as ImageNet
[14] and YouTube-BoundingBoxes [15] that can be used to
train large-scale models. Its general architecture for image
classification is shown in Figure 1. CNN based state-of-the-art
deep learning architectures such as AlexNet [10], VGG [16],
and GoogleNet [17] are proposed to make rapid progress in
image classification. Millions of annotated samples in these
big datasets help us to estimate appropriate parameters in
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these architectures successfully. Further work has advanced
CNN by combining CNN with other deep learning models.
For example, Wang et al.[18] combine CNN with recurrent
neural networks (RNN) for multi-label image classification.
In addition, combining CNN with autoencoder [19], [20] has
been verified to solve tasks such as face rotation and intrinsic
transformations for objects. In this study, three small CNNs
have been trained and tested on a subset of the COVIDx
dataset to carry out a proof-of-concept experiment.

Fig. 1. Convolutional neural network architecture for image classification.

B. ResNet

Residual neural networks (ResNet) [21] is an artificial neu-
ral network that builds on constructs known from pyramidal
cells in the cerebral cortex. It utilizes skip connections, or
shortcuts to jump over some layers. The main idea of ResNet
is introducing a so-called “identity shortcut connection” that
skips one or more layers. It is based on the observation that
stacking layers should not degrade the network performance,
because we could simply stack identity mappings upon the
current network, and the resulting architecture would perform
the same. It indicates that the deeper model should not produce
a training error higher than its shallower counterparts. The
design is motivated by the intuition that the stacked layers
fitting a residual mapping is easier to train than directly fitting
the desired underlying mapping. This idea is implemented by
the residual block as shown in Figure 2.

Fig. 2. General architecture of the residual block of ResNet [21].

The most important modification on standard CNN is the
“skip connection” for identity mapping. This identity mapping
does not have any parameters and is just to add the output from
the previous layer to the layer ahead. However, sometimes x
and F (x) will not have the same dimension. Recall that a
convolution operation typically shrinks the spatial resolution
of an image, e.g., a 3 × 3convolution on a 32 × 32 image
results in a 30×30 image. The identity mapping is multiplied

by a linear projection W to expand the channels of shortcut
to match the residual. This allows for the input x and F (x) to
be combined as input to the next layer. Given the benefit we
would obtain from ResNet, we will employ different structures
of ResNet for screening COVID-19 using the entire COVIDx
dataset.

III. EXPERIMENTS AND RESULTS ANALYSIS

A. Dataset

Currently, COVID-19 pandemic is still continuing to affect
the health and well-being of the global population. A critical
step to fight against COVID-19 is to test and locate infected
patients with effective and efficient tools. One of potential
methods is to examine radiological images using chest radiog-
raphy. From results in the previous studies, patients presenting
abnormalities in chest radiography images would have high
risk of being infected with COVID-19 [9]. Therefore, we
employ a chest radiography dataset in this study. The dataset
is COVIDx that is comprised of 13,800 chest radiography
images across 13,725 patient cases from three open access
data repositories. Example chest radiography images belong
to normal, pneumonia, and COVID-19 classes from COVIDx
dataset are shown in Figure 3. The detailed information on
the dataset are shown in Table I and Table II, which contains
sample distribution and patient distribution, respectively. It can
be observed in Table I that the sample distribution is extremely
unbalanced with very small number of samples in the COVID-
19 class. This poses a great challenge for obtaining a classifier
with high performance. Similar observation is obtained for
patient distribution in Table II.

TABLE I
SAMPLE DISTRIBUTION IN DIFFERENT CLASSES FOR TRAINING AND

TESTING DATASETS

Dataset Normal Pneumonia COVID-19 Total
Training 7,996 5,451 152 13,569
Testing 100 100 31 231

TABLE II
PATIENT DISTRIBUTION IN DIFFERENT CLASSES FOR TRAINING AND

TESTING DATASETS

Dataset Normal Pneumonia COVID-19 Total
Training 7,996 5,440 107 13,513
Testing 100 98 14 212

B. Experimental settings

We performed two groups of experiments. In the first group
of experiments, three small CNNs have been trained and tested
on a subset of the COVIDx dataset to carry out a proof-of-
concept experiment. Then ResNet with different depths and
hyperparameters are trained from scratch and tested using the
entire COVIDx dataset. Experimental settings for these two
groups are shown below.

2020 Fourth International Conference on Multimedia Computing, Networking and Applications (MCNA)

127



(a) normal (b) pneumonia (c) COVID-19

Fig. 3. Example chest radiography images belong to normal, pneumonia, and COVID-19 classes from COVIDx dataset are shown in (a), (b) and (c),
respectively.

1) Small CNNs: We build three small CNNs and the
detailed architectures are given as follows.

• CNN structure 1: CONV1(16, (3*3)) - Relu1 - Maxpool-
ing1(2*2) - Dropout1(0.25) - CONV2(32, (3*3)) - Relu2
- Maxpooling2(2*2) - Dropout2(0.25) - Dense(512) -
Relu3 - Dropout3(0.5) - Output(Softmax)

• CNN structure 2: CONV1(16, (3*3)) - CONV2(16,
(3*3)) - Relu1-Maxpooling1(2*2) - Dropout1(0.25) -
CONV3(32, (3*3)) - Relu2 - Maxpooling2(2*2) -
Dropout2(0.25) - Dense(512) -Relu3 - Dropout3(0.5) -
Output(Softmax)

• CNN structure 3: CONV1(16, (3*3)) - Relu1 - Max-
pooling1(2*2) - Dropout2(0.25) - CONV2(16, (3*3))
- CONV3(32, (3*3)) - Relu2 - Maxpooling2(2*2) -
Dropout2(0.25) - Dense1(512) - Relu3 - Dropout3(0.5)
- Output(Softmax)

2) ResNet: The key hyper parameters of ResNet are:
ResNet Models: 18, 34, 50, 101, and 152, Input size: 64 ×
64× 3, Filter size: 3× 3, Stride: 1, Number of filters: 32, No
of classes: 3 (Normal, Pneumonia, COVID-19), Learning rate:
0.01, Epoch: 82, Batch size: 256, Regularizer: L2. They are
determined by trial and error.

C. Evaluation metrics

We applied different evaluation metrics to evaluate the
performance of our proposed models. Accuracy is calculated
by dividing the number of image identified correctly over the
total number of testing images.

Accuracy =
Ncorrect

Ntotal
. (1)

Fscore is the weighted average of Precision and Recall
scores,

Fscore =
2× Precision×Recall

Precision+Recall
, (2)

where Precision indicates precision measurement that defines
the capability of a model to represent only correct image

classes and Recall (or sensitivity) is the fraction of the total
amount of relevant instances that were actually retrieved:

Precision =
TP

TP + FP
. (3)

Recall =
TP

TP + FN
. (4)

where TP (True Positive) counts total number of images
matched with the images in the classes. FP (False Positive)
measures the number of recognized classes does not match the
annotated images. FN (False Negative) counts the number of
images that does not match the predicted images.

D. Experimental results

We evaluated the proposed models from two perspectives.
One is to verify if we could recognize COVID-19 cases
from small dataset with small CNNs effectively. The other
is to figure out whether we could apply ResNet to recognize
COVID-19 images from a large dataset without transfer learn-
ing techniques.

1) Small Dataset: For the case of small dataset, we select
350 images from the original COVIDx dataset for training and
testing three small CNNs, namely 300 images for training and
50 images for testing, respectively. The training and testing
accuracy of these three models are shown in Figure 4. It
is observed that the shallow CNN (CNN1) has the under-
fitting issue. When we add more layers for extracting more
sophisticated features, higher accuracy is obtained with CNN3.

To examine the performance of the three CNNs in detail,
we listed the precision, recall, and fscore during testing in
Table III. We can observe that when we employ deeper models
like CNN2 and CNN3, higher performance is obtained with
respect to the Fscore values. It means that higher level features
will contribute more significantly to recognize COVID-19
images.

2) COVIDx Dataset: For this experiment, we employ all
images from the COVIDx dataset to implement the classifier
for COVID-19 recognition. Firstly, we preprocess the data
by compressing the images. The original size of the X-ray
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Fig. 4. Performance on training and testing accuracy for three small CNNs.

TABLE III
PERFORMANCE COMPARISON FOR THREE CNNS TO RECOGNIZE

COVID-19 IMAGES

Model Accuracy Precision Recall Fscore
CNN1 83.99% 0.00% 0.00% 0.00%
CNN2 83.99% 50.00% 100.00% 66.66%
CNN3 87.99% 89.7% 92.5% 92.6%

Fig. 5. Performance comparison on training and testing

images from the dataset was 1024 × 1024 × 3. In order to
speed up training, we compressed the size of the image to
64 × 64 × 3. Then we complete the training from scratch on
this preprocessed dataset. The performance results of training
and testing are shown in Figure 5. It is observed that there
exists a sweet spot, ResNet-34 that outperforms other models.
After ResNet-34, a steady decline of performance is found as
we increased the ResNet layers to 152. This is most likely due
to the fact that as the number of layers increased, the models
are overfitting and the data is not sufficient to effectively

train the model although it took slightly longer time to train
the ResNet models as we increased the layers. The results
also demonstrate that we are able to obtain good performance
by training ResNet from scratch without the help of transfer
learning.

TABLE IV
PERFORMANCE COMPARISON FOR DIFFERENT RATIOS OF LABELED

IMAGES FOR TRAINING RESNET TO RECOGNIZE COVID-19 IMAGES

Model 10% 20% 30% 40% 50%
ResNet-18 89.3% 91.8% 92.6% 93.40% 93.46%
ResNet-34 90.0% 91.8% 93.1% 93.54% 94.05%
ResNet-50 86.4% 89.7% 92.5% 90.70% 92.16%

To explore detailed influence of the available labeled data
to the model performance, we performed the experiments of
training ResNet with different percentage of labeled data. To
ensure that all classes are represented in the dataset distribution
for the percentage labeled training data, we split the training
data based on their classes and then selected a percentage of
samples from each class. The detailed performance results are
given in Table IV. The results showed consistent improvement
as we increased the percentage of the labeled data. With as few
as 10% labeled data, we achieved the highest testing accuracy
of 90% with the ResNet-34 model. Overfitting was observed
when we used ResNet-50 to train with the 10% labeled data
as the training accuracy was as high as 95% while the testing
accuracy was about 86.4%. These results indicate that the
performance of ResNet with appropriate depth is rather robust
to available labeled images.

IV. RELATED WORK

There are many recent works on applying machine learning
techniques to identify COVID-19 using CT scan images, such
as [5], [6], just to name a few. Although the results are
encouraging, the dataset are not publicly available. Moreover,
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comparing to CT scan, X-rays are inexpensive and they are
more accessible to healthcare providers, and they are available
in communities with less medical resources. Furthermore, X-
rays are quick to perform, and this will reduce the screening
time when there are a very large number of patients to screen
during the COVID-19 pandemic.

Deep learning techniques had been applied to screen
COVID-19 using chest X-ray images [7], [8]. Pre-trained
CNN and ResNet were applied to detect COVID-19 using a
small dataset (several hundred images) in [7]. The authors
in [8] applied ResNet to identify COVID-19 using chest X-
ray images. In both of their works, transfer learning had been
applied. In this paper, we trained ResNet from scratch without
transfer learning. Moreover, we performed the experiments
of training ResNet with different percentage of labeled data,
and the results indicate that the performance of ResNet with
appropriate depth is rather robust to available labeled images.
This may be significant in practice when the number of labeled
images are limited.

V. CONCLUSION AND FUTURE WORK

Early diagnosis of COVID-19 is crucial for disease treat-
ment and control, and effective screening/testing is the key.
Comparing to RT-PCR, using chest radiography imaging may
be a more reliable, practical and rapid method to screen
patients for COVID-19. In this paper, two types of deep learn-
ing models, namely, Convolutional Neural Networks (CNN)
and Residual Neural Networks (ResNet) have been designed
and tested for accurate diagnosis of COVID-19 with chest
radiography images. The experimental results demonstrate
that we are able to obtain good performance by training
ResNet from scratch without the help of transfer learning.
Furthermore, we observe that the performance of ResNet with
appropriate depth is rather robust to available labeled images.
This is our first attempt to apply deep learning techniques
to help in the fight against the COVID-19 pandemic. The
deep learning techniques and models are currently in research
stage and they are not intended for direct clinical diagnosis.
However, we are continuously improving them as new data
becomes available. The hope is to provide highly accurate
yet practical deep learning solutions for detecting COVID-19
cases using chest radiography images.
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