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Abstract— Secure hardware systems are threatened by adver-
sarial attempts on integrated circuit (IC) chips in a practical
utilization environment. This article provides overviews of phys-
ical attacks on cryptographic circuits, associated vulnerabilities
in an IC chip, and protection schemes in the vertical unification
of systems, circuits, and packaging technologies. The design
principles of on-chip monitoring circuits to sense the attackers’
attempts are discussed and tested with Si demonstrators. Physical
structures are explored for secure IC chips to establish pro-
tections against multimodal side-channel attacks. The backside
buried metal (BBM) wirings in a Si substrate are unified with
its frontside complementary metal–oxide semiconductor (CMOS)
circuits to achieve avoidance, detection, and resiliency against
electromagnetic and laser attacks.

Index Terms— Backside metal wirings, cryptography, electro-
magnetic (EM) attack, hardware security, laser fault injection
attack, on-chip monitoring, power delivery network, side-channel
attack, Si substrate attack.

I. INTRODUCTION

CRYPTOGRAPHIC devices have been innumerably pen-
etrated in daily lives with the evolvement of Internet-

of-Things (IoT) applications. Private data are wirelessly
exchanged between edge nodes around the people of interest
and cloud servers that exist remotely and even internationally.
Here, the whole IoT network needs encryption and decryption
of data for meeting security and privacy requirements.

Symmetric ciphers are often preferred in the communica-
tions of data and control codes since their encryption and
decryption are attained at sufficiently high processing through-
puts with a relatively smaller number of transistors. The
advanced encryption standard (AES) [1] is the most popularly
adopted and pursued for performance with integrated circuit
(IC) technologies [2], [3] or even with field-programmable
gate array (FPGA) devices [4], [5]. Also, a variety of light-
weight ciphers has been developed [6] and evaluated in IC-chip
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level performance for more ubiquitous leverage of cryptogra-
phy [7]–[9].

On the other hand, public-key ciphers realize the higher
order security functionality demanded in IoT evolve-
ments [10]–[11]. Examples include message authentications
with digital signatures, attribute-based signatures, and encryp-
tion for group entities, homomorphic encryption without the
need of decryption before calculation among encrypted data,
and many other attractive possibilities. Continuous efforts have
been devoted to implement such ciphers in semiconductor IC
chips featured with low power and small footprint, along with
high resiliency against implementation attacks [12], [13].

The adoption of cipher algorithms will be extended among
highly reliable electronics to be integrated in autonomous
driving vehicles, flying objects over populated towns, machine
learning facilities with multi-modal analog sensor fusions,
medical-healthcare devices, and many other systems. The
necessity and mandatory requirements of the higher lev-
els of security and safety have been argued and agreed
among international frameworks and published in official
documents [14]–[16].

Hardware security has been evolved with proactive research
results widely in very large-scale integration (VLSI) systems
and IC techniques toward the greater level of security in IoT
applications [17]–[19]. Analog and mixed-signal circuits are
also considered against security vulnerability [20]. Among the
diversified scopes of hardware security, this article will be
focused on IC-chip level protections against physical attacks
for cryptographic circuits in IoT applications. The remaining
part of this article is structured as follows. Section II overviews
physical attacks. Section III provides protection techniques.
Section IV addresses a concise conclusion.

II. PHYSICAL ATTACKS AND VULNERABILITIES

A. General Description

A variety of attempts have been made to derive secret key
information from cryptographic circuits in operation. Passive
attacks observe physically side effects such as power supply
noise and electromagnetic (EM) wave emission during circuit
operation, as known as side-channel (SC) attacks [21]–[23].
An external observer has a chance to deduce secret key bytes
from power current waveforms, which are recorded by probing
voltage variations at the power source terminal or receiving
EM emanations over or around an IC chip.

Active attacks analyze the difference of erroneous outputs
from originally correct outputs, after intentional fault injec-
tions in fault attacks [24]–[26]. The crypto processor produces
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erroneous output bits once an observer intentionally injects
faults by flipping internal values of memory macros or register
files, likewise soft errors spontaneously induced by cosmic
rays. The observer can assume that the specific fault bit is
processed by a cipher algorithm as in a normal way and then
reduce the search space of secret key bytes.

These attacks explore the vulnerabilities of cryptographic
circuits by looking into transistor-level operations digitally
as well as through analog behaviors, which are therefore
generally classified as physical attacks or implementation
attacks. Those threats are essentially and inevitably present
among the lowest entities of computing stack. The fault
sensitivity attack is considered most efficient which directly
relates the minimum power of intentional fault injection with
the secret information in cryptographic circuits, by exploring
the responsive surface of physical processes such as logic
delay time variation, bit flipping, and power current consump-
tion [27], [28].

Transactions in information processing share computing
resources among microprocessor cores in a single system or
even on the same die. This fact brings about another root of
vulnerability against SC attacks at the high-level entities in
computing hierarchy. Side-channel interactions happen among
independent processes through the occupation of shared
resources or even by the parasitic couplings among binary
digital circuit components. Hardware performance counters
were originally prepared for profiling the events of instruction
executions as well as the usage statistics of hardware resources
in a traditional microprocessor [29]. This has been exploited
as the most reliable source of internal logic statistics for per-
formance analysis while also considered attackable from the
adversary viewpoint [30]. The interactions among processing
threads are explored by attackers within a many-core CPU
system on shared cache memories, shared memory buffers,
or even translation lookaside buffers [31]–[33], although those
resources are logically isolated and protected with hierarchical
security walls. An example quantity to snoop is the probability
of a cache hit and miss that can be differently measured by
the number of clock cycles. The bits in the memory cells of
interest in a row could be intentionally flipped by intentional
and intensive read accesses to its adjacent cell rows [34]. The
countermeasures have been actively developed by means of
secure software coding and exploitation of secure hardware
control.

There are emerging threats such as Hardware Trojans (HT)
among modern electronics systems [35]. Crypto IC chips are
unexpectedly made more vulnerable by HTs through malicious
actions in diversified ways, where SC leakage properties such
as power, delay, and EM waves are multiply explored [36].
The SC leakages have been challenged by HT circuits which
are located within an IC chip [37] or even on a board [38],
while also utilized for HT detection within an IC chip in the
operation field [39] as well as during product testing [40].

B. IC Chip Level Vulnerabilities

Secure IC chips generally incorporate cryptographic func-
tions, as shown in Fig. 1, where crypto circuits are sur-
rounded with peripheral circuits. Plain and cipher texts are

Fig. 1. Physical attack isolation at chip level [41].

Fig. 2. LDO as an on-chip micro regulator.

communicated through a digital data interface (I/F). The core
power supply (core VDD) voltage is regulated with respect
to local ground (VSS) voltage by power management cir-
cuits (PMCs) involving dc-dc converters and reference voltage
generators. Also, a phase-locked loop (PLL) supplies clock
frequencies. From an ideal viewpoint, the crypto circuits
are therefore securely isolated from off-chip environment in
signaling as well as powering. However, physical attacks
potentially jeopardize hardware-level security by breaking
those isolation walls [41]. Among the variety of attackable
surfaces that can be assumed in an IC chip for an adversary,
two essential constitutions of vulnerability at the transistor
level are discussed in the following parts.

1) Power Delivery Network: We have seen the vulnerabil-
ity inherently attributes to the electrical property of power
delivery networks (PDNs). The power current at the core
VDD dynamically varies with the progress of processing steps
according to a cipher algorithm. A low-dropout linear regulator
(LDO) is often provided for the micro regulation of the core
VDD, where the external power current, IEXT, is sacrificed
for the stabilization of internal core VDD voltage within the
low-pass bandwidth of an error correction feedback. The
on-chip micro LDO circuit is typically depicted as in Fig. 2.
The error feedback path includes on-chip RC components
for the dominant pole compensation, instead of placing an
off-chip (on-board) large-size capacitor for the stabilization
of the core VDD node [42]. This is desirable for fine-grained
voltage regulation in a large IC chip among the core VDD

islands with different workloads, and also eliminates on-board
explicit points to make the core VDD voltage observable.
However, IEXT linearly copies the power consumption currents
of digital circuits in the frequency bandwidth of the core VDD

regulation, which therefore never suppresses the power and
EM SC leakage.

The crypto circuits implementing public-key crypto
algorithms are more prone to the power SC leakage
through LDO. Their leakage models attribute to the difference
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Fig. 3. EM signatures and frequency components measured on PCB from
ECDSA engine at 50 MHz.

in the number of clock cycles during arithmetic computation
sequences. To adopt elliptic curve (EC) digital signature
algorithm (ECDSA) for data authentication, for example,
the arithmetic sequences are binarily grouped into the EC
point doubling and EC point addition, where the operations
are selected according to the conditional branch with the
polarity of ki which is the i th bit of a nonce, k. Once
an adversary collects EM waveforms over the full lengths
of EC computation, the signatures (envelope patterns) can
emerge for the group of EC computation and consequently
relate to ki . The waveforms reflect internal logic structures of
computation branches even with the adoption of Montgomery
ladder method [43], [44]. Here, the number of clock cycles for
each EC computation typically reaches the order of thousands.
The frequency components of signatures can be therefore
smaller than 100 kHz when an ECDSA core operates even at
100 MHz and stay within the low-pass bandwidth of LDO.
This makes the SC leakage of public-key crypto circuits
transparent throughout on- and off-chip PDN and visible
around off-chip power supply (VEXT) terminals at 3.3 V on
a printed circuit board (PCB).

If the consecutive appearances of either “0” or “1” are set in
a secret key, an ECDSA engine generates the regular presence
of the signature by arithmetic operations, as experimentally
shown in the EM waveforms of Fig. 3. The signature periods
for the respective EC computations are roughly 47 and 26 μs.
This results in the emergence of delimiter frequency compo-
nent in the power spectrum and determines its power level,
Pdelimiter . This can effectively measure the security feature
of crypto circuits with countermeasure algorithms and archi-
tectures, for instance, on EC-based ciphers. The frequency
components at 21.5 and 39.0 kHz are the cases with the
operating frequency at 50 MHz.

The statistical t-test method is generally applied to evaluate
data dependence on power noise and EM waveforms, accord-
ing to the test vector leakage assessment (TVLA) methodol-
ogy [45]. The statistical significance, |t| > 4.5, suggests the
presence of SC leakage.

In comparison, AES and lightweight private-key crypto
circuits can prevent the leakage of IEXT to a certain degree
in the on-chip PDN. This is because their crypto processing
completes typically in the order of 10 clock cycles with

Fig. 4. Power delivery and Si substrate network.

the clocking frequency of several 100 MHz, where IEXT is
located outside the low-pass bandwidth and thus attenuated
with −20 dB/decade with frequencies. It is also noted in the
size of circuits that the transistor count is smaller with the
order of 103 in comparison to public-key crypto circuits. This
also allows fine-grained power sourcing within crypto circuits
so as to flatten IEXT, by using capacitor-based charge equaliza-
tion [46], [47] as well as digitally controlled power regulations
in a variety of power converter topologies [48]–[51], [52].
Those designs have been actively explored up to the present,
where the number of measurement traces to disclose the secret
key bytes (MTD) is one of the key features to assess the
security level of 128- or 256-bit AES circuits.

The research efforts remain needed to establish the design
methodologies of secure PDNs for EC-based highly func-
tional cryptographic circuits with the higher level of SC
resiliency.

2) Si Substrate Network: A p-type doped Si substrate is the
base material for CMOS devices. Crypto circuits are typically
implemented on an IC chip using CMOS logic standard cells.
The VSS side of every logic cell is directly connected to the
Si substrate through p+ ohmic contact areas while the core
VDD one to n-type doped wells through n+ areas, in order
to bias the body voltage of n- and p-type MOS transistors,
respectively [53]. This physical device structure forces the VSS

side of crypto circuits to be unified with the whole p-type Si
substrate, as shown in Fig. 4, in a single VSS domain as a
part of on-chip PDN. The power current of crypto circuits is
no longer hidden if an adversary looks into the VSS side, even
though their core VDD side is isolated by the dedicated voltage
regulators. It is known that the capacitive isolation of VSS

side can be accomplished by substrate engineering to include
an intermediate silicon oxide layer. However, the attenuation
factor is not much expected with the large area size of
EC-based crypto circuits due to the reduction of capacitive
impedance.

Fig. 5 demonstrates the on-chip measurements of VSS

voltage variations in an IC chip embedding AES circuits.
The p-type Si node, VSUB, is measured by on-chip voltage
monitoring (OCM) circuitry and exhibits voltage waveforms
almost identical to the internal VSS node of the AES core,
even with the distance of 1.7 mm. It has been shown that the
waveforms on a Si substrate are applicable to the correlation
power analysis (CPA) and deliver secret key bytes as similar
as in the core VDD side [54].
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Fig. 5. On-chip waveform in crypto operation [41] and [54].

Fig. 6. Attack measures and packaging structures [41].

The Si substrate is therefore considered the unavoidable
source of vulnerability against SC leakage in an IC chip
implementation of any cipher algorithm. It is noted that the
thickness of an IC chip is typically in the order of 350 μm or
even thinner, which is smaller than the horizontal distance on
a chip surface among circuits, for instance, between AES and
LDO circuit blocks. As the advancement of IC chip packaging
to minimize its form factor, the backside of a chip becomes
more prominent for an attack surface particularly in flip-chip
assembly [55].

C. IC Chip Packaging and Assembly

An adversary has the choice of physical attacks which are
typically based on electromagnetism and optics, while thermal,
acoustic, and mechanical properties are also explored. The
packaging and assembly structures of a target IC chip need to
be assessed from protection viewpoints, as outlined in Fig. 6.
The EM measures are more flexible in selecting locations,
angles as well as frequencies of interest, while spread over
100 μm or more in space, even without knowing surface
materials. The optical measures are advantageous in localizing
attacks in space and in time with the resolution of 1 μm and
10 ns, respectively, while needing decapsulation of an IC chip
since resin materials for a laminate as well as molding are
usually opaque.

The attack efficiencies are also dependent on the orientation
of IC chips in either face-up or flip-chip assembly, with the
difference of access distance or penetration to transistors as
the source of vulnerability. The higher level of cross-sectional
complexity will help attackers to hesitate, while the more
advanced reverse engineering techniques toward deep defect
analysis can be utilized in high-end adversarial attempts.

Fig. 7. OCM circuit schematic [41] and [53].

The third dimension has been explored for secure IC chip
applications. The shielding layers on an IC chip use metal
wiring channels densely in parallel with encrypted signaling
on the topmost metal layer [56]. An additional chip having
low-impedance PDN structures is placed on top of a secure
IC die in the 3-D integration [57]. The shielding materials
conformally formed in IC chip packaging are conductive
to attenuate or magnetic to absorb EM radiations from the
circuits [58]–[60]. An IC chip itself can be made fragile or use
flexible materials for self-destruction on attack [61]. A variety
of advanced packaging and assembly technologies have been
exploited for the protection of IC chips from passive and active
attacks [62].

The vulnerabilities against physical attacks can be mitigated
by those measures at IC chip packaging and board-level
assembly, only when they are co-designed with crypto circuits
and associated protection schemes. This will be discussed
in the remaining sections of this article. The challenge has
been pursued not only on custom IC chips while also on
cryptographic functionality on FPGA devices.

III. PROTECTION SCHEMES

A. On-Chip Characterization

1) Power Side-Channel Leakage: The OCM of Fig. 7
provides unique features of in-place characterization of SC
leakages within crypto circuits and detections of adversarial
attempts. The on-chip voltage variation is measured locally
at the probed points of interest among the core VDD and VSS

wirings as well as VSUB taps, where those measurements are
localized and decoupled from the property of power supply
regulation in global PDNs (Fig. 4). The OCM has been orig-
inally adopted to solve problems due to undesired power and
substrate noise coupling [53]–[64] as well as electromagnetic
compatibility (EMC), and then exploited toward the higher
level of hardware security.

The voltage of interest, VPROBE, is probed and sensed by
a source follower (SF) at the input of OCM. The voltage at
the output of SF (VSFO) is compared to the stepped reference
voltage (VREF) by a latch comparator (LC) at its strobe timing
(TSTRB). The most proximate voltage of VSFO at TSTRB among
the stepped VREF is determined and output as the digital
code of VREF. The code is determined one after another for
successive strobe timings through the iterative operation of the
whole IC chip. The resolutions of voltage (�VREF) and timing
(�TSTRB) are typically set at 100 μV and 100 ps, respectively.
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Fig. 8. On-chip measured voltage waveforms of ECDSA engine at 50 MHz.

Fig. 9. LFI principle and experimental setup [66].

The measured in-place waveforms are analyzed for the
potentiality of SC leakage from cryptographic processing. The
OCM is equipped with a successive approximation register
analog to digital converter (SAR-ADC) in the digitization
stage of waveform capturing [65], for the acceleration to
accommodate thousands of clock cycles in a public-key crypto
algorithm. Fig. 8 exemplifies on-chip VDD and VSS waveforms
of ECDSA crypto circuits operating at 50 MHz. The signatures
for EC computations are clearly seen on both on-chip VDD and
VSS domains with the dependence on secret key bits. Again,
their frequency components are sufficiently within the low-
pass bandwidth of an on-chip LDO and to be observable on
PCB, as was shown in Fig. 3. The OCM is also capable of
magnifying the voltage variations within a clock cycle of 20 ns
in a high-time resolution setup. The offset dc voltages are
due to n- and p-channel SF sensing the nominal VDD and VSS

of 1.5 and 0.0 V, respectively.
The on-chip waveform measurements assess the presence

of power SC leakage from crypto circuits and justify the SC
leakage tolerant algorithms and architectures. The adoption of
resilient packaging structures and attack detection capabilities
is also motivated by the results.

2) Laser Fault Injection: On-chip characterization is
applied to the laser illumination to circuits under operation,
as depicted in Fig. 9 [66]. A near infrared (NIR) laser module
is synchronized to the OCM and 16-bit shift register (SR) cir-
cuits on a device under test (DUT). When the laser is irradiated
pin-point at the junction node of a transistor, electron–hole
pairs are induced due to the energy translation with pho-
tons. The electrons and holes are immediately separated to
nearby electrodes that are biased at VDD and VSS, respectively,

Fig. 10. Measured substrate voltage waveforms in laser irradiation [41].

Fig. 11. On-chip characterization of LFI [41].

and creating substrate current and associated voltage bounce
around the location of irradiation.

The laser fault injection is characterized by capturing on-
chip VSUB waveforms during and after the irradiation of NIR
laser, with the laser power large enough to induce a single-bit
failure. The laser beam is focused on an IC chip with the spot
size of 2 μm at the intended x–y location in the resolution
of 1 μm when we use an optical microscope having 50×
magnification lens. The waveform given in Fig. 10 exhibits
the maximum voltage increase of 180 mV when the LSB of
SR flips from the originally stored value (0xF0FE → 0xF0FF).
The dependence of substrate voltage variation (�VSUB) on the
distance along the SR from the point of laser irradiation is
characterized for different laser powers as in Fig. 11, using
the OCM with multiple probing points. The voltage variations
induced at the point of laser irradiation spread concentrically
on a Si substrate, where its radius is governed primarily by the
resistivity. It is seen from the chart that the faulty bits are seen
with the laser power higher than 157 mW, which is sensed as
the �VSUB of larger than 200 mV at the distance of 30 μm
on this particular CMOS technology. The measured results
indicate that an IC chip can recognize the potentiality of laser
attacks by measuring voltage bounce inside or surrounding
positions to crypto circuits.

B. EM Attack Detection

The EM power can be straightforwardly delivered to the
area of vulnerable nodes within the die through cables [67]
or by the irradiation from the topside of a packaged IC chip
to intentionally incur erroneous operation in crypto circuits
in active fault injection attacks [68]. Those attempts are not
necessarily using high-cost equipment, and more importantly,
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Fig. 12. LEMA sensing principle [71].

Fig. 13. Demonstration of EM probe detection [71].

efficient than other invasive disturbances like voltage surges
and clock glitches which can be potentially prevented by the
power converter and PLL, respectively. On the other hand,
a miniaturized micro antenna (μEM probe) is scanned over
an IC chip in passive attacks to locate the highest level
of EM side-channel leakage from a cryptographic processor,
as in the local electromagnetic SC attack (LEMA) [69]. The
finer resolution is expected with the careful removal of resins
covering an IC chip.

The dynamic movement or even static placement of an
antenna induces the change in the EM field nearby an IC chip
and more or less interacts with the operation of circuits. These
responses are inevitable in accordance with a physical law,
even though the LEMA search itself is considered physically
nonintrusive. An on-chip inductor (sensor coil) of Fig. 12 can
sense the advent of adversary through magnetic coupling to its
antenna (μEM probe), with the higher sensitivity for the more
proximate positioning [70]. A pair of inductors (coils) with
different shapes (e.g., the number of turns) are, respectively,
used in LC oscillators, where their oscillatory frequencies
uniquely respond to the nearby magnetic field, as demonstrated
in Fig. 13. The inductors are formed only with wirings on the
topmost metal layer and placed over the crypto circuits to pro-
tect. As the prevention mechanism against LEMA, the crypto
function will be immediately halted or even detoured into a
dummy state, when the placement of antenna is detected. The
LEMA sensor features the on-chip calibration of LC oscillators
against environmental variations of device parameters, power
supply, and temperature (PVT), in order to retain its sensitivity
to the weak displacements of proximate magnetic fields by
passive attacks exploring EM SC leakage [71].

On the other hand, circuit-level interactions with EM waves
have been exploited for the detection of adversarial high power
irradiation intending fault injections even in FPGA devices.

Fig. 14. Design considerations of LFI sensors [41].

A variety of detector circuits use configurable logic ele-
ments in FPGA devices and successfully find unexpected
glitches [72], gate-chain delay time variation [73], shifting
self-oscillation frequencies, and relative phases among racing
oscillators [74], [75], all caused by intentionally intensive EM
irradiation.

The system-level response of secure IC chips will be utilized
to analyze the output from the detectors and prioritize the
symptoms for potentially being under passive as well as active
EM SC attacks, and then immediately trigger evasive on-the-
fly actions.

The detective capability becomes more fundamentally
necessitated in security IC chips. The simulation techniques for
EM radiation as well irradiation at the full-chip level [76], [77]
promote the design of detector circuitry and rational place-
ments in an IC chip. The technology developments for the
higher level of EM attack detection will continue to grow.

C. Laser Attack Detection

The NIR laser spotted on an IC chip with the order of
a few 1 μm induces voltage variation on a Si substrate
with the spread radius of ten times or even larger. The
OCM with multiple sensing frontend cells can detect the
attempts, as conceptually sketched in Fig. 14, by thresholding
abnormal magnitudes higher than 200 mV. The frontends
are miniaturized by design and regularly distributed within
the physical layout of crypto circuits. We can find design
principles based on the body (bulk) current sensing, which
was originally developed for detecting soft errors by high
energy cosmic rays [78] and also exploited for finding laser
fault injection [79]. The illumination from the backside of
an IC chip should be detectable, which happens with the
transparency of NIR light in a Si substrate.

The frontend with the post-layout area size of 286F2/cell,
which is almost same as the 2.6 equivalent gates of 2-input
NAND logic cell, has been developed in a 0.18 μm standard
CMOS technology, and embedded for 336 positions within a
128-bit AES circuits [80].

The body current by the laser irradiation can also be sensed
through the change in self-oscillation frequencies, as similar
to the EM sensing scheme, which is applicable to FPGA
devices [81]. The laser-induced current is also assumed to
flow in PDNs [82], which can be responded by power OCM
circuits.
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Fig. 15. Si backside as an attack surface.

D. Secure Packaging

The backside of an IC chip is open for adversarial attempts
on a Si substrate, as shown in Fig. 15, in flip-chip pack-
aging. Although an antenna senses and injects EM waves
through resin coating or plastic molding of an IC chip, their
removals will enhance the potentiality of attacks. Furthermore,
an optical observation is performed on the emission of photons
from actively operating transistors, or the laser irradiation into
transistors creates body currents for incurring faulty operation.
Those attempts need to decapsulate an IC chip to be naked
in its backside and even to thin down as well as excavate
the Si substrate from the backside. Focused ion beam (FIB)
equipment for the finest reverse engineering is available to an
adversary [83]. For the recognition of invasive attempts by
an IC chip, photo current sensors may detect incoming lights
after package opening [84].

The higher level of resiliency is newly challenged against
multimodal and combinational physical attacks. Semiconduc-
tor packaging technologies have been so far continuously
evolved for the higher performance, smaller footprint, and
lower profile of an IC chip in mass production. However,
the close cooperation of resilient packaging structures and
detective circuit functionality will increase their values and
provide unique ways to generally protect crypto circuits from
invasive, noninvasive, passive, and active SC attacks. We have
defined a secure packaging technology in this way.

A Si backside buried metal (BBM) technique has been
developed for boosting power delivery performance in an IC
chip [85] and exploited for secure packaging [86]. The BBM
wirings are formed by Cu with the width and depth of 15 and
10 μm, respectively, in the backside of Si substrate of 40-μm
thickness, and unified to CMOS circuits on the frontside with
through Si via (TSV) connections.

The monolithic structures for attack prevention are sketched
in Fig. 16, with variations of a single chip and 3-D chip
stack. The frontend CMOS circuits include crypto circuits to
be protected, voltage regulators for supplying crypto circuits,
and OCM circuits for attack detection. When the IC chip is
packaged in a flip-chip way, BBM wirings are exposed to
the outside. The BBM stripes in a meander shape are biased
at the shielding voltage of VSHD which is isolated from VDD

and VSS of an IC chip. The meander of Fig. 17 provides
the functionality of EM shielding and laser blocking, and
furthermore, forms a disconnection detector for intentional
laser cutting. This is essentially advantageous over the single
metal plate covering the full backside. Since the whole IC chip
is covered by meanders, the entire public-key crypto circuits
in a large Si area are protected.

Fig. 16. Monolithic attack protection structure. (a) Single chip. (b) Secure
3D chip stack.

Fig. 17. Disconnection detection circuit using BBM.

Fig. 18. Demonstration of BBM protections in passive (left) and active
(right) attacks [86].

Fig. 18 shows experimental results of attack protection
and die photographs of the BBM chip. The voltage probing
directly on the backside Si substrate exhibits the suppression
of Pdelimiter for more than 25 dB in comparison to the regular
IC chip without BBM. The laser irradiation is focused on the
gap between BBM stripes, where the space of 10 μm was set
in our experimental fabrication process. However, the resultant
voltage variation on the frontside of an IC chip can be captured
and recognized by the OCM. The BBM meander conceals
circuit components from laser irradiations, and further detects
an unexpected disconnection by the adversarial trial of metal
removal by a laser cutter.

The BBM IC chips are stacked in 3-D packaging
in Fig. 16(b). The bottom chip carries crypto circuits and
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designated power converters with PDNs supported by BBM
stripes over the full backside area. While the frontside is
faced down on a plastic interposer and assembled on a PCB,
the backside is concealed by the top tier die. The top chip has
the same structure as in the single die of Fig. 16(a) except
for not incorporating crypto functions. This structure obviates
SC leakages vertically by the BBM shielding effects while
horizontally by the BBM distributed decoupling capacitors
over the PDNs. The latter flattens the change of power
currents locally among logic switching gates and therefore
suppresses the power current dependence on arithmetic com-
putation sequences in such as EC-based public-key crypto
algorithms [87].

IV. CONCLUSION

Physical vulnerabilities and relevant attack methodologies
were described from the IC chip viewpoint. Multimodal
attempts by an adversary will become more prominent with
the higher level of crypto analysis expertise and advanced
technology utilization. Protection schemes need to be more
sophisticated as well as diversified, and tailored to security
functionality with chosen cipher algorithms.

A secure packaging technology that monolithically unifies
the backside metal wirings and the frontside standard CMOS
devices were exemplified. On-chip monitoring circuits were
designed and implemented for sensing attempts and detecting
attacks. The resiliency against multimodal attacks with EM
emission and laser injection was demonstrated through system-
level circuits-package interactions.

Hardware-level security in VLSI systems needs to feature
detection, recognition, and obviation mechanisms. Physical
protection technologies will continue to be explored with
in-depth knowledge covering widely from material science,
device, and packaging technologies to circuits and system
architectures.
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