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Abstract— A novel interleaved switched-capacitor and SRAM-
based multibit matrix-vector multiply-accumulate engine for in-
memory computing is presented. Its operation principle is based
on first converting an SRAM-stored n-bit weight into a propor-
tional voltage using a pipeline D/A converter built from n + 1
equally sized stages. A switched-capacitor stage then multiplies
these voltages with an m-bit digital input activation. Finally,
the output voltages that correspond to the different multiplication
results are accumulated along one column by means of charge-
sharing. With our proposed architecture, the required circuit
area, computation time, and power consumption scale linearly
versus the bit resolution of both the inputs and the weights.
Analytical formulas are presented for the energy consumption in
both capacitors and switches. Moreover, the impact of fabrication
mismatch on analog computation accuracy is examined. The
full system architecture is described, and the feasibility is
demonstrated, via a full macroimplementation study in 14 nm,
detailing area and energy consumption, as well as the overall
latency. Finally, a specific design of a 128×2048 6-bit weight and
6-bit input signed matrix-vector multiplication accelerator system
in 14 nm is presented, which runs at 2.43 TOP/s at an efficiency of
16.94 TOP/s/W, while using the nominal supply voltage of 0.8 V.
If the operands’ precision is considered in the metric, then the
efficiency becomes 609.7 TOP/s/W.

Index Terms— Analog computation, hardware accelerator, in-
memory computation, multibit weights, SRAM.

I. INTRODUCTION

PERFORMING computations on the conventional von
Neumann computing systems results in a significant

amount of data being moved back and forth between the
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physically separated memory and processing units. This costs
time and energy and constitutes an inherent performance
bottleneck. Overcoming the restrictions of the classical von-
Neumann-based architectures, which enforce a dogmatic sep-
aration of the processing unit and the memory subsystem,
requires reevaluating the well-established charge-based mem-
ory technologies, such as SRAM, DRAM, and Flash [1]–[3],
as well as the emerging resistance-based nonvolatile memory
technologies [4], [5].

It is becoming increasingly clear that, for application areas,
such as artificial intelligence (AI), we need to transition
to computing architectures in which logic and memory are
colocated [6]. In-memory computing (IMC) is a novel non-
von Neumann computing paradigm where certain computa-
tional tasks are performed in the memory itself by exploiting
the physical attributes and state dynamics of the charge-
or resistance-based memory devices [6]. Several computational
tasks, such as logical operations, arithmetic operations, and
even certain machine learning tasks, can be implemented in
such an IMC-based system. As a result, the execution time,
energy consumption, and silicon area of an IMC-based archi-
tecture are reduced compared to von-Neumann architectures,
yielding a compact and highly efficient system [7].

Generally, IMC-approaches perform computations with
relatively low numerical precision. Hence, IMC does not
aim to replace digital floating-point arithmetic units and,
instead, targets applications, such as deep neural network
inference, which are resilient to low precision. To reach
the numerical accuracy typically required for data analytics
and scientific computing, the limitations arising from device
variability and nonideal device characteristics need to be
addressed. Thus, the concept of mixed-precision in-memory
computing, which combines a conventional high-precision
von Neumann machine with IMC, was introduced in [8].
Its application to deep neural network training was proposed
in [7] and [9].

In IMC, the physics of the nanoscale memory devices
and the organization of such devices in crossbar arrays
are exploited to perform certain computational tasks within
the memory unit. For instance, crossbar arrays of phase
change memory (PCM) and resistive random access memory
(ReRAM) devices can be used to store a matrix and per-
form analog matrix-vector multiplications at constant O(1)
time complexity without intermediate movements of data.
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Specifically, modulation of the read voltage amplitude or dura-
tion that is applied to a PCM cell leads to a proportional
change in the current that flows through it. This property can
be used to perform an analog-domain multiplication with the
value stored in the PCM cell in the form of a conductance.
If many cells are activated on the same line, their respective
currents are summed up in accordance with Kirchhoff’s law.
Thus, by combining the multilevel storage capability of PCM
with Ohm’s and Kirchhoff’s laws, an analog IMC multiply-
accumulate (MAC) engine can be constructed [10].

Besides the classical analog-domain processing issues, such
as thermal- and A/D converter (ADC) noise, memristor-
based computation is, furthermore, subject to drift and 1/ f
noise [11], which are issues that can only be addressed through
material and device innovations [12]. In addition, the large-
scale current summations require wide and highly conductive
bit-lines, which leads to a reduced area efficiency [13].

Static random access memory (SRAM) can in a similar way
to PCM and ReRAM be enhanced with IMC capabilities. A
native approach consists of using the ON-resistance RDS,ON of
the pull-down transistors to convert the digital bits stored in
the SRAM cells into a proportional current value [14]–[16].
However, serious practical limitations of RDS,ON-based IMC in
SRAM arise from cell-to-cell variations, as well as from the
risk of unintended overwriting of stored bits. To address these
issues, charge-based analog computation has been explored as
an alternative to those that are current-based, due to the much
better matching of back-end-of-the-line (BEOL) capacitors.
This feature is also expected to improve with CMOS scaling.

For example, the 8T SRAM cell in [17] is enhanced by
a transmission-gate (TG) and a single capacitor giving rise
to a 10T + C unit cell structure. Thus, by introducing the
highly matched metal capacitors, the IMC design eliminates
mismatch-ridden minimum-size transistors. However, the ele-
ments of the input vector and synaptic matrix of this XNOR-
based IMC engine are limited to binary values only.

A solution for supporting at least multibit inputs is presented
in [18]. Nevertheless, the weights are still kept in binary
format. Moreover, since a partially pulsewidth-modulation
(PWM)-based D/A converter (DAC) is used, the relationship
between the number of input bits and the computation cycle
time becomes inherently exponential, significantly impacting
the latency. An example of a near-memory computing archi-
tecture that supports multibit inputs and synaptic weights is
described in [19]. However, bandwidth limitations also arise
here due to the restriction to row-by-row processing and
the PWM-based digital-to-analog (D/A) conversion procedure
for mapping the matrix values to voltages. Finally, another
multibit near-memory computing architecture, based on a pas-
sive switched-capacitor approach, is described in [20]. Here,
the exponential area requirements for the flying capacitors
used in the implementation of the input DAC prevent an
efficient extension of this approach to large-scale in-memory
computing (IMC) arrays.

As can be seen from the aforementioned recent work,
severe limitations in performance, precision, scalability, and
circuit complexity have arisen in all CMOS-based IMC
implementations, as soon as support for more than binary

quantization for both the input signals and the synaptic weights
was required. This article proposes a novel SRAM-based
architecture supporting in-memory MAC-operations, where
both input signals and matrix elements can assume multibit
values while still exhibiting a linear dependence between cycle
time, silicon area, power consumption, and the number of bits
of inputs and weights.

The remainder of this article is organized as follows. In
Section II, the in-memory computation circuit used for the
analog MAC operation is presented, and an analytical model
describing the functionality is given. Moreover, the energy
consumption of an analog multiply operation is analyzed in
detail, and the effect of mismatch is examined. The full mem-
ory architecture is described in Section III. An examination
of the computational memory system’s area and the energy
consumption is presented in Section IV based on an implemen-
tation study. In addition, the performance is compared with the
state of the art. Finally, Section VI concludes this article.

II. MULTIBIT IN-MEMORY COMPUTE UNIT

In essence, the energy and bandwidth gains achieved
through IMC stem from moving digital arithmetic and logic
operations into the analog domain. As implied by the term “in-
memory,” all computational primitives are executed within the
memory subsystem, as opposed to near-memory computing
architectures that keep the processing units separated at close
proximity.

Matrix-vector multiplication and transpose-matrix-vector
multiplication are among the most important computational
primitives for machine learning and deep learning applications.
Thus, the goal of this article is the acceleration of MAC
operations, which can be written in the form of

�xᵀ × A =
⎛⎜⎝ x1

...
xN

⎞⎟⎠
ᵀ

×
⎛⎜⎝w1,1 · · · w1,M

...
. . .

...
wN,1 · · · wN,M

⎞⎟⎠ =
⎛⎜⎝ y1

...
yM

⎞⎟⎠
ᵀ

= �yᵀ

where ᵀ denotes the transpose vector or matrix operator. Each
element ym of the vector �y can be written as a sum of N
products

ym =
N∑

n=1

wn,m · xn, m = 1, . . . , M. (1)

Fig. 1 contrasts the conventional von-Neumann architec-
ture, where the memory and the processing units are sepa-
rated, to the in-memory computing architecture. In the latter,
the matrix elements that are stored in SRAM cells remain
stationary, whereas processing occurs in the so-called in-
memory compute units (IMCUs), which are collocated with
the SRAM. Specifically, the stationary matrix elements wn,m

(called weights) are stored in the SRAM array, and the inputs
xn are fed from outside to the IMCU. Both inputs and weights
are assumed to be signed quantities. For a given fixed-point
arithmetic precision, the elements wn,m are stored in binary
form wordwise, and in column-major format, into the SRAM
array, as shown in Fig. 1(b). Thus, the SRAM cells, which
store the binary representation of weight, are collocated with
one IMCU in a crossbar configuration.
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Fig. 1. (a) Conventional von-Neumann architecture with distinct memory and processing units. To perform MAC operations, the matrix elements, which are
stored in the memory unit, need to be transferred to the physically separated digital compute unit. This costs time and energy, creating an inherent performance
bottleneck. (b) In IMC systems, memory and processing units are collocated. Thus, the matrix elements that are stored in SRAM cells remain stationary,
whereas processing occurs in the so-called IMCUs, which are collocated with the SRAM, in a crossbar configuration.

Using signed magnitude representation (SMR), the follow-
ing correspondence between a weight value wn,m and the
stored bits bn,m

k is established

wn,m =
(

nw∑
k=1

bn,m
k · 2k−nw−1

)
·
{

+1, if bn,m
sign = 0

−1, otherwise.
(2)

In the following sections, for simplicity, the column index
m will be dropped from wn,m . Hence, without any loss
of generality, the MAC-operation will be illustrated for a
single column only. Similarly, the corresponding weight bits
will be denoted by bn

k and the input bits by i n
p. Moreover,

the magnitude of a weight wn will be represented by nw
bits and the magnitude of the input xn by nx bits. The
binary variables bn

sign and i n
sign denote the respective sign

bits. Finally, 8T SRAM cells will be used to store the
weight bits.

The two main blocks of the IMCU, namely, the DAC for
transforming the binary weight into a voltage value and the
analog multiplier, will be detailed in the subsequent sections.
The combination of both circuits will be referred to as an
interleaved switched-capacitor-based multiplier.

A. Matrix Value D/A Conversion

The initial step in the analog computation procedure consists
of performing a D/A conversion, which turns the stored weight
bits bn

k into a proportional voltage Vw,n . This can be achieved
by connecting the digitally stored weight bits from the SRAM
cells to the inputs of a DAC. Fig. 2(a) demonstrates an
implementation built from equally sized unit capacitors Ck ,
interconnected through switches. The total amount of required
unit capacitors in the pipeline DAC scales linearly with the

number of stored bits nw in the weight magnitude

nunitcap,w = nw + 1. (3)

The circuit is built around the quasi-passive charge-sharing
DAC design presented in [21] and [22] to which two key
elements have been added to realize the proposed IMCU. First,
a dynamic precharge voltage selection has been integrated to
support SMR. Second, a single additional switched-capacitor
stage unit is connected in cascade to perform the multiplication
of the D/A converted digital weight with the input data.

To conduct the D/A conversion, a set of three nonover-
lapping digital pulse signals φ0, φ1, and φ2 is used. Each
SRAM cell, containing one bit bn

k of the weight, controls
one stage in the pipeline DAC. Based on this weight bit bn

k ,
the corresponding capacitor Ck is initially precharged to either
a voltage Vpre or to the common-mode VCM. Next, the top
plates of capacitor Ck and its predecessor Ck−1 are shorted,
effectively averaging their voltages

VC,k = 0.5 · (bn
k · Vpre + VC,k−1

)
. (4)

The first capacitor C0 is always precharged to VCM such
that the significance of the various bits is respected during the
subsequent voltage-sharing operations. This procedure can be
continued until all magnitude bits of the weight are processed,
finally yielding the weight-proportional voltage Vw,n on the
last capacitor Cnw after ncyc,w cycles

VCnw
[ncyc,w] = Vw,n = Vpre ·

nw∑
k=1

bn
k · 2k−nw−1. (5)

The voltage Vpre is selected based on the desired sign of Vw,n

so that both positive and negative weights can be represented
in the analog domain. In total, a number of ncyc,w cycles is
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Fig. 2. Schematic of the interleaved switched-capacitor-based multibit in-memory compute unit (IMCU) that allows the execution of matrix-vector
multiplications. The pipelined D/A converter in (a) generates a voltage, which is proportional to the stored weight bits {bN,1

1 , bN,1
2 , . . . , bN,1

nw
}, representing

the unsigned weight |wN,1|. Note that the sign of the precharge voltage in is selected based on the sign of both input and weight. (b) Analog multiplier

performs a multibit multiplication as a series of binary multiplication steps, by controlling the switches in . Based on each input bit, either zero or a weight
proportional amount of charge is added to the output capacitor Cout,N. (c) Analog accumulator performs the summation of all multiplication results of the
IMCUs along the first column by means of charge-sharing. All capacitors employed throughout the process are of equal size.

required until the voltage Vw,n is generated, whereby ncyc,w
depends linearly on the number of bits in the weight

ncyc,w = nw + 1. (6)

Once the first valid Vw,n voltage is obtained on the last
capacitor, pipelining allows consecutive replication of Vw,n

every three clock cycles. This is required to perform the
analog multiplication, described in the next section, at high
bandwidth.

B. Analog Multiplication

As a next step, the analog multiplication of the voltage,
which is proportional to the weight, with the input must be
performed. It is assumed, similar to the weight wn , that the
input xn is represented as an nx-bit fixed-point number in
SMR. Thus, the sign of the multiplication result sn

result can
be immediately obtained through an XOR operation between
the respective signs of weight (bn

sign) and input (i n
sign)

sn
result =

{
+1, if

(
bn

sign ⊕ i n
sign = 0

)
−1, otherwise.

(7)

Consequently, the precharge voltage Vpre can be selected based
on sn

result. The corresponding circuit implementation is shown
in Fig. 3, which illustrates an example of a transistor-level
implementation of an SRAM-based 3-bit signed IMCU. In
the case of an unsigned multiplication, the precharge volt-
age selection step and the related circuitry can be omitted.
Furthermore, if the distributive law is used, a multibit fixed-
point multiplication of an input xn by a weight wn can be
reformulated as a sum of nx binary products

sn
result · |wn · xn| = sn

result · |wn| ·
nx∑

p=1

(
i n

p · 2−p). (8)

Therefore, the multiplication can be carried out successively in
nx multiply and add steps while going through the input bits
one by one. In hardware, this can be optimally implemented
by modifying the control signals on the switches of the MSB
capacitor Cnw, which, at the ncyc,w-th cycle, is charged to Vw,n

φMSB,add = i n
p AND φ(nw) mod 3 (9)

φMSB,rst = i n
p AND φ(nw) mod 3. (10)

The key advantage of the proposed implementation is that,
in an IMC system, these two signals need only be generated
once for the full row and not on a per matrix element. Depend-
ing on the input bit i n

p, in every three cycles, the capacitor
Cnw either produces the weight proportional voltage Vw,n if
i n

p = 1 or otherwise zero

VC,nw[ncyc,w + 3(p − 1)] = i n
p · Vw,n, p = 1, . . . , nx. (11)

This binary multiplication result is then accumulated via
charge-sharing on a dedicated capacitor Cout,n . Starting from
an initial voltage V 0

C,out,n = VCM on Cout,n , each step of
charge-sharing halves the voltage on Cout,n and, depending
on the current input bit, adds 0.5 · Vw,n to it

V p
C,out,n = 0.5 · (i n

p · Vw,n + V p−1
C,out,n

)
. (12)

The input bits need to be traversed from LSB to MSB to
ensure that the added charge corresponds to the respective bit’s
significance. Conversely, traversing in the opposite direction,
i.e., from MSB to LSB, would require doubling a charge and
adding it to that of lower significance, which is nontrivial in
terms of a circuit design implementation.

The accumulation of the binary multiplication can start as
soon as the first pipelined D/A conversion is flushed. To this
end, the signal dvalid indicates, after ncyc,w cycles, that the
correct voltage Vw,n is available, after which the accumulation
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Fig. 3. Transistor-level implementation of a 3-bit signed in-memory compute unit (IMCU) in combination with SRAM cells. All the transmission-gates (TGs)
are comprised of a pMOS and nMOS pair so that the charge-sharing procedures are rapidly executed for the full voltage range. In the shown configuration,
both 6T and 8T SRAM cells would be supported since the IMCU is not multiplexed to be shared with several memory cells. The XOR logic element is
implemented here using nine transistors.

Fig. 4. Timing diagram for the control signals and capacitor voltages of an IMCU multiplying 3-bit signed weight w = −3 = 1|112 with 4-bit signed input
x = −5 = 1|1012. Charge-sharing cycles are highlighted in blue and binary multiplications of the MSB capacitor voltage with 1 or 0 are in yellow and red,
respectively. Completion of the MAC procedure is signaled by φacc, highlighted in green. The ADC sample signal is not shown here. Cycles during which
energy is drawn from the precharge voltage supplies are indicated by the underlined capacitor voltage values.

is initiated

dvalid =
{

1, if (t > ncyc,w)

0, otherwise
(13)

φout,add = dvalid AND φ(nw+1) mod 3. (14)

To summarize, an additional input bit is processed every three
clock cycles, until all nx bits of the input magnitude have been
multiplied and accumulated. The required number of cycles is
obtained with the following formula:

ncyc,i = 3 · (nx − 1) + 1. (15)
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Note that the first input bit is processed one cycle after the
pipeline DAC settles the first time. Ultimately, the following
correspondence between a final output voltage VC,out,final,n and
the multiplicands wn and xn is established

VC,out,final,n = sn
result · xn

2nx
· wn

2nw
· Vpre + VCM. (16)

C. Analog Accumulation

At this stage, all multiplications between the rows of the
weight matrix and the input data vector have been executed.
The last operation needed to complete the matrix-vector mul-
tiplication is to sum up the results along each column. In
the analog domain, this is achieved by shorting all output
capacitors along one column to the node Vcol using dedicated
switches controlled by the φacc signal. Since only one capacitor
size is used throughout the entire array, the respective voltages
VC,out,final,n are averaged

Vcol = 1

N
·

N∑
n=1

VC,out,final,n . (17)

Fig. 2(c) shows how the analog accumulator performs the
summation of all the multiplication results of the IMCUs along
the first column of the crossbar array.

The number of cycles ncyc,acc required to finalize the
accumulation is given by the RC time constant of the charge-
sharing procedure. Given the high number of switches that are
used and the relatively small unit capacitance size, a settling
time of ncyc,acc = 1 will be assumed. All the resulting column
voltages are proportional to the entries in the result vector
�y and can finally be digitized using integrated ADCs. By
including the number of cycles ncyc,adc that the ADC needs
to sample Vcol, the following equation for the total number
of cycles needed for the in-memory MAC operation can be
defined

ncyc = ncyc,w + ncyc,i + ncyc,acc + ncyc,adc + ncyc,rst

= nw + 3 · nx + 2 (18)

where, in one cycle, ncyc,rst = 1 is used to reset the full system.
Moreover, the assumption is made that the ADC sampling time
for an 8-bit output resolution is below the digital circuits’ cycle
time [23] so that ncyc,adc = 1. Note that (18) gives evidence for
the linear relation between latency and the number of weight
and input bits.

D. Numerical Example

In the following, a simple numerical example will be given
to demonstrate the functionality of the MAC circuitry. To
this end, the weights will be quantized as 3-bit signed fixed-
point numbers (nw = 2), and 4-bit signed quantization will
be used for the inputs (nx = 3). A possible transistor-
level implementation with appropriate control signals is given
in Fig. 3. Waveforms and capacitor voltage evolution through-
out the analog multiplication process are given in Fig. 4. For
the reasons of simplicity, the common-mode voltage will be
defined as 0 V , and the precharge voltages will be set to

±1 V . A weight value of w = −3 and an input of x = −5
will be used

w = −3 = 1|112 = (−1) · [b1, b2] × [2, 1]ᵀ
x = −5 = 1|1012 = (−1) · [i1, i2, i3] × [4, 2, 1]ᵀ.

Using (7), the sign sresult = +1 of the multiplication result
is determined immediately. As the result will be positive,
the pipeline D/A will only use the positive precharge voltage
+Vpre. The pipeline D/A starts synthesizing the weight voltage
Vw from the magnitude bits b1 and b2. Accordingly, the first
capacitor (LSB) VC1 settles on a voltage 1/2 V and the second
one on VC2 = 1/2 · (1 V + 1/2 V) = 3/4 V = Vw.
In accordance with the first input bit that is processed (i3 = 1),
this voltage is accumulated on the output capacitor in cycle 4,
thus yielding

VC,out [4] = 1/2 · 3/4 V = 3/8 V.

Since the second input bit is zero, the MSB capacitor VC2 is
discharged in cycle 6, after which the common-mode voltage
VCM is merged with VC,out in cycle 7

VC,out [7] = 1/2 · (0 V + 3/4 V) = 3/16 V.

Finally, Vw,n is merged a second time with VC,out in cycle 10,
thus processing the last input bit i1 = 1

VC,out [10] = 1/2 · (3/4 V + 3/16 V) = 15/32 V.

This value can also be obtained via (16) and corresponds to
the final result of the multiplication operation. Had the sign
been negative, the negative precharge voltage −Vpre would
have been used, and VC,out [10] would have been −15/32 V.

E. Energy Consumption

In order to quantify the energy consumed by the charge-
based analog multiplier, one full operational cycle will be
analyzed. Since only one single IMCU will be examined,
the row index n will be omitted in the next sections for
simplicity. The basic circuit operation of each 10T + C cell
can be summarized in three steps: an initial unit-capacitor
precharge or discharge cycle depending on weight (bk) and
input bits (i p) and then two charge-sharing procedures: first,
with the previous capacitor, and then, with the consecutive
capacitor. Note that charge-sharing itself is quasi-passive and
consumes no energy except when switching the connected
TG. Only when the capacitors are precharged from the ±Vpre
supplies, electrical energy is consumed. In addition to data-
dependent energy consumption occurring during precharge
events, there is a data-independent part caused by the switch-
ing events of the TGs. Both contributions to the circuit’s
energy consumption will be examined in the following para-
graphs, and the corresponding analytical formulas will be
presented.

1) Precharge Events During Initialization: Assuming all
unit capacitors Ck in the circuit are initially reset to the
common-mode voltage VCM, the energy drawn during the
initial precharge cycles differs from energy drawn once the
D/A circuit operates in steady state. The following formula
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Fig. 5. Diagram indicating all events throughout an IMCU’s full operational cycle that potentially results in charge transfer from the supplies to the unit
capacitors. VC,0 to VC,out denote the voltages on each of the unit capacitors. Note the circuit’s mode of operation, consisting of a precharge event followed
by two charge-sharing procedures with the previous and subsequent unit capacitor. The different precharge cycles are categorized from 1© to 4©, depending
on whether they occur during initialization or steady state and also depending on the capacitor number.

characterizes the capacitive energy consumed during any
precharge event:

EC,k = 1

2
· Cunit · bk · (Vpre − VC,L)2 (19)

where Cunit denotes the unit capacitor size, VC,L represents
the capacitor’s last voltage before the precharge event occurs,
and bk indicates the fact that only precharging to nonzero-bit
values consumes energy. By using the pipelined DAC output
voltage equation from (5), VC,L can be determined as

VC,L(k1, k2) = Vpre ·
k2∑

a=k1

ba · 2a−1−k2 . (20)

This voltage corresponds to the pipeline DAC output at the bit
number k2, where the bits of higher significance from k2 + 1
to nw have not yet been processed. To capture the case of
an uninitialized pipeline D/A, the parameter k1 is introduced.
This missing initialization can be observed in Fig. 5, where the
initial voltages in cycle 1 on all capacitors except C1 do not
contain any LSB information. Since all capacitors are initially
reset to the common-mode voltage VCM, these unprocessed
bits are assumed to be zero for all voltages that are developed
on the subsequent capacitors of the pipeline DAC via charge-
sharing. The total number of these initialization pipeline runs
nr,init depends on the number of weight bits nw used in the
IMCU

nr,init =
⌈nw

3

⌉
. (21)

In each of these runs, a number of LSBs is missing, depending
on the position of the start bit. For the runs starting in cycle
1 at capacitor 1, no bits are omitted, and for the run starting
at capacitor 4, bits 1–3 are missing. Furthermore, due to the
special signals of the analog multiplier [see (9) and (10)],

the MSB capacitor is not precharged when the first input bit
is zero (i1 = 0). Finally, the capacitor voltage prior to a
precharge event can be given in dependence of VC,L for a
run number r and unit capacitor number kx

VC,L,i(r, kx) = VC,L(3r + 1, min{kx + 1, nw − i1}). (22)

The total amount of energy dissipated in the initial phase can
now be obtained as the sum of all consumed capacitive energy

E(1) = Cunit

2

nr,init∑
r=1

nw∑
kx=3r−2

bkx(Vpre − VC,L,i(r, kx))
2. (23)

2) Steady-State Pipeline D/A Precharge Events: Once in
steady state, each run in the pipeline D/A will consume the
same amount of energy, except for the input-dependent power
dissipation in the MSB and the MSB-1 capacitor. The input bit
count nx determines the number of the pipeline runs necessary
to perform the analog multiplication. Note that the first bit is
processed at the end of the initial phase in Fig. 5. Since
the circuit operates in pipeline mode, an additional number
of incomplete runs is initiated depending on the number of
weight bits nw. The number of steady-state pipeline runs nr,st,
thus, becomes

nr,st = (nx − 1) +
⌊

nw + 1

3

⌋
. (24)

By using (6) and (15), the duration of each steady-state run,
including the incomplete ones, can be determined

nd,st(r) = min{nw − 2, ncyc,w + ncyc,i − 3 · r}. (25)

Finally, the total energy dissipated in the pipeline D/A during
steady state can be written as

E(2) = Cunit

2

nr,st∑
r=1

nd,st (r)∑
kx=1

bkx(Vpre − VC,L(1, kx + 1))2. (26)
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Fig. 6. Energy consumed by the multibit IMCU during one complete analog
multiplication operation. The weight and input magnitudes |w| and |x| are both
quantized to 5 bits. For |w| = 0, the least amount of energy ETG is consumed
since only the TGs operate and no energy is drawn from the ±Vpre supplies.
The maximum amount of energy EIMCU,max is consumed for |w| = 21 and
|x| = 0. A Cunit of 2 fF and a capacitive load CTG = 1 fF were selected for
the inputs of one TG in 14 nm.

3) MSB-1 Capacitor Precharge Events: Although, in steady
state, the MSB-1 capacitor does not draw a constant amount
of charge from the supply, its energy consumption depends
on the input bit i p that is currently processed in the analog
multiplier. If this input bit i p is equal to one, then MSB and
MSB-1 capacitor are shorted, which does not occur if i p = 0.
The various conditions are captured in the following formula:

VC,L,MSB−1(i p) = Vpre ·
(

bnw · i p

2
+

nw−1∑
k=1

bk · 2k−1

2nw−1+i p

)
. (27)

Given that, in steady state, the MSB capacitor is precharged
exactly nx times, once for each input bit, the energy consump-
tion can be computed as follows:

E(3) = Cunit

2

nx∑
x=1

bnw−1 · (Vpre − VC,L,MSB−1(ix))
2. (28)

4) MSB Capacitor Precharge Events: Similar to the
MSB-1 capacitor, the energy consumption on the MSB capac-
itor also exhibits an input data dependence. In steady state,
the MSB capacitor is shorted to the output capacitor Cout to
accumulate the results of the single-bit multiplication. During
a subsequent precharge event, not only the current input bit
i p but also all input bits that have been multiplied and added
so far must be considered when calculating the voltage on the
capacitor prior to precharging. To this end, the instantaneous
output capacitor voltage is defined as a function of the number
of input bits that have been processed

VC,out,L(p) = Vpre ·
p∑

a=1

ia · 2a−1−p ·
nw∑

k=1

bk · 2k−1−nw . (29)

The total energy consumption in the MSB capacitor is the sum
over all precharge events occurring throughout the multiplica-

tion and accumulation of each input bit

E(4) = Cunit

2
· bnw−1 ·

nx∑
p=1

(Vpre − VC,out,L(p))2. (30)

5) Switching of TGs: All TGs used in the presented analog
multiplication circuit are assumed to be built exactly the
same, from equally sized pMOS and nMOS transistors. While
turning on the TG, the charging procedure of the nMOS
transistor gate consumes energy, and while turning it off,
the same is true for the pMOS transistor gate. From circuit
simulation with the extracted TG netlist, the energy consumed
during one turning on and off transient ETG,transient can be
obtained

ETG,transient = 640 aJ. (31)

If the total number of turning on and off events nTG,events is
determined, then the total amount of energy consumed can
also be obtained. From observation of the circuit in Fig. 3,
an expression for the number nTG,φ0 of TGs connected to the
signal φ0 can be derived

nTG,φ0 = 2 + 2 ·
⌊

1

3
· (nw − 1)

⌋
. (32)

The corresponding number of turn-on events nTG,ev,φ0 follows
from Fig. 4

nTG,ev,φ0 =
⌊

1

3
· (ncyc + 2)

⌋
. (33)

This procedure can be applied to all TGs in the circuitry so
that all switching events are captured

nTG,ev,φ0 =
⌊

ncyc + 2

3

⌋
·
(

2 + 2 ·
⌊

nw − 1

3

⌋)
(34)

nTG,ev,φ1 =
⌊

ncyc + 1

3

⌋
· 2 ·

⌊
nw + 1

3

⌋
(35)

...

The sum over the number of TGs multiplied by their respec-
tive number of switching events is finally multiplied by
ETG,transient, thus yielding ETG,total, which is the total amount
of energy consumed for switching the TGs in one analog
multiplication unit. If added to the capacitive energy figures,
the total amount of energy consumed during one IMCU
multiplication procedure can be obtained

EIMCU,total = E(1) + E(2) + E(3) + E(4) + ETG,total. (36)

6) Discussion: The significance of each contribution in
the overall energy balance can be seen in Fig. 6 for an
implementation using a quantization of 5 bits for both the
weight and the input magnitude (nw = nx = 5). It is clear
that the energy ETG spent for switching the TGs dominates the
overall consumption. The peak, denoted by EIMCU,max, occurs
at |w| = {1, 0, 1, 0, 1}2 when each charge-sharing procedure
leads to the maximum �V possible, and thus, the highest
energy is consumed during precharging. Conversely, the min-
imum amount of energy ETG is consumed for w = 0 when
only the TGs are switched and no precharging occurs.
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Fig. 7. Dependence of weight (nw) and input (nx) magnitude quantization
on the energy, time, and average power consumed for one complete analog
multiplication operation of a multibit IMCU. The sign bit is not included since
it does not significantly impact the overall energy consumption. The red and
blue stars indicate the design point selected for the implementation study.

Fig. 7 shows the impact of weight and input quantization
on the peak energy, average power, and time per multiply
operation. Since each additional weight bit implies another
set of capacitors and switches, as well as one additional
clock cycle, both latency and power consumption increase
linearly. Thus, energy consumption, which is obtained as
their product, shows a square dependence. Nonetheless, with
respect to the input bits nx, the scaling versus energy remains
completely linear since the circuit only needs to operate for
three additional cycles because of pipelining, without any
additional hardware required within the IMCU.

F. Noise and Mismatch Impact

To ensure the highest possible accuracy of an analog IMC
operation, all sources of nonlinearity and noise need to be
known before an adequate circuit can be designed. Since
the presented IMC circuit utilizes charge-sharing procedures
between capacitors for the analog computation, the impact of
TG ON-resistance RTG,on mismatch remains negligible. This
is because the circuit’s cycle time is defined to always ensure
complete voltage settling on a unit capacitor given a target
nacc,mac-bit precision (from [21])

RTG,on · Cunit · nacc,mac · ln 2 < Tcycle. (37)

The thermal kbT/C noise impact is reduced by determining a
minimum size for Cunit such that, once all capacitors along one
column are shorted, the remaining noise amplitude is below
the LSB of the employed ADC. Basically, a tradeoff between
analog computation precision and latency, as well as energy
efficiency, has to be made.

The main source of nonlinearity in this system is the mis-
match between the Cunit capacitors due to manufacturing tol-
erances. As a consequence, charge-sharing procedures will not
result in perfect averaging of the respective capacitor voltages.
Given equally designed unit capacitors C0, C1, . . . , Cnw , Cout,

the relative errors �Ck = Ck/Cunit can be modeled as indepen-
dent random variables, normally distributed with N (0, σ 2).
These errors impact the D/A conversion process of the two
multiplicands, weight w and input x , differently. Consequently,
the weight is converted into the nonideal voltage Ṽw by the
pipeline DAC. In addition, the subsequent analog multiplier
performs a nonideal scaling operation by a factor α̃x, which
is proportional to an input value xn . Specifically,

Ṽw = Vpre ·
nw∑

k=1

bk · Ck

Ck + Ck−1
·

nw−1∏
l=k

Cl

Cl+1 + Cl
(38)

α̃x = Cnw

Cnw + Cout
·

nx∑
p=1

i p ·
(

Cout

Cnw + Cout

)nx−p

. (39)

Using (38) and (39), the nonideal multiplication result Ṽout is
obtained as

Ṽout(w, x) = Ṽw · α̃x. (40)

Note that the pipeline DAC output is impacted by the mis-
match of all capacitors except Cout, whereas the analog
multiplier is impacted only by the relative mismatch between
Cnw and Cout. Since the IMCU can be described as a dual
input DAC, the common metrics of integral nonlinearity (INL)
and differential nonlinearity (DNL) can be used to obtain a
quantitative measure of the analog multiplication accuracy. A
change in the stored digital values of either weight or input
alters the analog output voltage Ṽout. The impact of these
variations can be measured by the weight- and input-related
DNL metrics, i.e., DNLw and DNLx . Specifically,

DNLw(w, x) = Ṽout(w + 1, x) − Ṽout(w, x)

VLSB · x
− 1 (41)

DNLx(w, x) = Ṽout(w, x + 1) − Ṽout(w, x)

VLSB · w
− 1. (42)

Given a technology’s capacitor fabrication tolerance σ and
a maximum allowed DNL value for both weight and input
DNLmax = max {maxw |DNLw,x |, maxw,x |DNLx |}, a target
yield YDNL can be defined to determine the usable design
space via Monte Carlo simulations, as shown in Fig. 8. From
the confined areas shown in the plot, it becomes evident that
an accurate BEOL fabrication process is required for high-
precision analog computing. Advanced patterning techniques
in deep submicron nodes allow to keep the mismatch below
0.05%, even for small Cunit sizes [24]. Furthermore, matching
will gradually improve in upcoming technologies since the
metal fabrication precision is increasing as the transistors are
shrinking in accordance with Moore’s law [25], [26].

Additional improvements of the analog computing precision
could be achieved by adding calibration circuitry but only at
a significant cost of area and complexity. Considering that
both these factors are critical in determining the IMCU’s
competitiveness, calibration overhead will be avoided in the
presented implementation, and only the precision provided
“for free” by the underlying technology node will be used.
Assuming a σ between 0.1% and 0.02%, the design point
with five weight bits and five input bits will be chosen for
implementation. Since only the magnitude is accounted for in
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Fig. 8. IMCU design space obtained from 2000 Monte Carlo simulations
considering mismatch between the unit capacitors Cunit . A target yield of
YDNL ≥ 99% for a maximum DNL smaller than 0.5 was assumed. Only
the magnitude bits are considered. The sign bit is not included for either
weight or input as it only determines the polarity of the precharge voltage
and does not impact the DNL. The red star indicates the selected design point.

Fig. 9. Output characteristics of an IMCU using 5-bit unsigned weights
and inputs. It is based on simulations using ideal switch models and nonideal
unit capacitors Cunit with a relative matching variation of σ = 0.1 %. The
respective DNL curves for the weight DNLw (red) and input DNLx (black)
are shown in the top left plot. Both the DNL and INL remain bounded within
±1 LSB out of 10 bits.

the plot, this can be extended to a 6-bit signed weight and a
6-bit signed input. This is because the sign changes only the
polarity of the precharge voltage Vpre and, thus, doubles the
output range unimpaired by the capacitor mismatch. Instead,
the precharge voltages ±Vpre, which are assumed to be pro-
vided from externally, are required to be highly accurate with
regards to symmetry around the common-mode VCM to avoid
inconsistent scaling of positive and negative multiplication
results. In Fig. 9, the transfer characteristic of the analog
multiplier is shown. Despite the presence of mismatch, the
10-bit multiplication result tracks the ideal output curve to
a great extent.

In order to assess the performance of a full column of 128
IMCUs in the presence of other nonidealities, such as device

Fig. 10. MAC output characteristics of a transistor-level spectre simulation
that involves a full column of 128 IMCUs implemented in 14 nm. Each
IMCU multiplies a 6-bit signed input with a 6-bit signed weight. The effects
of thermal noise, transistor, and capacitor mismatches were considered. The
x-axis, representing the ideal fixed-point result, is normalized to [−1, 1], and
the y-axis, showing the analog MAC operation result, is normalized to the
8-bit ADC output range.

mismatch and thermal noise, a transistor-level simulation is
performed on a 14-nm implementation. The results are pre-
sented in Fig. 10 alongside the ideal outputs of a fixed-point
digital implementation. It can be seen that the error waveform
of the analog MAC output, plotted in the lower-right insert
of Fig. 10, exhibits the typical S-shape characteristic, which
arises from the vgs-dependent TG ON-resistances, superim-
posed on the thermal noise error waveform. Furthermore, since
this error is bounded between ±0.2 of an 8-bit LSB, it can be
deduced that, when digitizing using an ADC with a minimum
ENOB of 8, the obtained result will be very close to the
truncated output of a full-precision fixed-point operation.

Deep neural network inference tasks, which are the desig-
nated applications for the presented IMC system, can tolerate
this small reduction of precision of the MAC operation with
usually no loss or in certain cases with insignificant loss
in classification accuracy. The effects of ADC quantization,
to which any reduced-precision implementation is subjected,
are studied in detail in [27].

III. SYSTEM ARCHITECTURE

The goal of this work is to enhance standard SRAMs with
IMC capabilities while maintaining as much as possible the
original memory architecture. Conventional wordwise read and
write procedures for instance are still needed to carry out
fundamental memory I/O routines. In the system architecture,
as depicted in Fig. 11, these basic elements are maintained
with the same functionality. Their design and the mode of
operation are described in [1]. The three building blocks that
differentiate the novel SRAM architecture from the original
will be described in the following sections.

A. IMC Subblocks

Support for performing multibit in-memory MAC opera-
tions is achieved by integrating the IMCU described in Fig. 3
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Fig. 11. System architecture of an 8T SRAM array with integrated in-memory compute units (IMCUs) to support matrix-vector multiplications. The classical
SRAM architecture is complemented with (a) finite state machine to control the in-memory multiplication process, (b) IMC subblocks that support highly
parallel local read operations to feed data to the IMCUs, and (c) array of ADCs for rapid digitization of the analog multiplication results. Standard read and
write operations are carried out via the conventional global read–write circuitry.

into the SRAM array. If the bandwidth requirements for the
IMC operation can be relaxed, then significant amounts of
silicon area can be saved by time-multiplexing each analog
multiplication circuitry between a set of nshared words orga-
nized in a memory subarray. As a result, the execution of an in-
memory MAC operation on the complete array will require an
additional number of cycles, which is proportional to nshared.
Furthermore, this entails a change in the storage element.
Instead of directly using the internal nodes of the 6T cell,
the data now need to be read locally, preferably simultaneously
in all IMCUs. To this end, the 8T SRAM cell is employed
since it allows local read procedures in the memory subarrays
via local bit-lines, as well as global read/write operations via
the legacy periphery [28].

For performing the local read, additional sense-amplifiers
(SAs) will be required, which can be much smaller in size than
the peripheral amplifiers due to the lower number of cells that
they cover. Finally, the outputs of the SAs are connected to the
inputs of the multibit IMCU, as shown in Fig. 11(b). By taking
into account the number of cycles nread,local required for the
local read operation, the total latency for a full matrix-vector
multiplication becomes

ncyc,total = nshared · (nread,local + ncyc) (43)

where ncyc was defined in (18). Consequently, the local read
procedures also enter the energy balance as an array-size-
dependent term Eread,local.

B. IMC FSM

The in-memory MAC operation requires the IMCU circuitry
and a well-defined sequence of pulses, similar to those shown
in the example of Fig. 4. One way of generating these signals
would be to adopt a timing block similar to those in classical
SRAM architectures. In this article, a simpler solution using
clock-gated shift registers is proposed, which is more flexible
in the implementation and gives a more conservative and
comprehensible estimation for energy consumption.

After receiving a positive edge signal, the FSM enables
the clock signal of a large block of shift registers, as shown
in Fig. 11(a), for a well-defined number of cycles. Some
signals are common for the entire array, for instance, the three
pulse signals: φ0, φ1, and φ2. Others, such as the signal
pair of φMSB,add and φMSB,rst, are generated per each column
depending on the input vector bits. In addition to the signals
shown in Fig. 4, all signals required for performing the local
read operation must also be provided by the FSM. Finally, all
signals need to be buffered sufficiently in order to drive the
respective inputs across the array.

C. ADC Design

After the analog MAC operation is completed, the final
result, which corresponds to a voltage stored as charge across
a column of output capacitors, needs digitization at sufficient
precision. This necessitates the use of voltage input A/D
converters. Given a large number of input signals, the ADCs,
as shown in Fig. 11(c), should be designed to be as small,
as fast, and as energy-efficient as possible. With this in mind,
the SAR ADC design shown in [23] is used as a starting point.
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TABLE I

SYSTEM PARAMETERS AND COMPONENT SIZES

TABLE II

PERFORMANCE METRICS FOR IMC OPERATION

Since the input consists of charge on a large capacitor,
voltage buffers and complicated sampling circuits can be
avoided, and the input can instead be transferred by means
of charge-sharing to the capacitive DAC (CDAC) of the SAR
ADC. The conversion procedure itself can be executed using
a self-timed state machine to achieve high-speed conversion
cycles of below 1 ns in 14 nm [29]. Moreover, the cost of
each conversion is bounded at 3.3 pJ. By pitch-matching the
ADC circuit to the width of one IMC subblock, the conversion
latency impact on the overall bandwidth can be kept minimal.

IV. SYSTEM IMPLEMENTATION STUDY AND ANALYSIS

To demonstrate the benefit of the IMC-based architecture,
a full system implementation study is performed, detailing the
various components’ area and power consumption. The 6-bit
signed weights and 6-bit signed inputs are again assumed. The
full memory has 128 × 2048 weights, arranged in 128 × 64
IMC subblocks each of 32 weights.

If standard design rules are employed rather than spe-
cialized SRAM push-rules, then the 8T SRAM cell size

becomes 0.312 µm × 0.768 µm. Accordingly, the local SA
circuit is designed with a matching height, using an area of
0.504 µm × 0.768 µm. Furthermore, this height is maintained
in the various IMCU blocks so that, given the subcomponents’
size reported in Table I, the total area of one IMCU can
be determined to be 0.756 µm × 5.376 µm. Note that the
unit capacitors are designed in the metals located above
the transistors to keep the footprint as small as possible,
similar to the approach taken in [17]. Finally, the size of one
IMC subblock, consisting of IMCU, SAs, and SRAM array,
is determined as 11.24 µm × 5.376 µm.

If the peripheral circuits, decoders, read/write circuitry, IMC
FSMs, and ADCs are added, the area becomes 769.980 µm ×
792.398 µm for the full system. Regarding area efficiency,
56.4% is used by the SRAM cells, and the IMC-related
overhead amounts to about 35.4%. Figures for the energy
spent in each operation are listed in Table II. Initially, before
the actual IMC operation begins, the first column of SRAM
words has to be locally read to make the corresponding values
available to the attached IMCUs. Note that this operation can
be completed rapidly in 2 ns because the local SAs cover a
relatively small SRAM subarray with an accordingly small
local bitline capacitance, and the obtained results are used
locally and not transferred to the periphery. If executed in
all 8192 subarrays, total energy of 196.61 pJ is consumed,
according to simulations.

In the following step, after the local read, the IMCUs gener-
ate the voltages, which correspond to the MAC result and are
eventually digitized by the ADCs. This process of alternating
local-read and IMC operation is repeated 32 times, taking
216 ns, until the full matrix has been processed. Including
the FSM and ADC energy, a total amount of 30.96 nJ is
spent. These figures can be used to determine the full system
throughput as 2.43 TOP/s at an efficiency of 16.94 TOP/s/W.

In relation to the throughput and energy efficiency figures,
i.e., TOP/s and TOP/s/W, it has to be noted that the bit
precision is not taken into account, thus putting the lowest
precision implementations at an advantage. To adequately
reflect the additional computational complexity tackled by
multibit accelerators, the respective quantization of weight nw
and input nx can be factored in, similar to the approach taken
in [19], yielding precision scaled TOP/s and TOP/s/W.

This is shown in Table III, where recent implementations of
analog in-memory MAC-operation accelerators using SRAM
combined with capacitors [17], [18], [30], [31] are compared
with the presented work.

For example, a scheme that could scale in terms of weight
and input bits is demonstrated in [30]. In this article, a specific
implementation for 4-bit inputs is presented. These multibit
inputs are realized by expanding the 4-bit input value into a
number of pulses, which, based on the different weight bit
values along the rows, causes the capacitive read-bit-lines to
discharge by a proportional amount. However, this input-to-
time conversion creates an inherent exponential dependence
of the latency on the number of input bits, leading to a
limiting factor for finer input quantization. On the other
hand, the multibit weights are realized in a single time step
by employing a number of compensation and computation
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TABLE III

COMPARISON TABLE OF SRAM- AND CAPACITOR-BASED ANALOG IN-MEMORY MAC-OPERATION ACCELERATORS

capacitors. Since the total capacitance has an exponential
dependence on the number of weight bits (∼2nw ), the chip
area scales exponentially with the number of bits as well.
Finally, note that the overall area overhead introduced for
enabling the IMC capabilities remains manageable since,
similar to [19], the standard SRAM-macrointernals remained
unmodified, and exclusively, pitch-matched components are
added to the periphery. In summary, the system described
in [30] delivers high energy and area efficiency for the selected
4-bit input and weight quantization with the relatively low
throughput being the only downside. This architecture might
match well with the common requirements for IoT and edge
applications. However, scaling the inputs and the weights
beyond 4-bit incurs significant area and latency penalties.
The same observations apply to the design described in [18],
which demonstrates simultaneous vector processing, though
for binary weights only. This architecture supports input
precision scalability, albeit at an exponential cost in terms
of latency. Furthermore, the high energy-efficiency number
shown in [18] becomes less than that presented in this article,
once the operands’ precision is factored in.

Both the accelerator systems presented in [17] and [31]
demonstrate high parallelism with completely binary imple-
mentations for inputs and weights. Note that, in binary cases,
a multiply operation can be reduced to a single XNOR opera-

tion [32]. As a consequence of this simplification, no scal-
ability in terms of precision can be achieved. In addition
to restricting the operands’ precision to binary only, [17]
also applies binary batch-normalization on the analog MAC-
operation result instead of digitizing using an ADC, thus
contributing to the immensely high efficiency reported there.

In addition to the pure analog IMC approaches listed
in Table III, a very interesting combination of a binary IMC
approach with digital techniques to increase precision was
presented in [33]. Specifically, through the use of digital
shift and add circuitry, binary-only analog accelerators as, for
example, in [31] and [17], can gain linear scalability in terms
of weight and input quantizations. However, this incurs a cost
in terms of latency and energy due to the multiple ADC cycles,
as well as an increase in the area due to the peripheral digital
adder circuits.

V. CONCLUSION

The cost, in terms of time and energy, associated with data
movement has driven the concept of in-memory computing
for neural network applications. According to this approach,
the dominating matrix-vector operations are performed in-
place, i.e., in the memory itself by exploiting certain phys-
ical properties of memory technologies. However, the main
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challenge of in-memory computing is the accuracy of the
analog MAC operations.

In this article, we introduced a linearly scalable multibit in-
memory computing system for accelerating MAC operations
in standard SRAM. A novel interleaved switched-capacitor-
based IMCU was proposed for conducting the analog com-
putation, and its potential with regards to speed and energy
efficiency was demonstrated. Although various SRAM-based
matrix-vector multiplication engines have been proposed in the
literature, our approach is the first to achieve computational
precision that scales linearly in time, power, and area. More-
over, we have shown, via transistor-level spectre simulations,
that, by using multibit representations for the input signals
and the weights, there is no significant penalty in the accuracy
of the SRAM-based analog MAC operations compared with
a corresponding all-digital implementation with the same
precision.

From a system design perspective, applications requiring a
rather high quantization or precision (4–8 bits) will benefit
substantially from the linear scalability of the presented IMC
circuit and architecture, which can offer high throughput at
an acceptable cost of area and energy. Finally, besides SRAM
as the underlying memory technology, other volatile or non-
volatile memory technologies using simple SA-based read,
such as DRAM, MRAM, or binary PCM, could also poten-
tially be used in conjunction with our IMCU concept to
provide multibit MAC computing capabilities.
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